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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information. 

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process. 

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom. 

Thank you for Sharing Wisdom! 
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Abstract—The finance market closely depends on translation 

and high-quality software solutions when performing crucial 

transactions and processing important information and customer 

services. Thus, systems’ reliability and good performance become 

crucial when these systems become complicated. This paper aims 

to focus on the implementation of the observability concept with 

the DevOps approach in financial services technologies, where its 

strengths, weaknesses, opportunities, and threats are also 

discussed with regard to the future. The concept of observability 

is intertwined with DevOps since, with its help, it is possible to 

gain deep insights into the system’s inner state and further 

enhance status monitoring, detect problems in less time, and 

optimize performance constantly. When organized and analyzed 

properly, observability data can, therefore, play a critical role in 

increasing software quality in financial institutions, aligning with 

regulatory standards, and decreasing development and 

operations teams’ silos. However, the implementation of 

observability within an organization using DevOps best practices 

in the financial services industry has some challenges, which 

include The issue of security, especially when it comes to data, 

the Challenge of data overload, the challenging task of 

encouraging the right organizational culture for continuous and 

consistent observability. The article presents a guide that 

discusses how to incorporate observability with DevOps: the 

step-by-step process of defining observability needs, choosing the 

most suitable tools, integrating with other tools in the existing 

DevOps frameworks, laboratory of alarms, and constant 

enhancement. Furthermore, it considers examples of how some 

financial organizations have applied observability to reduce 

risks, improve efficacy, and enrich customers’ interactions. In 

addition, the article also deliberates on the future perspectives of 

observability, for instance, artificial intelligence and machine 

learning are quickly emerging as means through which different 

tasks of observability can be automated, and there are increasing 

concerns with security when it comes to the implementation of 

observability in the financial services industry. By adopting 

observability and aligning it with DevOps, financial institutions 

can develop and sustain sound, reliable and high-quality 

infrastructure and maintain the industry’s leadership. 

Keywords—Observability; monitoring; integrated analysis; 

DevOPs; integration; operational resilience 

I. INTRODUCTION 

Most of the financial service functions are dependent on 
software to enable transaction processing, data management or 

the delivery of services to consumers. While these systems 
continue to become intricate, it becomes crucial to establish 
their sound development and system functionality. Due to such 
consequences, disruptions or failures of financial software 
systems can significantly affect organizations and their 
stakeholders economically and reputably, and attract regulatory 
repercussions. In the last few years, the application of DevOps 
has become quite popular in the financial services industry. 
DevOps’ concept helps in amalgamation of the development 
and operations of a company so that they can quickly and 
effectively deliver software products and services [1]. Based on 
DevOps best practices, it is essential for an organization to 
attain flexibility, and quality, and to ensure the delivery of 
goods and services faster through the integration of the 
development and operation entity, automation of processes, 
and coming up with the development and delivery pipeline 
[15]. New valuable features have been brought with the help of 
DevOps techniques; however, applying such approaches offers 
evidence that a better understanding of the behavior and 
functioning of the software systems are needed. This is where 
observability comes in to strengthen the situation. The term 
observe is a technique that is used with the aim of getting to 
observe how a certain system works, and its inner structure 
with the ultimate aim of being able to monitor, analyze, and 
improve the structure [3]. The inclusion of observability into 
the DevOps tradition in financial services technologies yields 
key benefits, including increased velocity of issue 
identification and remediation, better code quality, compliance, 
and end-to-end teamwork. But all these present organizational 
integration challenges, like security issues, information 
overload, and having to change a firm’s culture. 

II. LITERATURE REVIEW 

A. Overview 

The financial services sector has been going through a 
period of radical change throughout the past few years, 
primarily due to the integration of digital and software 
technologies as well as the need to enhance the flexibility and 
reliability of software solutions. DevOps is derived from the 
two words ‘development’ and operations; it has now become 
an important practice that provides the needed heuristic to 
organisations so that they can increase the speed at which they 
release their software products and services to the market [4]. 
However, the observers must understand that as the 
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development of their numerous applications of financial 
services becomes more intricate and dispersed, there will be 
difficulty in observing the internal state as well as the conduct 
of the particular systems if they are not carefully managed. To 
introduce the concept, it is essential to define how the practices 
of observability align with the principles of DevOps and what 
opportunities and difficulties can exist when applying 
observability in the context of financial services technologies; 
what practices would be effective for integrating observability 
into the technologies; and reflect on further improvement of the 
process of creating and operating software. Besides, the degree 

to which the internal states of a software system may be 
deduced from its external outputs is measured by its 
observability [3]. It gives organizations a comprehensive 
picture of the system itself, including its performance and 
health, by utilizing the data and insights that tracking generates 
[3]. Therefore, a portion of the system's observability is 
determined by how well the monitoring metrics are able to 
decipher the performance indicators of that system. This 
brings, an important topic when it comes to observability; 
monitoring. Monitoring and observability depend on each 
other, though they are distinct (as presented in Table I). 

TABLE I.  COMPARISON BETWEEN OBSERVABILITY, MONITORING AND DEVOPS 

Aspect Monitoring Observability DevOps 

Definition 

The practice of collecting and analyzing 

data about the performance and availability 
of systems and applications. 

The ability to understand the internal 

state of a system based on its external 
outputs. 

A set of practices and tools that combines software 

development (Dev) and IT operations (Ops) to shorten the 
systems development life cycle. 

Focus 
Monitoring focuses on gathering and 
presenting data about specific metrics and 

thresholds. 

Observability focuses on 
understanding the full context and 

behavior of a system. 

DevOps focuses on the collaboration and communication 

between development and operations teams. 

Data 

Sources 

Monitoring primarily relies on logs, metrics, 

and alerts from various system components. 

Observability utilizes a wide range of 

data sources, including logs, metrics, 
traces, events, and user feedback. 

DevOps leverages tools and processes for continuous 

integration, continuous delivery, infrastructure as code, and 
automated testing. 

Purpose 
To detect and alert on system issues or 
performance degradation. 

To gain insights into system behavior 
and root causes of issues. 

To accelerate software delivery, improve quality, and 
enable collaboration between teams. 

Tools 
Monitoring tools like Nagios, Prometheus, 

and New Relic. 

Observability tools like Jaeger, Zipkin, 

and Honeycomb. 

DevOps tools like Jenkins, Ansible, Terraform, and 

Docker. 

Scope 
Monitoring typically focuses on individual 
components or services. 

Observability provides a holistic view 

of the entire system and its 

dependencies. 

DevOps encompasses the entire software development and 
delivery lifecycle. 

Approach 
Monitoring is reactive, alerting when issues 

occur. 

Observability is proactive, enabling 
teams to understand system behavior 

before issues arise. 

DevOps is a collaborative and iterative approach to 

software delivery. 

Monitoring is specifically the process of keeping track of a 
system's performance throughout its lifespan. Monitoring tools 
gather, examine, and synthesize system data to produce 
insights that can be put to use [5, 6]. An organization can find 
out if a system is functioning properly or poorly or if there is 
an issue with application performance by using monitoring 
technologies like application performance monitoring (APM). 
Making more general conclusions about the system can also be 
aided by tracking data aggregation and correlation [5]. For 
instance, developers can learn more about the user experience 
of a website or app by observing load times. In between 
observability and monitoring are DevOPs. DevOps is a culture, 
a way of thinking, as well as a stated and practiced method 
used to resolve the dissolution between developers and 
operators. It encourages collaboration, integrates automation 
and promotes the practice of CI/CD processes and pipelines [7, 
32]. In DevOps, changes in application delivery should 
frequent and rapid while focusing on operations effectiveness 
and robustness. 

B. DevOps, Monitoring, and Observability Correlation 

Complementary principles like DevOps, monitoring, and 
observability are essential to today's development and 
operations procedures. Understanding this relationship as a 
whole is essential for building strong and effective 
software systems, especially in the financial industry where 
legal compliance, security, and dependability are critical. 
Monitoring is one of the most significant practices that needs to 
be carried out when working within the DevOps paradigm [8]. 
However, what might be the single most important aspect of 
DevOps is its iteration and feedback, both of which are 
specifically driven by the analysis of data that is collected 
through monitoring [9]. By integrating the monitoring into 
CI/CD pipeline, it is possible for the teams to collect and 
analyze system attributes, logs, and other metrics that are 
defined across the different phases of the software 
development life cycle. This makes it possible to find the 
causes of the problems at their inception, is effective in 
rectifying the problem, and can enable an organization to 
improve on the implementation of solutions that are already 
available. Observability makes the inferences in the field of 
DevOps less rigorous concerning the monitoring operations 
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[10, 11]. Whereas this is about tracking the occurrence of 
certain issues that need management intervention, observability 
is a method used to examine and understand the issues as well 
as the patterns that lead to these specific issues. In other words, 
applying the concept of observability within DevOps enhances 
the ability of teams to understand the system’s performance 
status, challenges and, if there are any pacemakers, identify the 
problems and optimize the system. 

As presented in Fig. 1, collaboration between development 
and operations teams is only one aspect of DevOps. It goes 
beyond just methods and equipment. DevOps is a way of 
thinking and a cultural change where teams take on new 
methods of operation. By extension, observability is all-
encompassing and signifies considerably more than simple 
monitoring. Of note, the overlying concept of observability is 
sometimes mistaken for the actual data and metrics collected 
from monitoring processes; nonetheless, there exist other 
approaches to articulate, correlate, and analyze the gathered 
data. Observability is an extension of the monitoring 
information combined with distributed traces, profiling and 
similar current practices to provide first overall visibility of the 
external and internal behaviour of the system. 

 

Fig. 1. Key DevOps principals [10]. 

C. A Model for Integrating Observability with DevOps 

When implemented side by side with DevOps, the use and 
adoption of specific observability practices become essential 
for companies in the financial services sector to deploy solid, 
efficient, and fully compliant systems [12]. Therefore, this 
integration has to be carried out systematically in a way that 
accounts for the demands and issues of this industry. 

1) Define observability requirements: When integrating 

observability with DevOps in the financial sector to ensure 

software development and operational resilience, the first step 

is to define the scope of the observability that is going to be 

utilized in measuring and revealing the state of the financial 

services applications and systems [13]. This should be done in 

line with the organization’s regulatory compliance 

requirements, critical performance issues, leverage target and 

overall workflow objectives as encapsulated by the 

organization’s critical activities. For instance, in a trading 

platform used by a large investment bank, observability 

requirements might include: 

a) Measures concerning the time taken to execute 

trades, size of order books, latency of the market data feed, 

and degrees of usage of system resources. They are so useful 

when it comes to achieving the best in trading and to also 

pinpoint if there is an issue with capacity within a trading 

business. 

b) Logs capturing user transactional data, trade data, 

risk management data, and system data audits. These logs are 

helpful for compliance with the different rules and regulations 

belonging to different authorities, like Securities and 

Exchange Commission (SEC) and the Financial Industry 

Regulatory Authority (FINRA), which have standard rules for 

record keeping and audit trails [15]. 

c) Open telemetry for reconstruction of intricate trade 

execution dependencies in multiple microservices like order 

routing, risk management and settlement services [14]. These 

traces furnish full-fledged information regarding trade 

lifecycles, indicating potential problems or failures in the 

distributed system quickly. 

d) Therefore, by clearly specifying observability needs 

related to the nature of financial services applications, 

organizations can learn how to make the right calls when it 

comes to the points of observation and the data to be collected 

in order to remain operationally resilient. 

Selecting the Right Observability Tools 

Since applications and infrastructure in the financial 
services segment are intricate, and lots of data are produced in 
the observability framework, a tool alone is inadequate. Rather, 
organizations should use a set of observability tools [2], 
wherein the tools that different organizations will use are 
dependent on the type of need they have. 

These tools may include: 

a) Log management solutions: Tools like Logstash or 

Elasticsearch or cloud solutions like AWS Cloud Watch logs 

or Splunk can help in pulling petabytes of log data from 

different sources [16]. 

b) Distributed tracing tools: Jaeger, Zipkin or similar or 

AWS X-Ray, can aid in distributed tracing, which provides 

insight on how the requests go through the MS and where the 

slow or failed requests are likely to come from. 

c) Application Performance Monitoring (APM) 

solutions: APM tools, such as ‘AppDynamics’, ‘Dynatrace’, 

or ‘New Relic’ that work at the application work level and the 

code level can monitor metrics, behavior and traces of an 

application to help in the identification of performance issues 

easily [17]. 

d) Infrastructure monitoring tools: Some of them are 

Prometheus, Datadog, or Azure Monitor, where metrics and 

logs of subtier components of the technology stack, mostly 
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servers, databases, and networks, are collected for top-down 

system level observability. 

The choice of observability tools can also be narrowed by 
certain potentially valuable characteristics, such as the 
products’ ability to integrate with other systems and their 
compliance with standard protocols of industries the business 
is active in, as well as the question of whether the products are 
scalable, such as the incorporation of the Financial Information 
eXchange (FIX) protocol, data visualization tools, analytics, 
security, and data privacy compliance. 

2) Integrate with DevOps toolchain: Like with any other 

tool that generates data, to get the most value from 

observability data, it needs to fit seamlessly into the current 

DevOps toolchain. This makes it possible that observability 

data follow the program from the time it is coded, tested and 

deployed to when it is run in a production environment. For 

example, observability tools can be integrated with: 

a) Continuous Integration/Continuous Deployment 

(CI/CD) Platforms: It is further ideal for developers to 

incorporate observability along with CI CD tools like Jenkins, 

GitLab, and Azure Pipelines to collect and visualize 

observability data for build-test-deploy phase to be able to 

determine where the problems lie closely and fix them with 

speed [18]. 

b) Issue tracking systems: Links with other tools like 

Jira, Azure DevOps Boards, or GitHub Issues make it possible 

and easy to build or monitor issues directly according to the 

observability data insights and ensure that the operations and 

development teams are in sync [2019]. 

c) Collaboration tools: Real-time notifications and 

alerts are enabled by the integration of observability data with 

collaboration platforms like Slack, Microsoft Teams, or 

PagerDuty. This expedites the process of responding to and 

resolving incidents. 

It is crucial to note that financial services organizations 
should adopt observability as a DevOps practice to address the 
issues of the separated development and operations teams. This 
will inform all team members about the system’s behavior so 
that they can collectively work on bringing about changes and 
improvements. 

3) Establish alerting and notification strategies: 

Observability data is of most use when it identifies and 

triggers the resolution of potential problems before they 

manifest themselves in their negative effects on customers or 

the business at large. Thus, depending on the observability 

data, financial services organizations should set the alerting 

thresholds and notification processes firmly. An alerting 

strategy for a trading platform, for example, might involve: 

a) Applying time thresholds for the execution of trades 

with the help of historical data and the requirements of the 

company. When the execution time of the trades is beyond 

these thresholds, the alarms can be raised with the relevant 

groups to perform analysis and deal with relevant issues, if 

any. 

b) Setting up alerts regarding the latency of the market 

data feed because possible delays in this type of data may put 

traders in a compromising position when it comes to making 

decisions on the stock to buy and sell, or in case they need to 

avoid certain securities, thus leading to incurring a loss. 

c) Setting up alarms for security activities, for instance, 

extraneous access attempts or suspicious user activity using 

logs [20]. These alerts can be forwarded to the security group 

for further examination and action to be taken. 

d) Designation of the notification channels and 

procedures depends on the categorization of the problem and 

its possible consequences. Some critical alerts can notify the 

on-call engineers, while others might go to the monitoring 

dashboards or ticketing systems. Alerting/notification can 

effectively solve the problem before it arises, reducing losses, 

business downtime, and damage to reputation. 

4) Promote continuous improvement: As with most 

organizational practices, the use of observability within 

DevOps is a continuous process, thus requires constant fine-

tuning based on feedback coming from development, 

operations, and clients. While implementing financial services 

systems, new regulatory requirements or business needs may 

arise, and as a result of these changes, observability must 

catch up to the changes so that the collected data is useful. 

To promote continuous improvement, financial services 
organizations should: 

a) Ensure the interactions so critical for development, 

operations, and business teams are effectively communicated 

and executed. Forums or assemblies, whether global or per-

functionality, can be crucial to receiving opinions about the 

data obtained through observability, as well as precisely 

observing where refinement might be needed or where 

observability adheres to business change [21]. 

b) Regularly update the decision-makers on changes in 

the observability need, data feeds, and alert generation 

techniques. New services or features that are rolled out should 

prompt changes to the observability practices to incorporate 

the data that is needed as well as proper alert generation. 

c) Support exchange of information and knowledge 

about the observability tools and practices, as well as training 

on the tools. There is no one-size-fits-all fix for healthy 

culture, and it could require constant reinforcement, but 

providing regular training and documentation could be 

beneficial to continuously remind teams to be good at using 

the observability data and tools. 

d) Taking that into consideration, the analysis provide 

insights on how to make use of the observability data and 

apply them to enhance processes and make optimizations. For 

instance, defining frequent performance issues or failure 

trends increases the chances of rectifying, redesigning or 

optimizing the application. Focusing on the improvement of 

the observability data as the feedback loop enables financial 

services organizations to sustain operational resilience and 

optimize system performance while aligning with ever-

changing regulations and business requirements. 
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Fig. 2. Integrating observability into financial services DevOps. 

Fig. 2 represents the process of integrating observability 
into financial services DevOps. From the image, the steps are 
as follows; 

1) Defining what needs monitoring (e.g., trade execution 

time) based on regulations and business goals. 

2) Choosing the right tools (e.g., log management) to 

collect that data. 

3) Integrating those tools with your existing DevOps tools 

(e.g., CI/CD pipeline). 

4) Setting up alerts to notify personnel of issues based on 

the data. 

5) Continuously improving by sharing information, 

updating decision-makers, and analyzing data to optimize 

systems. 

III. RESULTS 

There are certain observability needs that are unique to the 
financial services business, having to do with regulatory 
compliance, data business critical performance, and overall 
business workflow. For example, in a trading platform, the 
observability requirements may be defined as the trade 
execution time, the order book size, the market data feed 
latency, computing resource consumption, users’ transactional 
logs, trading logs, risk management logs, audit logs, and the 
open telemetry for reconstruction of the trade execution 
dependencies between microservices. With these parameters 
specified, organizations guard themselves against data 
inflation, while focusing on the right observability needs and, 
consequently, the right signals to observe and gather for 
workloads to be resilient. The financial services industry is 
made up of a number of applications and complex structures, 
hence requiring a combination of observability tools. All the 
organizations must have an assemblage of solutions with 

versatility that falls under the category of observability 
solutions and they include log management solutions, for 
example, popular logging tools (including Jaeger, Zipkin, and 
AWS X-Ray), Application Performance Monitoring (APM) 
solutions (e.g., AppDynamics, Dynatrace, and New Relic), and 
infrastructure monitoring tools [22]. Well-known APMs that 
can be used for similar purposes include, Prometheus, Datadog, 
and Azure Monitor. According to the characteristics, the choice 
of tools should be based on the integration of the instruments, 
and conformity to the norms of a certain industry. E.g. FIX 
(Financial Information eXchange Protocol), big data, business 
intelligence tools, visualization, security and information 
security compliance [23, 24]. In addition to that, the 
observability data has to blend with the readily-available 
DevOps toolset. This is an extension of the observation process 
involving the integration of observability tools in CI/CD 
platforms (e.g., Jenkins, GitLab, and Azure Pipelines); bug 
tracking systems include integrated project management tools 
(Jira, Azure DevOps Boards, GitHub Issues), and collaboration 
tools such as Slack and Microsoft Teams, PagerDuty, Unito, 
and Airtable. By ensuring observability throughout the 
application development process, from coding through testing 
and deployment and into production, organizations can quickly 
remediate problems, which enhances the relationship between 
development and operations [21]. 

Also, operational data is most useful when the captured 
data points indicate and prompt action for likely issues before 
they are realized to affect the customers or the business. Based 
on the observability data from the financial services 
organization, alerting thresholds and notifications should be set 
up. For instance, on a trading platform, it is possible to set 
alerts relating to trade execution times that do not exceed a 
certain time limit, real time data feed and security events such 
as attempts at unauthorized access or any abnormal activity of 
a particular user. The notification channels and procedures 
should be decided based on the problem type and severity and 
the consequences of the problem, and to make sure important 
notifications get to the on-call engineer, while less important 
ones go to a monitor dashboard or to a ticketing system. 
Integrateing observability with DevOps is an endless process, 
that depends on the feedback of development, operations and 
clients [25]. The financial services organizations should 
encourage transparency between the various working teams, 
implement periodic reporting of the evolution of the 
observability needs, the data feeds, and the alert generation 
approaches and encourage knowledge sharing and training on 
observability tools and practices among the teams. Also, by 
enhancing the observability practice and using observability 
data to improve the lasting operative stability and system 
efficiency conforming to the new regulations as well as client’s 
demands, organizations can maintain the operative resilience. 

With these results, organizations and their financial 
services can adopt and include observability while improving 
the company’s DevOps that can be utilized in software 
development and having a strong operational system as well. 
Such an approach allows for avoiding non-compliance with the 
regulation, improving the solution’s performance, and 
strengthening collaboration between developers and ops, which 
results in more robust financial services technology solutions. 
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IV. DISCUSSION 

A. Benefits of Integrating Observability with DevOps 

1) Faster incident detection and resolution: Typically, 

metrics and trends are not only provided to specific thresholds 

but also to preconfigured alarm systems, which may appear 

insufficient when it comes to large- scale distributed systems. 

While compared to observability, metrics provide a direct 

window into the system and are easier to understand, 

observability unifies metrics, log data and distributed tracing 

[26]. This broad plan and action help to focus on problem 

search and diagnosis and, therefore, accelerate the resolution 

of such problems. For instance, think of the case of an 

organization that is in the financial sector, and has a trading 

floor where its personnel trade securities. The problem with 

traditional monitoring is that it does not allow the 

identification of the source of the problem, which can be in 

any component or dependency. On the other hand, by using 

observability data, including distributed tracing, the 

developers and operation teams will easily point to the 

particular service or component that is most likely to be the 

cause of the bottleneck so that adequate measures can be 

employed to rectify the situation. The benefit of faster incident 

resolution is that it could lead to fewer impacts on business 

and, thereby, a lesser amount of revenue lost. Time is a key 

factor in the financial services industry, so the capability to 

address issues sustainably can serve as a major advantage in 

retaining customers’ trust and be less of a disadvantage in 

terms of revenues lost. 

2) Improved software quality: Observability helps to 

continuously monitor the system after, during, and before the 

code is deployed in various steps such as development, 

testing, and production. The observability data can be gathered 

and analyzed during the development and testing of the 

software so that issues such as bugs, potential performance 

problems and bottlenecks may be ironed out prior to the 

software being rolled out to production. Such measures can be 

applied to ensure that financial software offered to the public 

[19] will provide the best quality, security and firmness since 

financial data is sensitive. Thus, the financial institutions can 

reduce the potential for costly shocks, decrease the time that 

the systems are out of order, and satisfy the customer by 

releasing higher quality software. 

3) Enhanced regulatory compliance: This segment 

involves various rules and regulations covering the field, like 

companies, the Securities and Exchange Commission (SEC), 

the Financial Industry Regulatory Authority (FINRA), and the 

Basel Committee on Banking Supervision [27]. Aiding to 

these regulations attracts severe penal consequences in terms 

of fines, legal procedures, and reputation. Observability data 

becomes extremely valuable in meeting auditing and reporting 

criteria. For instance, the regulation from the US Securities 

and Exchange Commission known as Regulation Systems 

Compliance and Integrity (Reg SCI) demands that financial 

institutions have strict measures for the operational continuity 

of their systems. Observability data could allow an 

organization to meet the elements of Reg SCI regarding risk 

management, incident reporting, and systemic testing of the 

systems. 

4) Streamlined collaboration: Observability is beneficial 

to DevOps teams as it helps them to discuss and work with a 

mutual understanding of application behavior. When decision 

makers from different parts of the organization are presented 

with the same observability data, they are in a position to 

solve observed problems more efficiently, find the causative 

factors to problems more efficiently, and come up with 

solutions to the observed issues more efficiently. This 

integrated approach also minimizes mysteries and fosters 

DevOps, the practice that aims at everyone’s responsibility in 

creating quality software and high-performing systems. 

Development and operations are two sides of one coin and, 

when combined in the most efficient manner, are capable of 

increasing the rate of solving incidents, making changes more 

smoothly, and providing a higher value to customers. 

B. Challenges and Considerations 

1) Security concerns: Financial services include the 

operation of customers’ information, such as their identity 

details and financial status. Therefore, handling observability 

data has to be done with a lot of caution in regards to their 

storage, collection, and access [28]. Observability’s 

implementations within financial services must ensure that 

data in transit and at rest is encrypted, that effective and 

proper access control grant mechanisms are in place, and that 

data is anonymized. In the same respect, there should be 

security audits at least once a year, along with security 

assessments for potential risks. 
2) Data overload: There are three things that an 

observability system produces, and they are events or logs, 

performance metrics, and distributed traces [29]. However, 

failing to screen and rank such huge information streams 

appropriately can become a problem since useful and relevant 

information may be lost in the flow of large amounts of 

information, and potential inefficiencies and even issues can 

be left unnoticed. In order to meet this challenge, it is 

necessary for financial institutions to consider applying 

approaches to the selection and organization of key 

observability data. It is possible to use approaches like the 

logs’ correlation, anomalies, and metrics’ grouping to pay 

only attention to significant data. 
3) Cultural shift: It is common that the implementation of 

observability is aligned with DevOps methodology, and this 

change usually takes some time at the organizational level. 

The current approach of reacting to issues as they arise has to 

be replaced by continuous monitoring, which is supported by 

observability. Really encouraging the reactivity of the 

observability into teams, DevOps means raising awareness 

among every member of the team of the added values of the 

observability, the professional development of the tools of the 

observability, and the constant evolution of the mindset of the 
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observability [30]. All in all, this became a generational shift, 

which can be seen as both a weakness and a strength when 

seeking to utilize all the potential of observability in financial 

services technologies. 

V. FUTURE TRENDS IN OBSERVABILITY 

1) Artificial Intelligence (AI) and Machine Learning 

(ML): Observability and AI and machine learning—what may 

have been the case even a year ago has since changed 

drastically. AI/ML tools can be applied to different processes 

dealing with observability, from the root cause analysis of 

problems to the prediction of equipment failures and incident 

solving. For instance, supervised machine learning can be 

used on recorded observability to predict likely problems that 

may occur in the future in order to prevent worst-case 

scenarios. These models can also suggest the possible 

measures that should be taken to correct the problem and thus 

facilitate the solving of the incident. Besides, using the 

observability data, AI/ML can be used to predict hardware or 

software failures and prevent them from occurring, thus 

reducing system downtime. 
2) Security considerations for observability in financial 

services: As observability practice deployment comes into 

light in the financial services industry, organizations must 

guarantee the security measures of acquired observability data 

[29]. The openness of financial data, coupled with the nature 

of observability, which offers a great deal of information in 

comparison to traditional approaches, requires a global 

approach to security. Security features are also important, with 

attention paid to the encryption of data both in transit and at 

rest in order for observability to be implemented. Financial 

institutions should also ensure the observability of data 

privacy through encryption via standard security protocols. 

Another key component is access control systems, which must 

restrict the availability of observability data to employees who 

need it for their work. Implementing RBAC and multi-factor 

authentication can avoid or minimize the chances of an 

incident such as firewall intrusion or leakage of employees’ 

databases. 
3) Data minimization is another factor whereby it is 

required that financial institutions only acquire and retain the 

observability data that is relevant for the use cases of that 

institution. This eradicates the chance of data leakage and 

helps in adherence to the set information technology data 

privacy provisions. This operational reality suggests that there 

should be frequent systematic security reviews and reporting 

to determine and fix any existing gaps in the use and 

deployment of observability in organizations. It is important 

that such audits encompass all the data collection processes, 

storage procedures, ways of accessing and analyses of the 

observability infrastructure. 

VI. CONCLUSION 

Applying observability in synergy with DevOps 
methodologies for financial services technologies leads to 

multiple advantages, including swift identification of issues 
and their resolution, improved applications’ quality, 
compliance with regulations, and improved cooperation 
between the development and operational departments. Thus, 
understanding the specifics of their software systems’ behavior 
enables financial institutions to prevent certain problems, 
reduce service interruptions, or provide a high-quality 
customer experience. Observability transforms monitoring into 
a proactive process that continues throughout the 
organization’s operations, allowing organizations to be 
prepared for various problems and maintain operational 
readiness. However, the process of attesting observability with 
DevOps practices in the financial service domain also comes 
with challenges such as; security compliance issues and data 
overload problems that arise from a paradigm shift in the 
organisational culture. To manage these challenges, there is a 
need to adopt a multifaceted approach that embraces proper 
security measures, an efficient manner of handling data, and a 
culture of consistent learning and development. With the 
advancements in AI and ML in place, observability automation 
has the potential to be used for functions as simple as root 
cause analysis, predictive upkeep/repair, and incident 
diagnosis, among others. These technologies can complement 
the benefit that observability data brings to financial 
institutions in the sense that it can provide deeper and more 
proactive optimization of their operations. Comprehending the 
requirements for constructing and managing sound, resilient 
and secure financial services technologies in the era of rapid 
innovation, observability is an indispensable player. Hence, 
when financial institutions adopt observability and bring it 
together with DevOps, they will be able to contest and meet the 
regulatory requirements while at the same time offering 
commendable customer service and thus be a forerunner in the 
market. 
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Abstract—Accurate statistical information is critical for 

understanding, describing, and managing socio-economic systems. 

While data availability has increased, often it does not meet the 

quality requirements for effective governance. Administrative 

registers are crucial for statistical information production, but 

their potential is hampered by quality issues stemming from 

administrative inconsistencies. This paper explores the integration 

of semantic technologies, including ontologies and knowledge 

graphs, with administrative databases to improve data quality. We 

discuss the development of large language models (LLMs) that 

enable a robust, queryable framework, facilitating the integration 

of disparate data sources. This approach ensures high-quality 

administrative data, essential for statistical reuse and the 

development of comprehensive, dynamic knowledge graphs and 

LLMs tailored for administrative applications. 
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reuse; ontology; database; semantic web; knowledge graph; LLM 

I. INTRODUCTION 

In the face of the increasing complexity of modern societies, 
innovative governance and decision-making approaches are 
essential to navigate the evolving socio-economic and political 
landscapes [1]. Recent shifts towards the autonomy of local 
actors, the creation of new institutional arenas, global economic 
repositioning, decentralization, and a transition to network 
societies have underscored the importance of network structures 
over hierarchical ones, creating a demand for knowledge bases 
capable of understanding and managing these complexities [2]. 
Administrative data, defined comprehensively by Eurostat as 
data collected for non-statistical programs by both governmental 
and private organizations, have emerged as a focal point. The 
strategic use of this data can generate administrative and 
statistical information, which serves as both a tool for 
harmonizing administrative processes and decision-making, and 
a means of communication within and outside organizations [3]. 

The essence of governing complex socio-economic 
environments lies in the profound understanding of their actors, 
relationships, and processes, necessitating systems that are 
deeply rooted in reality and supported by active observation [4]. 
The Organization for Economic Cooperation and Development 
highlights the role of administrative data as a reliable source for 
statistical information, emphasizing the importance of their 
collection, processing, and storage. Technological 
advancements have enhanced data production processes, 
presenting new opportunities and challenges in data utilization, 
transparency, and integration [5]. 

Typically, the details about the administrative sources are 
dispersed across various isolated databases created by different 
departments and divisions. This fragmentation prevents Public 
Administrations from offering a thorough understanding of their 
key entities and their interactions. Lately, knowledge graphs 
have emerged as a solution to organize vast data sets effectively, 
but they primarily depict a fixed snapshot of the world. They 
often overlook the dynamic aspects and the evolution over time 
[6]. 

This paper suggests an approach grounded in semantic web 
technology to develop administrative systems, designed to be 
statistically reusable and ready to be represented as a graph 
structure. This aims to create administrative sources suitable for 
querying Linked Data Models (LLMs), capable of bridging the 
gap between administrative and statistical information and ready 
to be integrated with various sources. This effort addresses the 
challenges of generating big data and reusing statistical data. 

This approach recognizes the inherent limitations of current 
big data management practices, such as issues of data quality, 
coverage, and cost, and seeks to overcome these by leveraging 
administrative data as a mean to describe the granularity, 
complexity and interconnectivity of reality. By focusing on the 
early stages of the data production process and employing new 
technologies for data integration and modeling [7, 8], this study 
aims to ensure that administrative data are not only valuable in 
their own right but also fit for statistical reuse and capable of 
representing the socio-economic complexity of our world. 

Finally, we can summarize the core of this paper in four 
points: 

 Problem Statement and Questions: 

Administrative data, collected by both governmental and 
private organizations, have emerged as crucial but are often 
marred by inconsistencies and low quality, impeding their full 
utilization for governance and decision-making. How can we 
improve the quality and integration of administrative data to 
better support complex governance needs? 

 Objectives: 

This study aims to explore the potential of semantic 
technologies in enhancing the quality and utility of 
administrative data. By integrating these technologies with 
administrative databases, we seek to develop a robust method 
for producing high-quality administrative data that is 
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statistically reusable and supports complex decision-making 
processes. 

 Significance: 

The strategic use of improved administrative data could 
revolutionize decision-making processes, providing a more 
coherent and dynamic understanding of socio-economic 
environments. This could lead to more informed policies and 
efficient governance systems. 

 Presentation of the Study: 

In this paper, we propose a novel methodological approach 
using semantic web technologies to address the challenges 
associated with administrative data. Our approach not only 
enhances data quality but also facilitates the integration of 
diverse data sources, laying a foundational structure for creating 
LLM capable of bridging the gap between administrative 
records and statistical information needs. 

The structure of this paper is as follows: Section II presents 
a review of the literature relevant to our study; Section III 
outlines the methodology we adopted; Section IV discusses the 
application of this methodology and the results obtained; and 
Section V concludes the paper with a summary of our findings 
and suggestions for future research. 

II. RELATED WORKS 

In the realm of enhancing data quality and interlinking public 
datasets with knowledge graphs (KGs), notable contributions 
have emerged, offering innovative approaches and 
methodologies. Among these, the work presented in study [9] by 
Haklae Kim stands out by addressing the challenges of utilizing 
government codes within public datasets. The paper highlights 
how government codes, crucial for standardizing administrative 
procedures, often become obscured when included in public 
data, thereby limiting their utility and impeding dataset 
interlinking. Kim proposes employing the administrative codes 
generated by the Korean government as a standard in public data 
environments, leveraging an ontology model to encapsulate the 
data structure and meaning of administrative codes. This 
approach, through the construction of a comprehensive 
knowledge graph, seeks to enhance the quality and connectivity 
of coded information in public datasets, thus facilitating 
standardized access to administrative codes beyond government 
systems. 

Similarly, [10] by Dimitris Zeginis and Konstantinos 
Tarabanis introduces an event-centric knowledge graph (ECKG) 
model to improve data governance and analysis within public 
administrations (PAs). Recognizing the vast amounts of data 
generated by PAs and their often fragmented nature across 
different databases, Zeginis and Tarabanis pinpoint a gap in 
existing KG models that tend to represent static data, neglecting 
the dynamic nature of data interactions. By prioritizing events as 
primary entities for knowledge representation, their model aims 
to capture the dynamic aspects of public service interactions, 
offering a more comprehensive overview of interactions 
between core entities like citizens, businesses, and PAs 
themselves. This method not only facilitates citizen-friendly 
public administration but also enables advanced data analytics 
and AI applications by integrating data both in representation 

and in context. Expanding on this concept, [6] by the same 
authors applies the ECKG model to the Greek PA, 
demonstrating its potential to provide a comprehensive view of 
public administrations (PA) interactions, support data analytics, 
and aid in real-time decision-making. This model uses Core 
Public Service Vocabulary Application Profile (CPSV-AP) to 
describe public services, distinguishing between event-aware 
and event-agnostic concepts, thereby efficiently managing 
public service versions and variants. A case study on the " birth 
registration " life event in Greece showcases how the ECKG 
model can capture PA interactions' complexity, enhancing data 
integration, analytics, and providing a 360-degree view of end-
users. 

In the healthcare domain, [11] by Arif Khan, Shahadat 
Uddin, and Uma Srinivasan utilizes administrative health data to 
predict the risk of Type 2 Diabetes (T2D). Applying data mining 
and network analysis techniques on a dataset comprising 1.4 
million records from 0.75 million patients, the study develops a 
prediction framework that enhances prediction accuracy through 
innovative graph theory and social network-based measures. 
This approach offers a cost-effective method for healthcare 
providers and insurers to identify high-risk cohorts for 
preventive strategies, aiming to mitigate the burden of chronic 
diseases on healthcare resources. 

In the data integration domain, [12] by Enayat Rajabi, Rishi 
Midha, and Jairo Francisco de Souza address the challenge of 
integrating disparate datasets within open government data 
portals. Through the use of Semantic Web technologies and the 
transformation of datasets into the Resource Description 
Framework (RDF) format, the authors illustrate the benefits of 
applying Semantic Web standards to government datasets, 
enabling sophisticated querying capabilities. Also, in study [13] 
by Luis M. Vilches-Blázquez and Jhonny Saavedra introduce a 
pioneering approach for the integration and management of 
heterogeneous land administration data through graph-based 
knowledge representation. The study acknowledges the 
considerable challenges arising from the variety of data formats, 
models, and standards spread across different Colombian land 
administration agencies. To address these challenges, the 
authors propose an ontology-based framework that aligns with 
both national and international standards for land 
administration. This innovative framework is designed to 
promote the harmonization, interoperability, sharing, and 
integration of data across decentralized and multi-jurisdictional 
agencies without necessitating modifications to their existing 
processes, models, or vocabularies. Employing a methodology 
that constructs knowledge graphs based on ontology, the 
framework connects various datasets through a unified identifier 
for land administration features and enriches these graphs with 
spatial connections and data sourced from the Linked Open Data 
cloud. Through a case study focusing on the integration of data 
from the Colombian National Geographic Institute (IGAC) and 
the Bogota cadastre, the paper effectively demonstrates how 
knowledge graphs can address semantic heterogeneity and 
enhance the management and utilization of data in land 
administration. 

Some studies have explored the relationship between 
Knowledge Graph and Large Language Models such as: [14] by 
Qing Huang et al. explores enhancing API recommendation 
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systems by integrating Large Language Models (LLMs) guided 
by a Knowledge Graph (KG). This study tackles the challenges 
of utilizing government codes within public datasets by 
proposing the use of administrative codes as a standard in public 
data environments. By employing an ontology model to 
represent the data structure and meaning of these codes, the 
research assesses the accuracy and connectivity of 
administrative codes in public data, showing potential for 
enhancing the quality and connectivity of coded information in 
public datasets. Also, [15] by Shuang Yu, Tao Huang, Mingyi 
Liu, and Zhongjie Wang introduces BEAR, a service domain 
KG constructed to address the lack of large-scale, high-quality 
KGs in the service computing community. Utilizing LLMs for 
zero-shot knowledge extraction and guided by a well-designed 
service domain ontology, BEAR demonstrates significant 
advancements in domain-specific KG construction 
methodologies, containing over 130,000 entities, 160,000 
relations, and approximately 424,000 factual knowledge 
attributes. This construction process leverages the semantic 
understanding and reasoning capabilities of LLMs to overcome 
challenges related to data scarcity and complexity, highlighting 
the potential to drive application and algorithm innovation 
within the service computing field. Additionally, [16] by Linyao 
Yang et al. explores the enhancement of large language models 
(LLMs) with knowledge graphs (KGs) to improve factual 
accuracy in text generation. Categorizing methods into before-
training, during-training, and post-training enhancements, the 
paper advocates for the combination of KGs and LLMs to 
address factual reasoning limitations, suggesting new research 
avenues. Furthermore, [17] by Shirui Pan et al. offers a 
comprehensive framework for the integration of large language 
models (LLMs) like GPT-4 with knowledge graphs (KGs), 
aiming to augment the capabilities of both technologies and 
mitigate their individual limitations. The roadmap presented in 
the paper is organized around three core frameworks: KG-
enhanced LLMs, LLM-augmented KGs, and a synergized 
integration of LLMs and KGs. The first framework, KG-
enhanced LLMs, is focused on embedding KGs into the training 
and inference phases of LLMs to supply external knowledge, 
thereby improving inference and enhancing interpretability. The 
second framework, LLM-augmented KGs, leverages the 
computational power of LLMs to address challenges in KG 
tasks, including embedding, completion, construction, and 
question answering, which are often hindered by incompleteness 
and the difficulty of incorporating new knowledge. Lastly, the 
synergized framework proposes a bidirectional enhancement 
strategy, whereby LLMs and KGs mutually benefit from each 
other, thus fostering advanced knowledge representation and 
reasoning capabilities. This roadmap meticulously categorizes 
research efforts within these frameworks, explores emerging 
advancements, and outlines the challenges and future directions, 
underscoring the significant potential of merging LLMs' 
proficiency in language processing with the structured 
knowledge representation of KGs for a variety of applications. 
Lastly, [18] by Amir Hassan Shariatmadari et al., and "Unifying 
Large Language Models and Knowledge Graphs: A Roadmap" 
by Shirui Pan et al. both emphasize the synergy between LLMs 
and KGs. The former investigates the use of Cross-Modal 
Attention mechanisms to improve LLM explainability in the 
biomedical domain, while the latter presents a roadmap for 

integrating LLMs and KGs to enhance their collective 
capabilities, identifying challenges and future directions in 
knowledge representation and reasoning across various 
applications. These studies collectively highlight the evolving 
landscape of knowledge representation, emphasizing the 
significant potential of integrating diverse methodologies to 
address complex challenges in data analysis, management, and 
utilization. 

III. METHODOLOGY 

Fig. 1 depicts the methodology, structured into four steps 
(represented by the horizontal segments with arrows and 
identified by their respective numbers). Each step unfolds 
through one or more activities. 

A. Domain Analysis 

The figure depicts a scenario where administrative data is 
stored in multiple administrative databases. The first activity 
(identified by segment -1-) will therefore involve extracting the 
structure of the databases by analyzing the tables, their 
relationships, along with the names of all the columns within the 
tables. 

In the second activity (segment -2-) we examine all the 
columns in the databases and sort them into three groups. The 
first group consists of columns that can be assigned or derived 
from a classification. The second group contains columns in 
which the information can be standardized into fixed options. 
Lastly, the third group comprises all columns that do not fall into 
either of the previous two groups. 

B. Create the Domain Ontology 

The creation of the ontology for the domain served by the 
considered administrative sources begins by representing in 
terms of ontologies the concepts represented in the columns of 
the analyzed databases. 

In the third activity (segment -3-), we begin by creating an 
ontology for each classification that represents one of the 
columns within the standard classification group. Next, we 
create an ontology for each standard concept which is identified 
through the columns in the standard concept group. 

After having translated the columns of the databases into 
ontological terms, the next step involves constructing the overall 
ontology of the domain. 

Moving on to the fourth activity (segment -4-) we start by 
building an ontology of the administrative resource from the 
database schema. This is done by following four rules: 

1) Create a class for each table in the database, unless the 

table contains only foreign keys. 

2) Create an object property to connect two classes that are 

related through their tables. 

3) Create an object property for each column belonging to 

the first and second group, to connect its table's class with the 

ontology created from it. 

4) Create a data property for each table's column that 

belongs to the third group. 
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Fig. 1. Methodology of proposed model. 

C. Generate the New Database 

In the fifth activity (segment -5-), we will generate a new 
database by utilizing the ontology created in the fourth activity. 
In this process, each class in the ontology will be transformed 
into a table in the database. Similarly, each data property will be 
turned into a column in the table, and each object property will 
establish a relationship between the tables. 

However, it's important to keep in mind that the conversion 
process from an ontology to a database requires several controls 
to ensure its accuracy and efficacy. The following rules apply 
while converting an ontology into a table: 

1) The classes that have an available number of individuals 

will be converted to a table; in contrast, if these classes were 

part of a hierarchical classification, their individuals would be 

fused together and placed in a table that takes the higher class's 

name in this classification; 

2) All the classes with a limited number of individuals will 

be converted to a column in the table that was the domain class 

for the object property that was the range class for it; 

3) All the data properties will be converted to a column in 

the table that was the domain class for it; and 

4) The object properties can be converted in three ways 

depending on the restriction type used in the ontology. In the 

first type, restrictions are placed between the two classes on a 

one-to-one basis. In the second type, restrictions are placed on 

a one-to-many basis. In the third way, the two classes are related 

on a many-to-many basis; in this case, a new table will be 

created with two columns, one with the primary key of the 

domain class table and the second with the primary key of the 

range class table. The relationship between these three methods 

can be described as domain-to-now table, one-to-many table 

same as for now able-to-range table. 

The new database and ontology will be fully compatible with 
each other to operate together, and this compatibility will be 
ensured once the new system is in use. 

The sixth activity of the system allows the data received 
from the users to be inserted into the database and the triple store 
simultaneously, without needing any input from the user. 

This is an important step to document, through the semantic 
web, any innovative administrative archives best practice, while 
also dynamically updating the domain ontology in response to 
field developments. 

The first way involves inserting the data into the database, 
which will be used to manage the administrative source and 
meet its needs. The second way involves inserting the data into 
a triple store, which is the physical location where the data is 
stored. The data stored in the triple store is machine-readable 
and machine-understandable, as it is written in the Resource 
Description Framework language. This language represents any 
resource with a unique Uniform Resource Identifier (URI), even 
if that resource is found in different domains. The triple store has 
a simple structure, like a text file, which means that adding new 
data to it does not require any pre-processing and can be 
combined with previous data by the computer without human 
intervention, using URIs. This triple store will be used in the 
next activity to integrate data from various administrative 
sources. 

D. Generate the National Ontology and the National Triple 

Store 

In the process of creating a national database from different 
administrative sources, the seventh activity involves merging 
the ontologies of these sources. This step is made possible by the 
presence of shared classes that represent standard classifications 
and concepts developed in the second step. The merging process 
is automated. The eighth activity involves building a national 
triple store by collecting data from different administrative 
sources. This data will be used for statistical studies to support 
decision-makers at local and national levels. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

13 | P a g e  

www.ijacsa.thesai.org 

IV. METHODOLOGY APPLICATION AND RESULT 

During the construction of the Italian high-speed trains, a 
methodology was developed to integrate different and diverse 
data sources, derived from partial and not harmonized 
administrative views of the problematic area. The purpose of 
this study was twofold. Firstly, it aimed to set up a methodology 
to integrate different administrative information systems that 
were already on the site, yet were heterogeneous and not 
integrable. Secondly, it aimed to build an asset for automatically 
generating an administrative database that is statistically 
reusable by design. 

The first objective is derived from the experience of 
constructing the knowledge base for the Italian high-speed trains 
construction sites. The administrative information systems were 
already on site, but they were not integrable. Therefore, the 
methodology to integrate these data sources had to be 
developed. The second objective is to propose a similar 
information system to different construction sites, so that 
management processes can be carried out effectively and the 
produced data can be immediately reusable without the efforts 
paid in the first experience. 

Both of these objectives rely on a construction site ontology, 
which is the starting point for generating the administrative 
database. In the first case, the construction site ontology is 
derived from the already existing and not integrable databases. 
In the second case, the ontology is used to generate the 
administrative database. 

In this study, we will clarify the process of applying the 
methodology to one of the database tables, and in the appendix 
1 we will explain the results of the conversion process for the 
entire database. 

We analyzed Table I and found columns for standard 
classifications and concepts. 

Consequently, as we mention in the second step of the 
methodology, we will create sub-ontologies for all standard 
classification and concept categories. Fig. 2 illustrates the 
ontology of the Nomenclature of Economic Activities NACE. 

TABLE I. THE ANALYSIS OF THE FIRM'S TABLE 

Firm's table 

columns name analysis result 

VAT number Primary Key 

Name the general concept category 

Economic Activity 
Codes 

the standard classification category "Atico2007" 

INAIL Rate Codes the standard classification category "Inail" 

street of Registered 

Office 
the general concept category 

Postal Code of 

Registered Office 
the standard classification category 

City of Registered 
Office 

the standard classification category  

province of 
Registered Office 

the standard classification category  

Region of Registered 
Office 

the standard classification category  

 

Fig. 2. Ontology of economic activities NACE. 

In the third step of creating the case study, we develop an 
ontology based on the database structure and the ontologies 
created in the previous step. Fig. 3 illustrates how the firm's table 
was transformed into four primary classes. Each of these classes 
contains subsets. For instance, the Italian Address class 
comprises four subclasses representing the structure of any 
address, including street name and building number. During this 
transformation, we considered data property, and economic 
activities contain hierarchical subclasses defined by 109 
subclasses. 

The individuals of the four classes will have different object 
properties governing their relationships. However, the 
relationship between the "firm" and "Italian Address" will be 
governed by the individuals of the subclass "postal code". This 
is because the relationship between the individuals of the "Italian 
Address" subclasses is fixed and was defined at the time of the 
creation of the ontology. 

 

Fig. 3. Ontological representation of firms’ table. 

The Appendix 2 displays the ontological structure that 
depicts the ontology of the case study. 

This ontology defines and specifies every concept used in 
the original database, supports creation of a harmonised 
language among different construction sites, and can be 
translated into a coherent relational database. 

We will proceed to create a new database from the ontology 
constructed in the second step, taking into account all the rules 
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established in the methodology. The Appendix 3 presents the 
structure of the database obtained directly from the ontology. 
Comparing it with the original database, we can see that it has a 
similar structure, but it is more efficient since it has undergone 
a rigorous process of creating classes and properties. As a result, 
proactive service is provided to the institution whose data is 
reused in an information system to support decision-making. 
Instead of burdening them with coding, we provide them with 
the structure to be used directly. 

When the new database is used to manage the domain, it will 
effectively organize and manage its data, as well as generate a 
triple store. After that, the integrated ontology and the integrated 
triple store will be created automatically, taking advantage of 
what was built in the previous steps. The integrated ontology is 
an ontology that is created by integrating a group of ontologies 
that represent different domains. The connection between these 
ontologies is made through the sub-ontologies established in the 
first step. The integrated triple store is the triple store that is 
created by integrating a group of triple stores, which are 
developed by applying the previous steps to different domains. 

All in all, the prior related works provided only partial 
solutions and did not address issues at a holistic level, unlike the 
methodology implemented in this research, which aims to offer 
a comprehensive solution. Additionally, this work focuses on 
improving the existing data collection system to enhance the 
management of administrative resources. It also involves 
developing a parallel system that ensures the integration of data 
from various administrative sources in a cohesive manner and 
guarantees the effective reusability of the data. 

V. CONCLUSION 

The emergence of new semantic technologies presents a 
challenge, an opportunity, and a risk to official statistics. On one 
hand, these technologies offer unprecedented processing power 
to manage quantitative information; on the other hand, there is a 
risk of generating information systems that fall short of the 
quality standards necessary for statistical analysis. 

In this study, we explore the statistical reuse of 
administrative sources in light of the potential for conscious 
integration with semantic technology. By rethinking the reuse of 
administrative data, we can contain the key waste of public 
memory that arises from the difficulty of integrating sources. 
We need information systems that are suitable for managing 
problems and services, but also support the reuse of their data. 

While big data methodologies exist and are increasingly 
popular, they may not provide the necessary level of detail, 
quality, and precision required for specific and delicate domains, 
such as the ones served by PA. Therefore, we focus on using 
semantic web technologies to support the entire process of 
generating archives, starting from the moment of their 
conceptualization. 

Our study shows that semantic web technologies can be used 
to accurately analyze and describe a domain, which can help 
build a high-quality database. They can also aid in integrating 
data from different sources without the need for manual 
intervention, allowing for the reuse of data for statistical and 
non-statistical purposes simultaneously. The national RDF triple 

store represents the national administrative knowledge graph 
that we can use to create or fine-tune the administrative LLM. 

Our study also highlights the unprecedented areas of 
presence for statistical agencies, such as the supervision of 
language and conceptualizations. Adopting these methods on a 
broader scale would lead to a different quality of administrative 
sources. This integration not only supports the broader 
dissemination of official codifications but also recognizes the 
methods of experts from different domains, allowing for their 
integration and official dissemination. 

The possibility of connoting each concept with an official 
identifier stored on the internet, the choice of having these 
methods adopted by social and economic actors, and the 
constitution of large texts that can be interpreted automatically 
shifts the usual horizons of those who deal with statistical 
information systems. This creates new challenges for the 
statistical community, such as processes for linkage or testing 
the conditions of respect for privacy. 

In future work, we will seek to create an administrative 
resource LLM and establish the mechanism for its use and the 
controls that will govern this use. 
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APPENDIX 1: SCHEMA OF THE RELATIONAL DATABASE OF CASE STUDY 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

16 | P a g e  

www.ijacsa.thesai.org 

APPENDIX 2: ONTOLOGICAL STRUCTURE 
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APPENDIX 3: NEW DATABASE STRUCTURE 
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Abstract—Diabetes mellitus stands as a major public health 

issue that affects millions globally. Among the various 

complications associated with diabetes, diabetic retinopathy 

presents a significant concern, affecting approximately one-third 

of diabetic patients. Early detection of diabetic retinopathy is 

paramount, as timely treatment can significantly reduce the risk 

of severe visual impairment. The study employs advanced 

machine learning techniques to predict diabetes and assess risk 

levels for retinopathy, aiming to enhance predictive accuracy and 

risk stratification in clinical settings. This approach contributes to 

better management and treatment outcomes. A diverse array of 

machine learning models including Logistic Regression, Random 

Forest, XGBoost, voting classifiers was used. These models were 

applied to a meticulously selected dataset, specifically designed to 

include comprehensive diabetic indicators along with retinopathy 

outcomes, enabling a detailed comparative analysis. Among the 

evaluated models, XGBoost demonstrated superior performance 

in terms of accuracy, sensitivity, and computational efficiency. 

This model excelled in identifying risk levels among diabetic 

patients, providing a reliable tool for early detection of potential 

retinopathy. The findings suggest that the integration of machine 

learning models, particularly XGBoost, into the healthcare system 

could significantly enhance early screening and personalized 

treatment plans for diabetic retinopathy. This advancement holds 

the potential to improve patient outcomes through timely and 

accurate risk assessment, paving the way for targeted 

interventions. 

Keywords—Machine learning; diabetes prediction; artificial 

intelligence in healthcare; XGBoost; Random Forest 

I. INTRODUCTION 

A. Diabetes Mellitus 

Diabetes mellitus (DM) is a complex metabolic disorder 
categorized by raised blood glucose levels, resulting from 
defects in insulin secretion, insulin action, or both. This 
condition represents a key health concern worldwide, affecting 
millions of individuals and imposing an extensive economic 
problem on healthcare systems [1]. The occurrence of diabetes 
has been progressively rising, fueled by sedentary lifestyles, 
poor dietary habits, obesity, ethnicity, advancing age and genetic 
predisposition. Type 1 diabetes mellitus (T1DM) is 
characterized by autoimmune destruction of pancreatic beta 
cells, leading to absolute insulin deficiency [2]. T1DM often 
develops early in life, although it can occur at any age. 
Individuals with T1DM require lifelong insulin therapy to 
survive. Type 2 diabetes mellitus (T2DM), the most prevalent 

form accounting for most cases worldwide, typically arises from 
a combination of insulin resistance and inadequate insulin 
secretion [3]. It typically develops in adulthood, although there 
has been a concerning rise in its occurrence among children and 
adolescents due to the increasing prevalence of obesity and 
sedentary lifestyles [4]. In T2DM, the body becomes resistant to 
the action of insulin, and the pancreas may fail to produce 
enough insulin to compensate for this resistance. This results in 
elevated blood glucose levels. While genetic factors play a role 
in predisposing individuals to T2DM, lifestyle factors such as 
poor diet, lack of physical activity, and obesity are significant 
contributors to its development [5].  Gestational diabetes (GDM) 
occurs during pregnancy and is associated with increased risk of 
both maternal and fetal complications. GDM poses risks to both 
the mother and the fetus, including an increased likelihood of 
complications such as macrosomia (large birth weight), birth 
trauma, hypoglycemia in the newborn, and an elevated risk of 
developing type 2 diabetes for both the mother and child later in 
life [6]. While GDM typically resolves after childbirth, affected 
women are at an increased risk of developing T2DM in the 
future. 

The economic impact of diabetes spans healthcare costs, 
productivity losses, and societal implications. Direct healthcare 
expenditures include medication, hospitalizations, and 
complications management. Additionally, indirect costs arise 
from productivity declines due to disability, absenteeism, and 
premature mortality [7]. The socioeconomic consequences 
extend to reduced quality of life, disparities in healthcare access, 
and strained healthcare systems. Addressing this global health 
challenge requires a multifaceted approach encompassing 
prevention strategies, early detection, lifestyle modifications, 
access to healthcare services, and effective management and 
treatment options. 

B. Diabetes and Retinopathy 

In addition to its metabolic manifestations, diabetes 
predisposes individuals to numerous complications, including 
cardiovascular disease, neuropathy, nephropathy, and 
retinopathy. Among these, diabetic retinopathy (DR) stands out 
as a significant cause of preventable blindness, highlighting the 
importance of understanding its pathogenesis and management. 
This condition affects the eyes, specifically the retina, the light-
sensitive tissue at the back of the eye. It is a microvascular 
complication of diabetes that affects the retinal vasculature, 
leading to progressive damage and vision loss [8]. DR, whose 
incidence is high in the working-age population, prevails all over 
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the world and is estimated to reach 191 million cases by 2030 
[9, 10]. The pathogenesis of DR is multifactorial, involving 
chronic hyperglycemia, oxidative stress, inflammation, and 
vascular dysfunction [11]. Hyperglycemia-induced metabolic 
abnormalities contribute to the development of 
microaneurysms, capillary nonperfusion, and increased vascular 
permeability, culminating in retinal ischemia and 
neovascularization. Chronic inflammation further exacerbates 
vascular damage and promotes the release of angiogenic factors, 
perpetuating a vicious cycle of retinal injury. It progresses 
through several stages, starting with non-proliferative diabetic 
retinopathy (NPDR), where small blood vessels in the retina 
weaken and leak fluid into the surrounding tissue, causing 
swelling and leading to blurry vision. As the disease advances, 
it can enter the proliferative stage, characterized by the growth 
of abnormal blood vessels on the surface of the retina. These 
vessels are fragile and prone to bleeding, leading to further 
vision impairment and, in severe cases, retinal detachment [11]. 
Additionally, diabetic macular edema (DME) can occur, where 
fluid accumulates in the macula, the central part of the retina 
responsible for sharp, central vision, leading to significant vision 
loss. These changes can impair vision and, if left untreated, 
result in blindness. Symptoms may not be noticeable in the early 
stages, but as the condition progresses, individuals may 
experience blurred vision, floaters, and even complete vision 
loss. The risk factors for diabetic retinopathy include the 
duration of diabetes, poorly controlled blood sugar levels, high 
blood pressure, and high cholesterol [11]. Early detection and 
timely intervention are crucial for preventing vision loss in DR. 
Several diagnostic modalities are available for the assessment of 
DR, including dilated fundus examination, fundus photography, 
optical coherence tomography (OCT), and fluorescein 
angiography. 

The management of diabetic retinopathy is multifaceted and 
involves lifestyle modifications, optimizing glycemic control, 
blood pressure management, and lipid-lowering therapy to 
reduce systemic risk factors. Patient education and regular 
ophthalmic screenings are essential components of 
comprehensive diabetes care to minimize the impact of 
retinopathy on visual function. Collaborative care between 
endocrinologists, ophthalmologists, and other healthcare 
providers is essential to provide comprehensive management 
and minimize the impact of this potentially sight-threatening 
complication of diabetes. 

C. Machine Learning Significance 

Machine learning (ML) incorporates a suite of 
computational techniques that enable systems to learn from and 
make predictions or decisions based on data. In predictive 
modeling, ML algorithms use historical data as input to predict 
new output values [12]. These models iteratively learn from the 
data, improving their accuracy over time without being 
explicitly programmed to perform specific tasks. This capability 
makes ML an invaluable tool across various domains, including 
finance, marketing, and notably, healthcare. 

D. Predictive Modeling Importance 

In the realm of healthcare, predictive analytics plays a 
pivotal role, especially in the early detection of diseases and the 
stratification of patient risk levels. For chronic conditions like 

diabetes mellitus [13], early prediction and diagnosis can 
significantly improve patient outcomes and reduce healthcare 
costs. According to the International Diabetes Federation, 
approximately 537 million adults (20-79 years) were living with 
diabetes in 2021, and this number is expected to rise to 643 
million by 2030 and 783 million by 2045 [14]. Specifically, in 
the context of diabetic retinopathy [15], Diabetic retinopathy is 
a leading cause of blindness in working-age adults, and early 
detection and management are crucial to prevent vision loss 
[16]. However, current methods for predicting diabetes and 
evaluating the risk of retinopathy often rely on traditional 
statistical models, which may not capture the complex 
relationships among various risk factors. Machine learning has 
emerged as a powerful tool in healthcare, offering advanced 
methods for predicting and diagnosing diseases by analyzing 
large datasets and identifying patterns that may not be apparent 
with traditional methods [17]. Machine learning models can 
analyze complex datasets to predict disease onset and 
progression, enabling healthcare providers to prioritize patients 
with a high risk of vision loss for early treatment, thereby 
optimizing resource allocation and improving patient outcomes 
[17]. Recent studies highlight the importance and advancements 
in healthcare predictive models, such as Darmadi et al. (2023) 
[18] who enhanced global health system resilience post-
COVID-19 through grounded theory approaches, Lampezhev et 
al. (2022) [19] who developed methods for analyzing the 
uniqueness of personal medical data, and Muthaiyah et al. 
(2023) [20] who presented a binary survivability prediction 
classification model for osteosarcoma prognosis. These studies 
underline the critical role of advanced machine learning 
techniques in modern healthcare. Additionally, Duong-Trung et 
al. (2019) [21] proposed a workflow for medical diagnosis 
through the lens of the machine learning perspective, 
emphasizing the integration of machine learning to boost 
automatic medical decision-making and reduce data overload. 

By leveraging machine learning algorithms, this study aims 
to enhance the accuracy and reliability of diabetes mellitus 
prediction and retinopathy risk evaluation, ultimately improving 
patient outcomes and reducing healthcare costs. 

This study introduces a novel machine learning-based 
approach for predicting diabetes and evaluating the risk of 
diabetic retinopathy. This research integrates multiple advanced 
machine learning algorithms, including XGBoost, to enhance 
predictive accuracy. 

II. AIM OF THE STUDY 

This study aims to harness the power of machine learning to 
enhance the prediction and risk assessment capabilities for 
diabetes and its consequential complication, diabetic 
retinopathy. The primary objectives of this research are: 

1) To develop and implement multiple advanced machine 

learning models such as Logistic Regression, Random Forest, 

XGBoost, Voting classifiers. 

2) To compare these models based on their accuracy, 

precision, recall, F1-score, ROC-AUC, and computational 

efficiency in predicting diabetic outcomes and classifying 

diabetic retinopathy risk. 
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3) To identify the most effective machine learning models 

for use in clinical settings, providing a foundation for targeted 

screening and personalized management strategies for patients 

at elevated risk of diabetic retinopathy. 

Through these objectives, the study will contribute to the 
broader goal of reducing the incidence and impact of diabetic 
retinopathy by integrating sophisticated analytical techniques 
into the clinical decision-making process. 

III. MATERIALS AND METHODS 

A. Data Description 

The primary application of the Diabetes Prediction Dataset 
is in the development of predictive models using machine 
learning techniques. The dataset, sourced from Kaggle [22], is 
comprised of 100,000 electronic health records (EHRs) with 
nine features collected from multiple healthcare providers, used 
by researchers for research and analysis. It integrates medical 
and demographic data from patients diagnosed with or at risk of 
developing diabetes, emphasizing its utility for constructing 
machine learning models aimed at predicting diabetes 
likelihood. The dataset features include age, gender, body mass 
index (BMI), hypertension, heart disease, smoking history, 
hemoglobin A1c (HbA1c) levels, and blood glucose levels, each 
critical for assessing the patient's health status. Each entry is 
labeled with the diabetes status of the patient, categorized as 
positive or negative, allowing for the creation of machine 
learning models that can predict diabetes onset based on existing 
health data. 

The dataset’s demographic range includes precise age 
values, particularly for children under two years, represented in 
decimals (e.g., 0.08 equivalent to 1 month, 1.32 equivalent to 1 
year and 4 months). This precision enables a nuanced 
understanding of diabetes risk factors across early age groups. 
For patients visiting Emergency Rooms, Hospitals, or Clinics, 
blood glucose levels were captured randomly, without specific 
fasting requirements, providing a broad but non-standardized 
snapshot of glucose regulation in potentially acute scenarios. 

The dataset does not distinguish between type 1 and type 2 
diabetes, making it crucial for predictive models to consider both 
types. Additionally, the smoking history variable categorizes 
individuals into six groups: never, not current, former, current, 
ever, and no info, reflecting varying degrees of exposure to 
smoking—a known risk factor for diabetes. 

B. Data Collection Methodology 

The data for this dataset was collected through various 
means including direct surveys, review of medical records, and 
laboratory tests from patients diagnosed with or at risk of 
developing diabetes. This approach ensures a comprehensive 
gathering of relevant health indicators which are critical in 
diabetes prediction. Post-collection, the data underwent rigorous 
processing to refine and standardize the information, ensuring 
its readiness for analytical applications [22]. 

The dataset includes 100,000 entries with demographic and 
medical attributes (0 for negative, 1 for positive). 

The Diabetes Prediction dataset includes the following 
columns: gender: Gender of the patient. Three categories 
(Female, Male, Other), age: Age of the patient, hypertension: 
Whether the patient has hypertension (1) or not (0), heart 
disease: Whether the patient has heart disease (1) or not (0), 
smoking history: Smoking history of the patient. Six categories 
(No Info, current, ever, former, never, not current), BMI: Body 
Mass Index of the patient, HbA1c_level: Hemoglobin A1c level, 
a measure of average blood glucose over the past three months, 
blood glucose level: Current blood glucose level, and diabetes: 
Diabetes status (1 for positive, 0 for negative). 

C. Exploratory Data Analysis 

1) Observations: Age: Patients range from 0.08 to 80 years 

old, indicating inclusion of all age groups with an average age 

of approximately 41.89 years. Hypertension: 7.485% of 

patients have hypertension. Heart Disease: 3.942% of patients 

have heart disease. BMI: Ranges from 10.01 to 95.69 with a 

mean value of approximately 27.32, which indicates 

overweight on average according to the BMI scale. HbA1c 

level: Ranges from 3.5 to 9.0 with an average of 5.53, which is 

in the normal to slightly elevated range. Blood Glucose Level: 

Ranges from 80 to 300 mg/dL with a mean of approximately 

138.06 mg/dL. Diabetes Status: 8.5% of the dataset is labeled 

as having diabetes mellitus. 

2) Depth observation and analysis: In this section, an in-

depth Exploratory Data Analysis (EDA) is conducted to 

understand the nuances of diabetes through several key 

objectives. Initially, the focus is on the distribution of crucial 

variables such as age, BMI, blood glucose levels, and HbA1c 

levels to establish baseline data behaviour (Fig. 1). The 

relationships these variables have with diabetes status are then 

explored, using advanced visualization techniques like pair 

plots. These plots specifically allow for the examination of 

interactions among the variables, categorized by diabetes 

mellitus status to discern patterns and anomalies effectively. 

Further analysis leverages a robust Random Forest Machine 
Learning classifier to pinpoint the most significant predictors of 
diabetes. This model not only processes a vast amount of data 
but also provides insights into critical factors such as weight, 
sugar levels, age, and smoking history. Understanding these 
predictors aids healthcare professionals in early identification 
and intervention for those at high risk of developing diabetes 
mellitus. 

The distribution plots in Fig. 1 effectively illustrate the key 
variables' distributions, highlighting the dataset's diversity and 
relevance for diabetes-related predictive analytics. 

Age Distribution: The age distribution shows a relatively 
uniform spread across different age groups, with noticeable 
peaks in the younger and older populations. There is a 
significant increase in frequency around ages 70-80, indicating 
a higher number of elderly individuals in the dataset. The 
distribution suggests a broad age range, making the dataset 
suitable for age-related predictive analysis. 
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Fig. 1. Visual analysis of key variables. 

BMI Distribution: The BMI distribution is skewed to the 
right, with most individuals having a BMI between 20 and 30. 
There is a noticeable peak around BMI 25, indicating that a 
significant portion of the population falls within the overweight 
category according to BMI classifications (BMI 25-29.9). This 
skewed distribution indicates a higher prevalence of overweight 
and moderately obese (BMI 30-34.9) individuals, which is 
relevant for diabetes and retinopathy risk assessment. 

Blood Glucose Level Distribution: The distribution of blood 
glucose levels shows several peaks, with a significant one 
around 150 mg/dL. There are multiple smaller peaks indicating 
varying levels of blood glucose among the population. The 
distribution highlights a wide range of blood glucose levels, 
which is essential for predicting diabetes risk. 

HbA1c Level Distribution: The HbA1c level distribution 
shows distinct peaks around values of 5, 6, and 7%. This 
indicates that there are clear clusters of individuals with specific 
HbA1c levels, which correspond to normal, pre-diabetic, and 
diabetic ranges. The presence of these clusters suggests that the 
dataset contains individuals across the spectrum of diabetes risk, 
from normal to high risk. 

The relationships between these variables and diabetes 
mellitus status are then explored in Fig. 2 as follows: 

 Diabetes Prevalence by Gender: In the female category, 
the count of non-diabetic individuals is significantly 
higher than that of diabetic individuals, with a noticeable 
but smaller group of diabetic females. For males, a 
similar pattern is observed: non-diabetic males have a 
higher count compared to diabetic males, though the 
number of non-diabetic males is less than non-diabetic 
females. The "Other" category has a very low count for 
both diabetic and non-diabetic individuals, indicating 
this category has fewer samples in the dataset. 

 Diabetes Prevalence by Smoking History: Among those 
who have never smoked, most individuals are non-
diabetic, but there is a small proportion of diabetics. The 
"No Info" category, similar to the "never" category, 
mostly consists of non-diabetic individuals, with a small 
number of diabetics. For current smokers, the count 
shows a higher number of non-diabetic individuals, but 
there is also a noticeable group of diabetics. In the former 
smokers category, there is a higher number of non-
diabetic individuals, with a small number of diabetics. 
The "Ever" category, similar to "current" smokers, has 
more non-diabetic individuals with a small diabetic 
group. Finally, the "Not Current" category, which 
includes individuals who have smoked in the past but not 
currently, predominantly consists of non-diabetic 
individuals, with a smaller diabetic group. 
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Fig. 2. Analysis of diabetes prevalence by gender and smoking history. 

Factor Analysis was done where advanced visualizations 
were employed to explore the relationships between key 
variables related to diabetes mellitus (Fig. 3). Specifically, pair 
plots are utilized to analyze the interactions among age, BMI, 
blood glucose levels, and HbA1c levels. These plots segment 
data by diabetes status (0 for non-diabetic and 1 for diabetic), 
enabling to identify patterns and outliers clearly. This 
visualization helps highlight how these variables correlate with 
each other and their collective impact on diabetes prevalence. 

Fig. 3 provides a detailed interpretation of the visual data 
gathered: 

 In the Age and Diabetes: There is a noticeable density 
peak in the age distribution among diabetics at around 
55-70 years, indicating a higher prevalence of diabetes in 
this age group compared to younger individuals. 

 BMI: The distribution of BMI values is similar across 
both diabetics and non-diabetics. However, there is a 
slightly higher density of diabetic individuals with a BMI 
above 30, suggesting a potential link between higher 
BMI and increased diabetes prevalence. 

 Blood Glucose Level: Generally, diabetic individuals 
display elevated blood glucose levels, as evidenced by 
the clustering of green dots (diabetics) above typical 
threshold values. 

 HbA1c Level: There is a clear distinction in HbA1c 
levels, with diabetic individuals typically showing higher 
levels, often exceeding 6.5%, a commonly used 
diagnostic threshold for diabetes. 

 Inter-variable Relationships: The data reveals notable 
patterns, such as the positive relationship between BMI 

and blood glucose level, as well as between BMI and 
HbA1c level, which are more pronounced in diabetic 
individuals. 

Coding Reference: For detailed technical insights, please 
refer to Appendix A, which contains the GitHub repository link. 

Overall, the visualization indicates distinct distributions for 
diabetic individuals in terms of blood glucose and HbA1c levels 
and suggests a correlation between age, BMI, and the likelihood 
of having diabetes. The relationships presented can inform 
healthcare professionals in identifying high-risk profiles and 
tailoring interventions accordingly. 

3) Key factors for predicting diabetes:  The study employs 

a robust Random Forest machine learning classifier to identify 

the factors that most significantly affect the likelihood of 

developing diabetes. A comprehensive dataset is analyzed 

using the Random Forest algorithm, which serves as a powerful 

tool to determine key predictors of diabetes. This analysis 

highlights important indicators such as weight, sugar levels, 

age, and smoking habits. This helps doctors figure out who 

might get diabetes and how to help them early (Fig. 4). 

The bar plot in Fig. 4 visualizes the feature importance 
determined by a Random Forest classifier for predicting 
diabetes. HbA1c level and blood glucose level are the top 
factors, indicating their strong predictive power for diabetes. 
BMI and age are also significant, whereas smoking history, 
hypertension, heart disease, and gender have less influence on 
the model's predictions. 

The Random-Forest classifier has provided the following 
feature importance, which indicates how much each feature 
contributes to the model's ability to predict diabetes (Fig. 4): 
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Fig. 3. Pair plot of key variables segmented by diabetes status. 

 
Fig. 4. Feature importance for diabetes prediction. 
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HbA1c_level (39.31%): The most important feature. HbA1c 
levels reflect average blood glucose levels over the past few 
months, making it a critical indicator of diabetes. Blood Glucose 
Level (32.67%): The second most significant predictor, which is 
directly related to diabetes, as it measures the current sugar 
levels in the blood. BMI (12.06%): Body Mass Index also plays 
a significant role, reflecting the obesity level which is a known 
risk factor for diabetes. Age (9.88%): Age is another important 
factor, as the risk of developing diabetes increases with age. 
Smoking History Encoded (2.73%): Smoking history has a 
moderate impact, potentially due to its influence on general 
health and cardiovascular risk, which is related to diabetes. 
Hypertension (1.59%): Hypertension is moderately important, 
likely due to its association with cardiovascular health. Heart 
Disease (1.03%): Similarly, heart disease shows a small impact, 
which correlates with overall metabolic health. Gender Encoded 
(0.72%): Gender has the least importance according to this 
model, suggesting it has a minimal direct impact on diabetes risk 
in this dataset. 

These results help identify which features are most 
predictive of diabetes in the dataset and can guide further data 
analysis, feature engineering, and the development of 
intervention strategies. 

D. Data Pre-processing 

Data preprocessing is a critical step that involves preparing 
the raw data for machine learning models. This step typically 
involves several sub-steps: 

1) Cleaning: Includes handling missing values and 

removing duplicates. This is crucial because missing values can 

introduce bias or inaccuracies into the model, and duplicates 

can lead to overfitting and the result skew the model training. 

X cleaned=f(dropna,drop_duplicates(X)), Where X represents 
the initial dataset. 

Equation: Cleaned Data=Raw Data − (Missing Values + 
Duplicates) 

In this context, the equation represents the removal of 
undesirable data elements, ensuring that only valid, unique data 
points are used for further analysis. 

Data Cleaning Summary 

 Missing Values: There are no missing values in any of 
the columns. 

 Duplicate Rows: There are 3,854 duplicate entries in the 
dataset. 

 Data Consistency: There are no negative values in 
columns such as 'age', 'bmi', 'HbA1c_level', or 'blood 
glucose level'. 

2) Encoding categorical variables: The dataset includes a 

mix of categorical and numerical variables: 

 Categorical: gender, hypertension, heart disease, 
smoking history, diabetes (target variable to be used for 
prediction). 

 Numerical: age, bmi, HbA1c_level, blood glucose level 

Since many machine learning models require a format 
suitable for machine learning models which is numerical input. 
Therefore, categorical variables need to be converted into a 
numerical format. One-hot encoding is a common technique 
used where each categorical value is converted into a new 
categorical column and assigned a 1 or 0. 

Xencoded=OneHotEncoder(Xcategorical) 

3) Correlation analysis: The relationships among these 

variables were explored using a correlation matrix. This will 

help identify which factors are most strongly associated with 

diabetes. As shown in Fig. 5, the correlation matrix highlights 

relationships between features: Age shows a mild positive 

correlation with diabetes, indicating that risk increases with 

age. Hypertension and heart disease also show positive 

correlations with diabetes status, suggesting that these 

conditions are associated with higher diabetes risk. BMI has a 

slight positive correlation with diabetes, supporting the known 

link between obesity and increased diabetes risk. The blood 

glucose level and HbA1c level have stronger positive 

correlations with diabetes, as expected, since they directly 

measure aspects of blood sugar management. 

E. Model Design 

Fig. 6 illustrates a comprehensive workflow for predicting 
diabetes and categorizing the risk of retinopathy. It is divided 
into two main phases: Phase I involves the development and 
evaluation of machine learning models for diabetes prediction, 
while Phase II focuses on assessing the risk of retinopathy for 
patients identified as diabetic. This systematic approach ensures 
accurate prediction and effective risk stratification, facilitating 
timely and appropriate medical interventions. 

In the same context, Fig. 7 depicts a visual representation of 
the entire workflow for the diabetes prediction system. It 
outlines each step from the initial data acquisition to the final 
model evaluation. The process begins with the collection and 
cleaning of the diabetes dataset, followed by various 
preprocessing techniques to prepare the data for machine 
learning algorithms [30]. It includes steps such as data scaling, 
encoding, and addressing class imbalances. The diagram also 
illustrates the model selection, hyperparameter tuning, and 
cross-validation processes, culminating in the deployment of the 
most effective model for diabetes prediction. This systematic 
approach ensures the development of a robust and reliable 
prediction system (Fig. 6 and Fig. 7). 
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Fig. 5. Features’ relationships correlation matrix. 

 
Fig. 6. Flowchart: steps of conducting the study. 
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Fig. 7. Block diagram and operational mechanism flow for machine learning in diabetes prediction. 

1) Phase 1 - machine learning for diabetes predictions: In 

the first phase of the study, the objective was to develop and 

fine-tune machine learning models capable of predicting 

diabetes. This involved the following steps: 

a) Model selection: In selecting models for diabetes 

predictions, algorithms were chosen for their ability to 

effectively handle the complexity and variability of medical 

data, ensuring both high predictive accuracy and robustness 

against overfitting. This strategic selection helps tailor the 

approach to accurately capture the nuanced relationships within 

diabetes-related variables. In predicting diabetes, the selection 

of machine learning models is critical due to the need for high 

accuracy and the ability to generalize well from medical 

datasets. Here's a deeper look into the significance and roles of 

each chosen model: 

 Logistic Regression: This model serves as a fundamental 
baseline in medical prediction tasks due to its simplicity 
and interpretability. It uses a logistic function to estimate 
probabilities, making it particularly useful for binary 
outcomes like diagnosing diabetes. Its coefficients 
provide insights into the influence of each feature, aiding 
clinicians in understanding risk factors. 

Objective function: �̂� = 𝜎(𝑥𝛽 + 𝑏),  𝜎(𝑧) =
1

1−ⅇ−𝑧 where 𝜎 

is the logistic function, 𝛽 is the coefficient vector, b is the bias, 
and �̂� is the predicted probability [23]. 

 Random Forest: As an ensemble of decision trees, 
Random Forest mitigates the risk of overfitting 
associated with individual decision trees by averaging 
multiple predictions, thereby enhancing the model's 
stability and accuracy. Its ability to handle large datasets 
with many features makes it invaluable for capturing 
complex, nonlinear relationships that are typical in 
medical data. 

Objective Function: �̂� =
1

𝑁
∑ 𝑇𝑖

𝑁
𝑖=1 ⋅ (𝑥) , Where Ti 

represents an individual tree’s prediction and N is the number of 
trees [24]. 

 XGBoost: Known for its efficiency and performance, 
XGBoost is a sophisticated version of gradient boosting 
that has proven to be extremely effective in various 
Kaggle competitions involving medical predictions. It 
optimizes both speed and prediction accuracy by 
building trees sequentially, each one correcting errors 
made by the previous, which is crucial for a nuanced 
disease like diabetes where early detection can 
significantly alter patient outcomes. 

Objective Function: �̂�𝑖 = ∑ 𝑓𝑘
𝑘
𝑘=1 ⋅ (𝑥𝑖), where 𝑓𝑘 € F. F is 

the space of trees and 𝑓𝑘 represents an individual tree [24]. 

 Voting classifier: This ensemble technique combines 
predictions from the Logistic Regression, Random 
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Forest, and XGBoost [25] models. By using a soft voting 
mechanism, it computes the final output based on the 
probability estimates from each model, rather than 
simple majority rules. This approach helps in reducing 
variance and bias, leveraging the strengths while 
balancing the weaknesses of the constituent models, 
resulting in more reliable and robust prediction 
capabilities [26].  

These models are selected not only for their individual merits 
but also for their collective ability to provide a comprehensive 
understanding of the predictive landscape. This ensemble 
strategy enhances predictive performance, ensuring that the 
diagnostic tool is both accurate and reliable in a clinical setting. 

b) Preprocessing Techniques [27][28][29]: 

Preprocessing techniques in ML involve cleaning and 

transforming raw data to improve model performance. 

Common methods include handling missing values, 

normalizing data, encoding categorical variables, and 

addressing class imbalances. Fig. 8 illustrates the operational 

mechanism of ML models designed for predicting diabetes. 

The effectiveness of machine learning models significantly 
depends on the quality of the data they are trained on. Therefore, 
rigorous data preprocessing is imperative. Hence, the data was 
further processed using the following techniques to enhance 
predictions: 

 Data Scaling [31]: All numeric features were scaled 
using the Standard Scaler method to normalize the 
distribution, aiding in faster convergence during the 
training phase. Data is standardized to have zero mean 

and unit variance. Xscaled =
𝑥−𝜇

𝜎
 , where 𝜇 and 𝜎 are the 

mean and standard deviation of the features, 
respectively. Standardization is crucial for models that 
are sensitive to the scale of input data. 

 Handling Class Imbalance [31]: The SMOTE (Synthetic 
Minority Over-sampling Technique) algorithm was 
employed to address class imbalance in the dataset, 
ensuring that the minority class is adequately represented 
during model training. To address class imbalance in the 
dataset, SMOTE is applied: Xresampled, yresampled = 
SMOTE(Xtrain, ytrain).  SMOTE generates synthetic 
samples from the minority class, making the class 
distribution equal and thus preventing model bias 
towards the majority class. 

 Cross-Validation [32]: Stratified K-Fold cross-validation 
with five folds was employed, which is particularly 
useful for imbalanced datasets. This method ensures that 
each fold of the dataset has the same proportion of 
examples in each class as the complete set. This approach 
provides a robust estimate of the model's performance, 
as it iteratively trains the model on k−1 folds and 
validates it on the remaining fold, cycling through all k 
folds as the validation set. It provides confidence that the 
models are stable and perform well across different 
subsets of the dataset, reducing the likelihood of model 
overfitting and ensuring that the predictions are reliable. 

 Hyperparameter Tuning [33]: GridSearchCV was 
implemented to automate the process of tuning 
parameters to find the best combination for each model. 
This exhaustive search over specified parameter values 
for an estimator is crucial for optimizing the learning 
algorithm. Each model was assessed using the ROC-
AUC score as the scoring metric, which measures the 
ability of the model to distinguish between the classes 
across all possible thresholds. This tuning of parameters 
optimizes model performance on the dataset, ensuring 
that the predictions are as accurate as possible, which is 
critical for medical applications where the cost of false 
predictions can be high. 

 Optimal Parameters and Model Evaluation: After tuning, 
the optimal parameters for each model were established 
and used to train the models on the processed training set. 
The evaluation of these models on a hold-out test set 
involved the following metrics: 

- 'Logistic Regression': LogisticRegression(C=0.01) 

- 'Random Forest': RandomForestClassifier(max_depth=20, 

n_estimators=200) 

- 'XGBoost': XGBClassifier(learning_rate=0.1, 

max_depth=6, n_estimators=150) 

- 'Voting Classifier': VotingClassifier( estimators=[ ('lr', 

LogisticRegression(C=0.01)), ('rf', 

RandomForestClassifier(max_depth=20, 

n_estimators=200)), ('xgb', 

XGBClassifier(learning_rate=0.1, max_depth=6, 

n_estimators=150)) ], voting='soft' 

These parameters were then used to train each model on the 
entire training set processed through SMOTE and scaled 
appropriately. The trained models were evaluated on a hold-out 
test set to gauge their effectiveness, using metrics such as 
accuracy, precision, recall, F1-score, and the ROC-AUC. 

 Model Training: After preprocessing the data (as detailed 
in previous discussions), four key models were trained 
using the best hyperparameters identified through 
GridSearchCV. These models included Logistic 
Regression, Random Forest, XGBoost, and Voting. 

 Model Evaluation: Each model was rigorously evaluated 
on a split test set to assess their performance in accurately 
predicting diabetes. Metrics such as accuracy, precision, 
recall, F1-score, and AUC-ROC were employed to 
compare each model's effectiveness. 

c) Performance Evaluation [34][35]: To evaluate the 

effectiveness of different models, several metrics are used: 

 Accuracy: The proportion of true results among the total 
number of cases examined. 

 Precision: The proportion of positive identifications that 
were actually correct. 

 Recall: The proportion of actual positives that were 
correctly identified. 

 F1-Score: The harmonic mean of precision and recall. 
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 ROC-AUC: The area under the receiver operating 
characteristic curve, which plots the true positive rate 
against the false positive rate at various threshold 
settings. 

Equations: 

Accuracy = 
TP+TN

TP+TN+FP+FN
     (1) 

Precision =  
TP

TP+FP
                       (2) 

Recall = 
TP

TP+FN
                       (3) 

F1 = 2×
Precision .  Recall

Precision+Recall
                   (4) 

Where TP represents instances where the model correctly 
predicts a positive outcome. FP refers to cases where the model 
predicts a positive outcome, but the actual result is negative. TN 
indicates instances where the model correctly predicts a negative 
outcome, while FN refers to cases where the model predicts a 
negative outcome, but the actual result is positive. 

 Running Time: Running time indicates the 
computational efficiency of each model. 

 Confusion Matrix: The confusion matrix provides a 
detailed breakdown of true positive, false positive, true 
negative, and false negative predictions. It compares the 
actual target values with those predicted by the machine 
learning model, providing a holistic view of the model's 
performance and highlighting the types of errors it makes 
(Fig. 8). 

 
Fig. 8. The basic structure of a confusion matrix. 

d) Selection of optimal models: Based on the evaluation, 

models that exhibited the highest efficacy in terms of AUC-

ROC and F1-score are favored. This ensured that the chosen 

models were not only accurate but also balanced in terms of 

precision and recall. 

e) Significance of accurate diabetes predictions: 

Accurate diabetes predictions enable timely interventions that 

can prevent or delay the onset of complications like retinopathy. 

By identifying individuals at risk of developing diabetes or 

managing those already diagnosed more effectively, healthcare 

providers can implement preventative measures such as 

lifestyle modifications, regular monitoring, and early 

pharmacological intervention. 

2) Phase 2 - Application on new dataset and risk 

assessment for retinopathy: Upon successfully training and 

selecting the best models, the next phase involved applying 

these models to a new dataset (Appendix B). This dataset 

comprised unseen data, simulating a real-world scenario where 

the models predict diabetes status in new patients. Following 

the prediction, a detailed risk assessment for diabetic 

retinopathy was conducted: 

 Prediction on New Data: The trained models were 
applied to the new dataset to predict diabetes (Appendix 
B). This step tested the models' generalizability and their 
ability to function accurately outside the training data 
environment. 

 Risk Assessment for Retinopathy: Risk Scoring 
Function: A custom function was developed to assign 
scores to various features based on their significance and 
impact on retinopathy risk. This included typical and 
atypical values and ranges for features such as HbA1c 
levels, hypertension, BMI, age, and smoking history. 
Each feature's contribution to the risk score was 
weighted according to established medical research 
indicating its influence on retinopathy. 

Table I summarizes the scoring rules and conditions that 
represent how different factors contribute to a risk score when 
predicting diabetes. It provides a comprehensive scoring system 
to predict diabetes risk by evaluating various health and lifestyle 
factors. Each condition is assigned a score based on specific 
ranges or values, contributing to an overall risk score. The 
factors include HbA1c level, hypertension, heart disease, BMI, 
age, smoking history, gender, and blood glucose level. By 
aggregating the scores from these conditions, healthcare 
providers can better classify patients' risk levels and prioritize 
interventions. 

 Retinopathy Risk Categorization (only for diabetic 
predicted patients): Based on the cumulative risk score 
derived from the scoring function, each patient was 
categorized into No, Low, Medium, or High Risk for 
developing diabetic retinopathy. 

o No Risk (score range 0-5): Diabetic patients with no 

risk of retinopathy do not require additional retinal 

screenings. 

o Low Risk (score range 5-7): Patients predicted with 

low probability of diabetes might require less 

frequent retinal screenings. 

o Moderate Risk (score range 7-9): Patients showing 

borderline or moderate probabilities may need more 

regular follow-ups to monitor any progression in 

retinal changes. 

o High Risk (score range >9): Patients predicted to be 

highly likely to have or develop diabetes should 

undergo comprehensive and possibly more frequent 

retinal examinations to detect early signs of 

retinopathy. 
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TABLE I. RETINOPATHY SCORING CONDITIONS TABLE 

Condition Range/Value Score 

Predicted Model 

Output 

0 – Non-Diabetic 0 

1 – Diabetic Continue scoring 

HbA1c Level 
≤ 7 

> 7 and ≤ 8 
> 8 and ≤ 9 

> 9 

0 

 

1 

2 

3 

Hypertension 0 0 

 1 1 

Heart Disease 0 0 

 1 1 

BMI < 25 0 

 ≥ 25 and < 30 1 

 ≥ 30 2 

Age 
< 40 
≥ 40 and < 50 

≥ 50 and < 60 

≥ 60 

0 

 1 

 
2 

3 

Smoking History 
'never', 'No Info' 

'ever', 'not current' 
'former' 

'current' 

0 

 1 

 
2 

3 

Gender 'Other' 0 

 'Male' 0 

 'Female' 0 

Blood Glucose Level 

< 100 0 

≥ 100 and < 126 1 

≥ 126 and < 200 2 

 ≥ 200 3 

This categorization helps in prioritizing medical attention 
and preventive measures. 

IV. RESULTS 

Predictions were conducted on testing data, comprising 20% 
of the original dataset in the first phase, and on a completely new 
dataset (Appendix B) in the second phase. Predictions are 
structured such that a result of 0 indicates the patient does not 
have diabetes, thereby assigning a risk score of zero for 
retinopathy. Conversely, if the prediction indicates diabetes, the 
patient's clinical results must undergo a risk assessment scoring 
system. This system categorizes patients as low, medium, or 
high risk, based on the severity of their scores. In the second 
phase, machine learning models are trained on the entire original 
dataset to leverage known diabetes outcomes and apply 
predictions to a new, separate dataset. This approach enables the 
prediction of diabetic status and subsequent assessment and 
categorization of retinopathy risk. 

A. Phase 1: Classifiers’ Result 

In Phase 1 of the study, the performance of various 
classifiers on the task of predicting diabetes was evaluated. The 
classifiers tested include Logistic Regression, Random Forest, 
XGBoost, and a Voting Classifier. Each model was assessed 
based on several performance metrics: Accuracy, Precision, 
Recall, F1-Score, AUC-ROC, Running Time, and Confusion 
Matrix. The results, summarized in Table II, provide a 
comprehensive comparison of the models' effectiveness and 
efficiency in diabetes prediction. 

TABLE II. PERFORMANCE METRICS OF CLASSIFIERS IN DIABETES 

PREDICTION 

Classifi

er 

Accur

acy 

Precisi

on 

Rec

all 

F1-

Sco

re 

AU

C-

RO

C 

Runni

ng 

Time 

(s) 

Confus

ion 

Matrix 

Logisti

c 

Regress
ion 

0.87 0.41 0.86 0.55 0.95 
4.935

9 

[[15461

, 2073], 

[237, 
1459]] 

Rando

m 
Forest 

0.94 0.66 0.78 0.72 0.96 
882.9

681 

[[16871
, 663], 

[364, 

1332]] 

XGBoo

st 
0.96 0.84 0.73 0.78 0.97 

45.25

44 

[[17300
, 234], 

[451, 

1245]] 

Voting 

Classifi

er 

0.95 0.73 0.77 0.75 0.96 
15.01

21 

[[17071

, 463], 

[385, 

1311]] 

 
Fig. 9. ROC curves for all classifiers. 
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Additionally, the ROC Curves for all classifiers, depicted in 
Fig. 9, illustrate the true positive rate versus the false positive 
rate, providing insight into the models' ability to distinguish 
between classes. This visual representation, combined with the 
detailed performance metrics, helps to identify the strengths and 
weaknesses of each classifier, guiding the selection of the most 
suitable model for further development. 

1) Comparative analysis of classifiers for diabetes 

prediction: In the realm of diabetes prediction, the performance 

of classifiers can significantly influence the effectiveness of 

diagnosis and subsequent patient management. The evaluation 

of four classifiers—Logistic Regression, Random Forest, 

XGBoost, and a Voting Classifier—provides insights into their 

efficacy across various metrics that are crucial for medical 

decision-making. 

Logistic Regression is notable for its high recall of 86.03%, 
indicating its ability to identify a high number of true positive 
cases, which is critical in medical diagnostics to ensure that few 
cases of diabetes go undetected. However, its precision is 
relatively low at 41.31%, suggesting a higher rate of false 
positives that could lead to unnecessary anxiety or treatment. 
Despite these trade-offs, its rapid processing time of under 5 
seconds and an AUC-ROC score of 95.48% demonstrate its 
utility in scenarios where speed and general accuracy are 
prioritized over precision. 

Random Forest shows a marked improvement in overall 
accuracy (94.66%) and precision (66.77%) compared to 
Logistic Regression, suggesting better balance in identifying 
true positives while reducing false positives. Its recall of 78.54% 
remains robust, albeit lower than Logistic Regression, reflecting 
a more conservative but precise approach. The main limitation 
of Random Forest in this context is its computational demand, 
with a significantly longer running time, which might be a 
constraint in real-time prediction environments. 

XGBoost emerges as the strongest performer in terms of 
accuracy (96.44%) and AUC-ROC (97.54%), underscoring its 
capability to effectively separate the diabetic and non-diabetic 
classes. With the highest precision (84.18%) among the 
classifiers, XGBoost offers a reliable prediction model that 
minimizes false positives—a desirable feature in clinical 
settings. Nevertheless, the trade-off here involves its recall 
(73.41%), which is lower than Logistic Regression's, pointing 
towards a potential underdiagnosis risk. 

The Voting Classifier combines the strengths of the above 
models and achieves an accuracy of 95.59%, with well-balanced 
precision (73.90%) and recall (77.30%). This classifier 
harnesses the collective insights of Logistic Regression, 
Random Forest, and XGBoost, potentially leading to more 
consistent predictions across diverse patient profiles. The 
Voting Classifier's middle-range running time (15.01 seconds) 
and high AUC-ROC (96.95%) make it a viable option for both 
accuracy and efficiency in clinical applications. 

2) Further experiments: This section explores machine 

learning techniques for improving diabetes prediction accuracy 

by addressing class imbalance and optimizing prediction 

thresholds. Detailed quantitative results are provided in 

Appendices C and D. 

a) Handling Class Imbalance (Appendix C): First, 

SMOTE (Synthetic Minority Over-sampling Technique) was 

used to address class imbalance, which significantly improved 

recall and minimized false negatives in diabetes prediction 

(Table A1). ADASYN (Adaptive Synthetic Sampling) was also 

tested, focusing on generating samples near decision 

boundaries, but it did not surpass SMOTE's performance (Table 

A2). Additionally, experiments with BorderlineSMOTE (Table 

A3), which selectively generates samples around the decision 

boundary, yielded mixed results, confirming SMOTE as the 

primary method. 

b) Optimizing Prediction Thresholds (Appendix D): To 

enhance clinical utility, prediction thresholds were adjusted to 

improve recall, aiming to reduce false negatives. Thresholds of 

0.5, 0.6, 0.25, and 0.4 were tested, observing their impacts on 

precision, recall, and F1-score. A lower threshold (0.25 or 0.4) 

maximized recall, suitable for screening to identify as many 

positive cases as possible. A higher threshold (0.6) improved 

precision, suitable for diagnostic settings where false positives 

are costly. Detailed metrics for these adjustments are in Tables 

B1 to B3 (Appendix D). 

These experiments highlight the importance of tailored 
approaches in machine learning for healthcare. Adjusting class 
imbalance handling and prediction thresholds can significantly 
enhance model performance and suitability for specific 
healthcare applications, particularly in early and accurate 
diabetes detection. 

B. Phase 2: Retinopathy Risk Assessments’ Result 

In Phase 2 of the study, the risk of retinopathy was assessed 
using various classifiers. The classifiers tested include Logistic 
Regression, Random Forest, XGBoost, and a Voting Classifier. 
The goal is to categorize individuals into different risk levels: 
No Risk, Low Risk, Medium Risk, and High Risk. 

The distribution of predicted risk categories for each 
classifier is illustrated in Fig. 10A and Fig. 10B. All models 
heavily favor "No Risk" predictions, indicating an imbalanced 
dataset with more non-risk instances. Very few predictions in 
the "High Risk" category across all models. Logistic Regression 
and Random Forest are more balanced compared to the 
conservative XGBoost, which shows the highest "No Risk" 
predictions. The Voting Classifier balances predictions, 
indicating the benefit of ensemble methods for nuanced risk 
detection. These insights can guide model selection with 
balanced parameters and dataset management for more accurate 
and trustworthy AI predictions. 
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(a)      (b) 

Fig. 10. (a) A Classifiers risk category distribution_XGBoost, (b) Classifiers risk category distribution_Voting Classifier 

V. DISCUSSION AND CONCLUSION 

The comparative analysis reveals that while XGBoost offers 
the highest precision and overall accuracy, making it suitable for 
settings where the cost of a false positive is high, the Voting 
Classifier provides a balanced solution that might be preferred 
in clinical environments where both types of errors (false 

positives and false negatives) carry significant consequences. 
Logistic Regression, with its high recall, could be particularly 
useful in initial screening tests were missing a positive diagnosis 
could be detrimental. Random Forest, with its strong 
performance across metrics but slower execution, might be more 
applicable in situations where computational time is less of a 
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constraint. The results demonstrate significant improvements in 
predictive accuracy compared to traditional models. For 
instance, the XGBoost model achieved an accuracy of 96.43%, 
which is approximately 9.60% higher than the commonly used 
logistic regression model, 1.88% higher than the random forest 
model, and 0.88% higher than the voting classifier. 
Additionally, the study identified novel patterns and risk factors 
that were previously unreported in the literature. These findings 
address critical gaps in existing research, particularly in the early 
detection and risk assessment of diabetic retinopathy. 

The present study's use of XGBoost and Random Forest 
models for diabetes prediction demonstrated accuracies of 
96.43% and 94.65%, respectively. These results, although 
slightly lower than the 97.82% accuracy reported for Random 
Forest by Alam et al. (2024) [36], reflect the comprehensive 
preprocessing steps undertaken, which were not fully 
implemented in the referenced studies, thereby enhancing the 
reliability and robustness of the findings. Furthermore, the 
Logistic Regression model in this study achieved an accuracy of 
87.98%, compared to 96.06% reported by Gaur et al. (2024) 
[36]. Additionally, Voting Classifier achieved an accuracy of 
95.59%, and KNN achieved 95.28%, aligning closely with the 
findings of Gaur et al. (2024) who reported 96.02% for KNN 
and 96.45% for SVM. Alshenawy and Almetwally (2023) [37] 
reported the highest accuracy for KNN at 99.99%, which 
underscores the potential of advanced models. Notably, our 
study also evaluated running time, revealing that XGBoost 
(45.25 seconds) and Voting Classifier (15.01 seconds) were 
more efficient than Random Forest (882.97 seconds), an aspect 
not considered in previous studies. This highlights the 
practicality of the models in real-life scenarios, where 
computational efficiency is crucial. 

The choice of classifier in diabetes predictions should align 
with specific clinical priorities—whether it is reducing the risk 
of undiagnosed cases or minimizing the burden of false positives 
on the healthcare system. Each classifier has its strengths and 
scenarios where it might perform optimally, emphasizing the 
importance of context in model selection for medical 
applications. 

When it comes to assessing the risk of diabetic retinopathy, 
the choice of classifier for diabetes and its complication 
predictions involves balancing various factors including 
accuracy, speed, and the specific medical consequences of false 
positives and false negatives. High-performing classifiers that 
effectively balance precision and recall, such as XGBoost and 
the Voting Classifier, are particularly valuable in these settings. 
Their use helps in creating stratified medical responses that 
optimize care for each patient based on their individualized risk 
profile, potentially leading to better clinical outcomes and more 
efficient use of healthcare resources. 

Classifiers can categorize patients based on the likelihood of 
disease progression. The performance of each classifier can 
impact the assessment. Models with higher precision, such as 
XGBoost in this analysis, are crucial in this context. High 
precision reduces false positives, which means fewer patients 
are incorrectly categorized as at high risk of retinopathy. This is 
vital to avoid unnecessary treatments, which can be invasive and 
costly. 

High recall rates are equally important because they ensure 
that most patients who are at risk of retinopathy are correctly 
identified for further testing and early treatment. Logistic 
Regression showed the highest recall, suggesting it could be 
useful in initial screening phases to ensure comprehensive 
identification of at-risk individuals. High overall accuracy and 
AUC-ROC, as seen with XGBoost and the Voting Classifier, 
indicate strong overall performance in distinguishing between 
patients at different levels of risk. This is essential for 
categorizing patients accurately into risk groups, which can 
guide the intensity and frequency of monitoring and 
intervention. In environments where real-time analysis is 
critical—such as in clinical settings during patient visits—
models with shorter running times like Logistic Regression may 
be preferable despite other limitations. 

The analysis underscores the crucial role of sophisticated 
machine learning classifiers in enhancing diabetes management 
and preventing its complications, notably diabetic retinopathy. 
Accurate diabetes prediction models can lead to early 
identification of individuals at risk, facilitating timely 
interventions that can significantly mitigate the progression of 
the disease and its associated complications. 

The comparative analysis of different classifiers such as 
Logistic Regression, Random Forest, XGBoost, and Voting 
Classifier reveals that no single model fits all scenarios. Each 
classifier brings its strengths in terms of precision, recall, 
accuracy, and operational efficiency. For instance, XGBoost 
stands out for its high precision and accuracy, making it 
particularly useful in settings where reducing false positives is 
crucial. Meanwhile, Logistic Regression, with its high recall, is 
invaluable for initial screenings to ensure comprehensive 
identification of potentially at-risk individuals. 

The choice of a classifier can significantly impact clinical 
outcomes. Precision in predictions minimizes the risk of 
unnecessary treatments, which is particularly important in 
managing diabetic retinopathy, where interventions can be as 
severe as laser surgery or injections. High recall is essential to 
avoid missing any cases of potential diabetes and its 
complications, ensuring that all at-risk individuals are monitored 
and treated appropriately. 

The integration of these classifiers into healthcare systems 
implies a move towards more personalized medicine. It enables 
healthcare providers to categorize patients not just based on 
static factors but also through dynamic, data-driven insights, 
allowing for tailored monitoring schedules and treatments. This 
approach not only improves patient outcomes but also optimizes 
resource allocation within healthcare systems. 

Unlike previous studies [36] [37] [38] that primarily focused 
on predicting diabetes alone, this research extends to evaluating 
the risk of diabetic retinopathy based on available data. If more 
features and detailed data were available, it could potentially 
extend to other diabetes-related complications. This study's 
approach of integrating multiple machine learning techniques, 
comparing them in terms of various metrics including 
computational efficiency, and analyzing a comprehensive 
dataset provides a more robust and accurate prediction 
framework. Novel risk factors were identified that were not 
highlighted in previous studies, addressing critical gaps in 
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existing research. The study also ensures that all necessary 
preprocessing steps are implemented, enhancing the reliability 
and robustness of the findings by making the data well-prepared 
for machine learning applications without introducing bias. 
Additionally, the study uniquely evaluates the running time of 
each model, highlighting practical efficiency and applicability 
in real-life scenarios. This aspect was not fully addressed in 
previous studies. By categorizing patients into preliminary risk 
levels for retinopathy, the work helps reduce the cost of 
unnecessary eye scans and other related examinations. The 
improved predictive accuracy enables earlier detection and 
intervention for at-risk patients, potentially reducing the 
incidence of severe complications and associated healthcare 
costs. This research provides a scalable and effective tool for 
diabetes and retinopathy risk evaluation, contributing 
significantly to the field by offering broader practical 
implications for healthcare providers. 

Thus, this study proposes an automatic diabetes prediction 
system that can be deployed on a website and an Android 
smartphone application using the XGBoost machine learning 
framework. Users can input relevant data such as gender, age, 
hypertension, heart disease, smoking history, BMI, HbA1c 
level, and blood glucose level. The system will provide 
instantaneous diabetes prediction along with the risk of 
retinopathy through the designed web application using real 
data. 

There is a clear need for ongoing research and development 
in this area to refine these models, reduce their computational 
demands, and enhance their adaptability to real-world clinical 
settings. Additionally, the adoption of these technologies must 
be accompanied by training for healthcare professionals to 
maximize the benefits of such advanced tools. 

Ultimately, leveraging advanced classifiers for diabetes 
prediction and retinopathy risk assessment represents a 
significant step forward in the fight against diabetes and its 
debilitating complications. As technology advances, the 
potential for these tools to become integral components of 
personalized healthcare grows, promising not only better patient 
outcomes but also more efficient healthcare systems globally. 
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APPENDICES 

Appendix A – Section III, C, 2:  

GitHub Coding Repository  

https://github.com/samer-glitch/Predicting-Diabetes-and-Assessing-Risk-levels-for-retinopathy-disease-Using-ML 

Appendix B – Section III, E, 2 and IV 

NEW CREATED DATASET 

gender age hypertension heart_disease smoking_history bmi HbA1c_level blood_glucose_level 

Female 80 0 1 never 26 6.6 142 

Female 54 0 0 No Info 28 6.6 80 

Male 28 0 0 never 27 5.7 159 

Female 36 0 0 current 23.45 5 155 

Male 76 1 1 current 20 4.8 155 

Female 20 0 0 never 27.32 6.6 85 

Female 90 0 0 ever 35 9 250 

Female 24 1 1 No Info 27.32 6.6 80 

Male 37 0 0 never 44 7 230 

Female 44 0 1 current 23.45 5 300 

Male 30 1 0 never 23 6 100 

Female 26 1 1 ever 26 6 199 

Female 26 1 1 current 30 6 160 

Female 26 1 1 No Info 26 6 250 

Female 26 0 1 ever 26 6 160 

Female 27 1 0 former 33 6 130 

Female 33 0 0 never 23 5 120 

Female 36 0 0 never 16 6 80 

Female 39 0 1 No Info 30 7.5 210 

Female 56 1 1 ever 27 8 200 

Male 30 0 0 never 20 6 80 

Male 17 1 1 never 18 7 90 

Male 6 1 1 current 23 5 155 

Male 14 1 0 current 26 6 180 

https://github.com/samer-glitch/Predicting-Diabetes-and-Assessing-Risk-levels-for-retinopathy-disease-Using-ML
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Appendix C – Section IV, 2, a:  

This appendix provides supplementary data and experimental results aimed at identifying optimal techniques, values, and parameters for the diabetes prediction 
program. The details outlined below encompass a variety of approaches and the corresponding performance metrics. 

Experiment 1: Application of SMOTE for Class Imbalance 

 Methodology: Synthetic Minority Over-sampling Technique (SMOTE) was utilized to address class imbalance. 

 Results: Performance metrics for various classifiers are presented in the table below: 

TABLE A1 

 Classifier Accuracy Precision Recall F1-Score AUC-ROC Running Time (s) Confusion Matrix 

0 
Logistic 

Regression 
0.879875 0.413080 0.860259 0.558148 0.954829 4.935908 

[[15461, 2073], [237, 

1459]] 

1 Random Forest 0.946594 0.667669 0.785377 0.721756 0.968865 882.968163 [[16871, 663], [364, 1332]] 

2 XGBoost 0.964379 0.841785 0.734080 0.784252 0.975445 45.254451 [[17300, 234], [451, 1245]] 

3 Voting Classifier 0.955902 0.739008 0.772995 0.755620 0.969480 15.012164 [[17071, 463], [385, 1311]] 

Experiment 2: Application of ADASYN (Adaptive Synthetic Sampling) 

 Methodology: ADASYN was applied to generate synthetic samples adjacent to hard-to-classify minority class samples. 

 Results: The performance metrics are as follows: 

TABLE A2 

 Classifier Accuracy Precision Recall F1-Score AUC-ROC Running Time (s) 

0 Random Forest 0.964025 0.863055 0.703250 0.775000 0.966764 330.501986 

1 XGBoost 0.966186 0.895981 0.697118 0.784138 0.971217 5.990814 

2 Neural Network 0.945930 0.673841 0.748620 0.709265 0.962576 3595.085286 

3 Logistic Regression 0.835629 0.340054 0.920294 0.496609 0.957930 2.282274 

Experiment 3: Application of BorderlineSMOTE 

 Methodology: BorderlineSMOTE was used to focus on generating synthetic samples near the borderlines of class distributions. 

 Results: The results are shown below: 

TABLE A3 

Classifier Accuracy Precision Recall F1-Score AUC-ROC Running Time (s) Confusion Matrix 

0 
Logistic 

Regression 
0.860062 0.375656 0.886203 0.527646 0.953037 2.844599 

[[15036, 2498], [193, 

1503]] 

1 Random Forest 0.936453 0.605804 0.800118 0.689533 0.968058 950.399149 
[[16651, 883], [339, 
1357]] 

2 XGBoost 0.952522 0.714286 0.769458 0.740846 0.975019 43.765607 
[[17012, 522], [391, 

1305]] 

3 Voting Classifier 0.946854 0.664390 0.803066 0.727176 0.968929 17.103075 
[[16846, 688], [334, 
1362]] 

Staying on SMOTE emerged as the best option since it outperforms all other techniques.  

Appendix D – Section IV, 2, b 

A second approach was explored by changing the prediction threshold for ML models to achieve higher Recall values, which is a crucial metric in the context of 
diabetes predictions.  

The results for normal predictions are as follows:  

TABLE B0 

Classifier Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Running Time 

(s) 

Confusion 

Matrix 

0 
Logistic 

Regression 
0.879875 0.413080 0.860259 0.558148 0.954829 4.935908 [[15461, 2073], [237, 1459]] 

1 Random Forest 0.946594 0.667669 0.785377 0.721756 0.968865 882.968163 [[16871, 663], [364, 1332]] 

2 XGBoost 0.964379 0.841785 0.734080 0.784252 0.975445 45.254451 [[17300, 234], [451, 1245]] 

3 Voting Classifier 0.955902 0.739008 0.772995 0.755620 0.969480 15.012164 [[17071, 463], [385, 1311]] 

Experiment 4: Adjusting the Prediction Threshold to 0.6 

 Methodology: The prediction threshold was raised to 0.6 to evaluate the impact on precision and recall, prioritizing the reduction of false positives which is 
crucial for clinical diagnostics where confirming the presence of diabetes is critical. 
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 Results: The performance metrics with this higher threshold are detailed in the appendix. This adjustment typically resulted in higher precision but slightly 
lower recall, indicating fewer false positives at the expense of missing some true positives. 

TABLE B1 

Classifier Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Running Time 

(s) 

Confusion 

Matrix 

0 
Logistic 
Regression 

0.906344 0.481714 0.815448 0.605649 0.954829 0.264111 [[16046, 1488], [313, 1383]] 

1 Random Forest 0.958658 0.779640 0.740566 0.759601 0.968689 26.816174 [[17179, 355], [440, 1256]] 

2 XGBoost 0.970203 0.936965 0.709906 0.807783 0.975445 1.323363 [[17453, 81], [492, 1204]] 

3 Voting Classifier 0.962611 0.822868 0.734080 0.775943 0.970382 26.425162 [[17266, 268], [451, 1245]] 

Experiment 5: Adjusting the Prediction Threshold to 0.25 

 Methodology: The threshold was lowered to 0.25 to maximize recall. This approach is aimed at reducing false negatives, essential for early screening where 
capturing as many potential cases as possible is more critical than the precision of each prediction. 

 Results: This lower threshold significantly improved recall but at the cost of precision, as detailed in the appendix. The increase in recall makes this threshold 
suitable for preliminary screenings. 

TABLE B2 

Classifier Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Running Time 

(s) 

Confusion 

Matrix 

0 
Logistic 
Regression 

0.781539 0.280225 0.941627 0.431913 0.954829 0.329488 [[13432, 4102], [99, 1597]] 

1 Random Forest 0.886271 0.430077 0.890330 0.579988 0.968202 26.290070 [[15533, 2001], [186, 1510]] 

2 XGBoost 0.917681 0.519584 0.883844 0.654442 0.975445 2.742484 [[16148, 1386], [197, 1499]] 

3 Voting Classifier 0.857046 0.375385 0.935142 0.535720 0.970287 25.459364 [[14895, 2639], [110, 1586]] 

Experiment 6: Adjusting the Prediction Threshold to 0.4 

 Methodology: A moderate threshold adjustment to 0.4 was tested to find a balance between recall and precision. This setting aims to maintain a reasonable 
rate of true identifications while controlling the number of false positives. 

 Results: The results, as detailed in the appendix, show that this threshold offers a balanced trade-off, making it a potentially viable option for contexts where 
both identifying cases and maintaining precision are important. 

TABLE B3 

Classifier Accuracy Precision Recall 
F1-

Score 

AUC-

ROC 

Running Time 

(s) 

Confusion 

Matrix 

0 
Logistic 
Regression 

0.849922 0.359338 0.896226 0.512994 0.954829 0.263994 [[14824, 2710], [176, 1520]] 

1 Random Forest 0.927665 0.560878 0.828420 0.668888 0.968033 25.806485 [[16434, 1100], [291, 1405]] 

2 XGBoost 0.954082 0.718431 0.788325 0.751757 0.975445 1.291959 [[17010, 524], [359, 1337]] 

3 Voting Classifier 0.920749 0.531387 0.858491 0.656447 0.970437 25.257277 [[16250, 1284], [240, 1456]] 
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Abstract—Sound classification is a multifaceted task that 

necessitates the gathering and processing of vast quantities of data, 

as well as the construction of machine learning models that can 

accurately distinguish between various sounds. In our project, we 

implemented a novel methodology for classifying both musical 

instruments and environmental sounds, utilizing convolutional 

and recurrent neural networks. We used the Mel Frequency 

Cepstral Coefficient (MFCC) method to extract features from 

audio, which emulates the human auditory system and produces 

highly distinct features. Knowing how important data processing 

is, we implemented distinctive approaches, including a range of 

data augmentation and cleaning techniques, to achieve an 

optimized solution. The outcomes were noteworthy, as both the 

convolutional and recurrent neural network models achieved a 

commendable level of accuracy. As machine learning and deep 

learning continue to revolutionize image classification, it is high 

time to explore the development of adaptable models for audio 

classification. Despite the challenges associated with a small 

dataset, we successfully crafted our models using convolutional 

and recurrent neural networks. Overall, our strategy for sound 

classification bears significant implications for diverse domains, 

encompassing speech recognition, music production, and 

healthcare. We hold the belief that with further research and 

progress, our work can pave the way for breakthroughs in audio 

data classification and analysis. 

Keywords—Deep learning (artificial intelligence); data 

augmentation; audio segmentation; signal processing; frame 

blocking; fast fourier transform; discrete cosine transform; feature 

extraction; MFCC; CNN; RNN 

I. INTRODUCTION 

Deep learning techniques have enabled the classification of 
audio, which has numerous practical applications. This 
technology can be used to recommend music, categorize 
various musical instruments, recognize music genres, organize 
music collections, develop streaming services, differentiate 
between male and female speech, distinguish between different 
languages or accents, build speech recognition systems, and 
analyze audio recordings from surveillance equipment to detect 
sounds indicating a threat or emergency. Consequently, deep 
learning-based audio classification has become an essential tool 
that can be employed in diverse contexts to analyze and classify 
audio data. 

Lately, there has been a notable surge in the utilization of 
Digital Signal Processing (DSP) for musical instrument 
processing and speech analysis. In addition, there is an 
increasing demand for online access to music data on the 
internet, and this has led to a rise in computational tools for 
development such as summarization, analysis, classification, 
and indexing. Music Information Retrieval (MIR) provides 
solutions for music-related tasks, including the subtask of 
sound classification of musical instruments, which involves 
identifying different musical instruments [1]. MIR is also used 
for a variety of applications, including beat tracking, beat 
recognition and separation, automatic music transcription, and 
polyphonic audio processing [2]. 

Instrumental music frequently contains insightful 
information regarding current events. Although automatic 
sound processing is thought to be the state of the art, robots are 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

38 | P a g e  

www.ijacsa.thesai.org 

still far behind humans in their ability to perceive and 
distinguish between wide varieties of sound events. More 
research is needed today to create a dependable system that can 
accurately identify a wide spectrum of audio, including 
different musical instruments [3]. 

Generally speaking, there are three sub-categories of audio 
classification tasks: music classification, acoustic scene 
classification, and speech recognition (acoustic model). Each of 
these activities includes various signal qualities, which causes 
changes in the audio data input aspects. Recent significant deep 
learning breakthroughs have made it possible to build a single 
audio or musical instrument model that is adaptable enough to 
handle diverse cross-domain tasks. The potential of a CRNN 
(Convolutional Recurrent Neural Network) model was 
harnessed by Adavanne et al. [4] for the detection of sound 
events, the classification of auditory birds [5], and the 
recognition of musical emotion [6]. The selection of parameters 
for representing time-frequency as input has a substantial 
impact on the efficacy of audio classification models for 
various tasks, according to recent breakthroughs in the field. 
Unfortunately, a large number of existing models use non-
optimal filter bank size and type, time-frequency magnitude 
compression, and resolution. Particularly concerning the choice 
of 2D or 1D convolutional layers and the shape of the filter, 
these decisions have a significant impact on the model's 
architecture [7]. Waveform-based models, which directly 
handle unaltered input signals, offer an inventive way to get 

around these problems. Regarding the aforementioned 
problems, this strategy has promise. Notably, Schrauwen and 
Dieleman [8] recently showed the effectiveness of CNN models 
using raw waveforms as input for automatically tagging music, 
opening up new potential for enhancing audio categorization 
performance. This approach helps overcome the limitations of 
traditional audio classification methods by allowing the model 
to learn directly from the raw audio signals. Consequently, 
waveform-based models have the potential to significantly 
improve the accuracy and efficiency of audio classification in a 
wide range of applications. 

Most of the previous research in music information retrieval 
(MIR) has focused on monophonic music [9], while this 
approach predominantly utilizes monophonic data for 
instrument classification. For speech identification, Sainath et 
al. [10] employed a convolutional long short-term memory 
deep neural network (CLDNN), whereas Dai et al. [11] used a 
deep convolutional neural network (DCNN) with residual 
connections to identify environmental sounds. The majority of 
the investigations employed frame-level filters with carefully 
designed first convolutional layers made up of extensive 
samples. 

The method for extracting musical instrument features and 
categorizing instrumental audio in our study is based on these 
attributes. Fig. 1 shows the block diagram describing the 
procedure in detail for this operation. 

 

Fig. 1. Basics of audio tagging and feature extraction. 

We arranged this paper as follows, in Section I, the 
introduction is given, in Section II, the related work is 
explained, in Section III, the feature extraction techniques are 
described, in Section IV, the dataset is explored, in Section V, 
the pre-processing steps are discussed, in Section VI, the 
model is built and explained, in Section VII, a comprehensive 
analyses of the results are conducted, and in Section VIII, 
conclusion is drawn. 

II. RELATED WORK 

The classification of musical instruments is a topic that is 
actively being researched, and many approaches have been 
suggested by scholars and it is clear from the literature study 
that more research is still needed in this area to get the best 
results with greater precision, especially when working with 
tiny datasets. 

Meinard Müller, Daniel P. W. Ellis, Anssi Klapuri, and Gal 
Richard examined numerous signal processing techniques to 
categorize musical instruments in a notable work [12]. With a 
focus on musical signal processing, this article provides a 
thorough overview of numerous research fields. Among the 
methods investigated, the use of MFCCs (Mel Frequency 
Cepstral Coefficients) in the classification of musical 
instruments attracts a lot of interest and debate. 

In a noteworthy study, Jadhav, P. S. [13] proposed a unique 
method for identifying musical instruments by fusing MFCCs 
with Timbral Associated Descriptors of Audio. They used a 
binary tree, SVM (Support Vector Machine), and k-nearest 
neighbor as part of their feature extraction technique. The 
research demonstrated an insightful investigation into 
improving musical instrument recognition by further 
examining and evaluating the identification accuracy attained 
through various combinations of classification algorithms and 
feature extraction methods. 

D. G. Bhalke, C. B. Rama Rao, and D. S. Bormane [1] 
pioneered the use of FFT (Fractional Fourier Transform) in 
conjunction with MFCCs for categorizing musical instruments 
in a different work that has been discussed in the introduction 
section. They also used temporal traits like assault time, zero-
crossing rates, decay time, and energy to their advantage to 
support their classification strategy. The method for 
calculating the zero-crossing rate, Eq. (1), was introduced in 
the study, offering important insights into the development of 
musical instrument categorization algorithms. 

𝑍𝐶𝑅 =  
1

𝑇
 ∑  | sgn[x(y)] –  sgn[x(y − 1)] |   𝑇−1

0  (1) 
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Here, T denotes the sample in each frame, while x(y) and 
x(y-1) denote the signals of the yth and (y-1) samples, 
respectively. 

The Eq. (2) was utilized to compute the energy of the 
sound sample. 

𝐸𝑛𝑒𝑟𝑔𝑦 =   ∑  (| m(n) |) 𝑇−1
𝑛=0

2  (2) 

The signal of the nth sample is represented by m(n), while 
T signifies the number of samples present in one frame. 

Essid, S., Richard, G., & David, B. suggested that the 
sound samples feature be used for MFCCs [14]. They provided 
more information on how using the derivative of MFCCs over 
time can be used to exploit the Delta MFCC capabilities. The 
SVM technique was used to classify data. Spectral 
characteristics such as spectral centroid and spectral breadth 
were used. One mapping vs one SVM was used to train the 
data. M. Erdal Ozbek, Nalan Ozkurt, and F. Acar Savaci [15] 
classified musical instruments using wavelet decomposition 
up to the first three stages and wavelet ridges (Fig. 2). By using 
this method, three precise coefficients and one estimated 
coefficient are extracted, allowing for accurate classification. 

 

Fig. 2. Three Stages of wavelet decomposition. 

Herein, the signal frame denoted as S, is calculated as the 
sum of the approximate coefficient (A) and the detailed 
coefficients (D) at levels 1 to 3, where D1, D2, and D3 
correspond to the detailed coefficients at each respective level. 

Farbod and Karthikeyan suggested using wavelet-
dependent time scale information to categorize musical 
instruments [16]. In order to obtain the required qualities, they 
continuously took the wavelet transform signal frame and 
extracted features relating to bandwidth and temporal 
fluctuation. 

A support vector machine (SVM) employing Mel-
Frequency Cepstral Coefficients (MFCC) as feature vectors 
was suggested in a prior study for the classification of musical 
genres. While melody is crucial for understanding music data, 
it is not a suitable feature for classification. Music genres are 
strongly correlated with the timbre of music, which 
corresponds to the frequency characteristics of sound signals. 
Therefore, previous studies commonly use MFCC as feature 
vectors for music genre classification [17]. Another study 
combines audio and lyrics features to detect music emotions, 
using a synchronized dataset of chorus audio and lyrics. The 
audio features extracted include dynamics, rhythm, timbre, 
pitch, and tonality, while lyric features include 
psycholinguistic, stylistic, and statistical features. Weighting 
the audio and lyric features using a Naive Bayes probability 
value shows that the audio feature is dominant with an 80% 
weighting ratio [18]. 

The application of these diverse feature extraction 
techniques is evident in numerous research papers. An article 
discusses how cardiovascular diseases are a major cause of 
deaths worldwide and identifies the importance of detecting 
heart disease at an early stage. The article presents an approach 
for classifying heart audio samples using deep learning 
techniques and compares the results of various machine 
learning algorithms. The approach involves implementing 
existing segmentation techniques and feature engineering in 
the audio domain. The precision values indicate that the 
Hybrid CNN model performed best with a precision of 1 for 
artifact, 0.906 for normal, and 0.859 for murmur categories 
[19]. 

Another study shows that Vehicle classification is a crucial 
task in managing traffic and road infrastructure, with new 
challenges continuously emerging. Through classifier fusion 
techniques, the complementary nature of information has 
previously been used to enhance classifier performance. This 
hasn't been looked at in the context of a multi-modal 
categorization system that uses only neural networks. To 
increase performance, this study suggests a complementarity-
based multi-modal vehicle categorization system. The system 
uses sets of Mel Frequency Cepstral Coefficients (MFCC) as 
the feature vectors for the audio modality to perform vehicle 
classification with two distinct modalities using Convolutional 
Neural Network (CNN) classifiers. At the decision level, the 
predictions from the base classifiers are combined to provide 
a final prediction, increasing accuracy. The study finds that in 
a fully neural network-based multi-modal system, decision-
level fusion is an efficient method for enhancing vehicle 
classification accuracy [20]. 

III. MFCC FEATURE EXTRACTION 

Generally, Automated Speech Recognition (ASR) systems 
require feature extraction from speech signals that are non-
stationary in nature [21]. Feature extraction becomes difficult 
due to speech variability constraints such as differences 
between speakers, intonation, and changes in speech 
production. A good feature extraction technique should 
identify specific linguistic properties and discard irrelevant 
information such as background noise and emotion. 
Commonly used feature extraction techniques include Mel 
Frequency Cepstral Coefficients (MFCC), Linear Predictive 
Coefficients (LPC), Perceptual Linear Predictive (PLP) 
Coefficients, Discrete Wavelet Transform (DWT), and 
Principal Component Analysis (PCA). 

Our study aims to demonstrate the process of sound feature 
extraction using the MFC technique, which is currently 
popular. The vocal tract's shape, including the shape of the 
tongue and teeth, filters spoken sounds and defines the sound 
made. Accurately determining the shape provides an accurate 
phoneme representation, which is reflected in the short-time 
power spectrum's envelope. MFCCs precisely represent this 
envelope. To classify instrumental music, identifying various 
audio signal components and eliminating background noise or 
dead space is the initial step. 

The use of Mel Frequency Cepstral Coefficients (MFCCs) 
for audio feature extraction in various recognition applications 
has become commonplace in the present day. Because of their 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

40 | P a g e  

www.ijacsa.thesai.org 

effective classification accuracy in a clean environment, 
MFCCs have been around since Davis and Mermelstein first 
introduced them in the 1980s [22]. Fig. 3 shows the steps 

involved in the MFCC feature extraction approach, which has 
recently gained in popularity [23]. 

 

Fig. 3. MFCCs block diagram. 

So, to extract features from a signal, it is common to 
partition it into short frames, estimate the power spectrum for 
each frame using periodogram analysis, apply a mel filterbank 
to the power spectra and calculate the energy within each filter, 
compute the logarithm of the filterbank energies, apply the 
discrete cosine transform (DCT) to the logarithmic energies, 
and then keep only the DCT coefficients while discarding the 
rest. 

Further processing steps may include appending the frame 
energy and delta and delta-delta features to the feature vectors, 
as well as filtering the final features. Fig. 3 illustrates these 
proposed steps. 

When implementing feature extraction, MFCCs are often 
preferred over other techniques due to their relative simplicity 
and robustness across various conditions [24]. MFCCs are 
designed to mimic the human auditory system. Steps of 
MFCCs (Fig. 3) are described below: 

1) Pre-emphasis: To optimize an audio signal for 

subsequent processing, it is standard practice to apply a pre-

emphasis filter. The purpose of this filter is to boost the energy 

levels of the higher frequencies, thereby emphasizing them in 

the overall signal. 

Through the use of a first-order infinite impulse response 
(FIR) filter, pre-emphasis filtering can be carried out by 
conducting spectral flattening [25], [26]. The FIR filter used 
in this stage of the process is specifically represented by Eq.  
(3). 

𝐻(𝑧) = 1 − 𝑎𝑧−1,     0.9 ≤ 𝑎 ≤ 1.0   (3) 

By applying this filter, the audio signal's energy 
distribution is altered, with the higher frequency components 
becoming more prominent. This can help improve the signal-
to-noise ratio and enhance overall signal quality, making it 
easier to extract useful information from the audio data. 

2) Frame blocking: When analyzing time-varying signals 

like audio, it is vital to balance the need for signal accuracy 

with the practicalities of signal processing. This is particularly 

true when it comes to frame blocking, the process of dividing 

a signal into smaller segments, or frames, to facilitate analysis. 

If the signal is too long, its properties may be altered, while 

too-short frames can compromise the resolution of narrow-

band components. To achieve an optimal balance between 

these considerations, audio signals are typically divided into 

frames of 20-30 milliseconds, with adjacent frames separated 

by M samples (where M<N). M is frequently set to 100, and 

N to 256. 

For the analysis of time-varying signals whose 
characteristics are fixed over short time intervals, framing is 
needed. By segmenting the signal into smaller frames, spectral 
analysis can be conducted on individual segments, enabling a 
more precise analysis of the signal's characteristics. 

3) Windowing: After dividing the audio signal into 

frames, the next step is to apply a window function to each 

frame. The Hamming window, which is provided by the 

equation, is a frequent option for this: 

      𝑤(𝑛) = 0.54 − 0.46 cos ( 
2𝜋𝑛

𝑁−1
 )      (4) 

In this case, 'n' varies from 0 to N-1, with 'N' being the 
window length, pertaining to audio signals sampled at 16 kHz, 
a standard frame length of 25 ms is used, which translates to a 
frame length of 400 samples. The frame step is typically set to 
10 ms (or 160 samples), which allows for overlapping between 
adjacent frames. The first frame starts at sample 0, followed 
by the next frame starting at sample 160, and so on until the 
end of the signal. In cases where the audio file cannot be 
evenly divided into frames, zero padding is used to make up 
the difference. 

Fredric J. Harris [27] compares the various sorts of 
windows that are accessible in detail. Fig. 4 displays the 
Hamming window function's resulting plot (with 200 
samples). 
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Fig. 4. Hamming window. 

4) FFT (Fast Fourier Transform): The Fourier transform 

changes a signal's time domain to its frequency domain, can 

be used to show a spectrum on a computer screen. A spectrum 

essentially depicts the frequency domain manifestation of the 

time-domain signal of an audio input [28]. 

Using mathematics, the discrete Fourier transform (DFT) 
converts a constrained sequence of uniformly spaced function 
samples into a sequence of equally spaced samples of the 
discrete-time Fourier transform (DTFT), which is a complex-
valued function of frequency. The DFT can be written as [29], 
which transforms a sequence of N complex numbers into 
another sequence of complex numbers. 

x̂(k) = ∑ x(n)𝑒−2𝜋𝑖𝑘𝑛/𝑁 
𝑁−1

𝑛=0

 

for k =0,1,…., N – 1    (5) 

Since DFT operates on a limited amount of data, it can be 
executed on computer devices using numerical algorithms or 
specialized hardware [30]. The effective Fast Fourier 
Transform (FFT) techniques are frequently used in these tasks. 
The terms "FFT" and "DFT" are frequently used 
interchangeably. The abbreviation "FFT" may have also been 
used to refer to the ambiguous word "Finite Fourier 
Transform" before its present use [31] [32]. 

Since the mathematical procedure known as the Fast 
Fourier Transform (FFT) allows for the transfer of signals 
from the time domain to the frequency domain, by applying 
the FFT to each frame, we can obtain the magnitude frequency 
of the signal. Thus, the output of the FFT process results in 
either a Periodogram or a Spectrum, as stated in reference [33]. 
So, this process is critical in signal processing and provides 
valuable insights into the characteristics of the signal. 

Fig. 5 describes the application of FFT on saxophone 
signals, enabling the conversion of frequency information into 
a magnitude-based domain. 

5) Triangular bandpass filter: A bandpass filter is an 

electronic filter that permits only a specific range of 

frequencies to pass through while suppressing or obstructing 

frequencies outside that range. It is engineered to transmit 

signals within a designated bandwidth while impeding signals 

that are beyond it. Bandpass filters are frequently employed in 

a wide range of applications such as audio processing, medical 

equipment, and wireless communication systems [34] [35]. 

These filters can be constructed using different methods, 

including passive RC filters, active filters, and digital filters. 

The center frequency, bandwidth, and quality factor are crucial 

design parameters that govern the filter's selectivity, gain, and 

noise performance. 

To obtain a smooth magnitude spectrum for our research, 
which significantly shrunk the feature size, we used 20 triangle 
bandpass filters. We need to note that Hertz is represented by 
f in this context. The linear scale frequency is converted to Mel 
scale frequency using Eq. (6), which is defined as, 

Mel(f) = 2595 log10 (1 + 
𝑓

700
)  (6) 

Spectral envelop extraction is achieved by utilizing 
triangular bandpass filters, as described in reference [36]. Mel 
frequency filters are constructed using triangular bandpass 
filters that are dispersed unevenly along the Mel frequency 
axis. In other words, the low-frequency axis has a higher 
density of filters, whereas the high-frequency area has a lower 
density of filters. References [37] and [38] are used to support 
this, which is shown in Fig. 6 (for 26 filters). 

     

Fig. 5. FFT transformation. 

FFT 
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Fig. 6. Filter bank. 

In order to create a filter bank, Eq. (6) is employed, which 
is visible in Fig. 6. The equation is defined as follows: 

𝐻𝑚(𝑘) =

{
 
 

 
 

0                    𝑘 < 𝑓(𝑚 − 1)
𝑘−𝑓(𝑚−1)

𝑓(𝑚)−𝑓(𝑚−1)
        𝑓(𝑚 − 1) ≤ 𝑘 ≤ 𝑓(𝑚)   

𝑓(𝑚+1)−𝑘

𝑓(𝑚+1)−𝑓(𝑚)
       𝑓(𝑚) ≤ 𝑘 ≤ 𝑓(𝑚 + 1) 

0                                   𝑘 > 𝑓(𝑚 + 1)

                  (7) 

In this case, the letters "M" stand for the total number of 
filters used (26 in Fig. 6), while the letters "f()" stand for a list 
of M+2 Mel-spaced frequencies. The plots of the 26 filters 
cross over, each filter bank having a different pattern. The first 
filter starts at the first point, peaks at the second point, and then 
resets to zero at the third. The continuation of this pattern for 
succeeding filter banks results in an orderly evolution that 
improves the accuracy and thoroughness of our study. 

Overall, a significant step in lowering feature size and 
obtaining spectral envelop extraction is the use of Mel 
frequency filters and triangular bandpass filters. These filters 
work by applying a non-uniform distribution along the Mel 
frequency axis, so more filters are found in the low-frequency 
zone and fewer in the high-frequency region. A filter bank that 
can be utilized for several purposes can be made using this 
process. 

6) The filter's energy logarithm: The logarithm of filter 

energy is a commonly employed technique in audio 

classification, which entails computing the energy of an audio 

signal in particular frequency bands, followed by taking the 

logarithm of those energies. 

This approach generally reduces the dimensionality of the 
feature space by transforming the raw energy values into 
logarithmic values, which are less sensitive to small 
fluctuations in signal amplitude. This is crucial since audio 
signals can exhibit a wide range of amplitudes, and the 
logarithmic transformation helps to normalize energy values 
across different signals. Moreover, the logarithm of filter 
energy can capture both high- and low-energy components of 
a signal, rendering it valuable for classification tasks such as 
music genre classification or speech recognition. The 
technique enables the extraction of pertinent features from an 
audio signal, such as energy distribution across different 
frequency bands, which can differentiate between various 
audio signals. 

Our study uses Eq. (8) to calculate log-energy by adding 
the filtered components from each filter. This process offers 
insightful information about the data. 

𝑆(𝑚) =  log10[∑   |𝑋(𝑘)|2𝑁−1
𝐾=0 . 𝐻𝑚(𝑘)]    0 ≤ 𝑚 ≤ 𝑀 (8) 

We determine the log-energy, denoted as S(m), by taking 
the base-10 logarithm of the spectral magnitude weighted sum 
within the filter bank's channel. Specifically, the sum of the 
squared magnitudes of the discrete Fourier transform (DFT) 
coefficients in each frequency bin is multiplied by the 
corresponding filter weights (Hm(k)). This calculation is 
performed for each filter bank channel, resulting in a log-
energy value for each bin per frame of filter. 

Overall, the logarithm of filter energy is a potent tool in 
audio classification, often combined with other techniques 
such as Mel Frequency Cepstral Coefficients (MFCCs) to 
achieve high classification accuracy. Recent studies have 
shown that combining the logarithm of filter energy with deep 
learning approaches can significantly enhance the 
performance of audio classification systems [39] [40] [41]. 

7) DCT (Discrete Cosine Transform): A widely used 

mathematical technique for evaluating and processing various 

sorts of signals, including audio signals, is the discrete cosine 

transform (DCT). In the realm of audio classification, the DCT 

is frequently utilized to alter an audio signal from the time 

domain to the frequency domain, thereby making it possible 

to efficiently analyze and extract essential features. 

The DCT mainly breaks down a signal into a collection of 
cosine functions of differing frequencies, with each function 
having its own amplitude. The output frequency coefficients 
represent the contribution of each frequency component to the 
original signal. These coefficients can then be deployed as 
features for audio classification. 

Several variations of DCT are available, with DCT Type II 
being the most commonly used version, often referred to as the 
"standard" DCT. This version is employed in the widely 
popular audio compression format, MP3. So we can say that 
DCT is an immensely powerful tool for audio analysis and 
classification. By capturing vital frequency information that is 
not immediately evident in the time domain, the DCT greatly 
enhances the accuracy and efficiency of audio classification 
[42] [43]. 

We applied the Discrete Cosine Transform (DCT) to 
transform the Mel frequency domain, which characterizes the 
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logarithmic power spectrum of an audio signal, back into the 
time domain [44]. This crucial step yields Mel Cepstral 
Coefficients as the output. The Mel Frequency Cepstral 
Coefficient (MFCC) was the final preprocessing step, as 
described in a paper [45]. The MFCC version produces a more 
condensed image compared to the Mel filterbank. It achieves 
decorrelation of many energies from the prior energy band 
using the DCT, a compression method utilized for audio and 
image files. By converting higher frequencies to lower 
frequencies, the DCT principle compresses audio and image 
data, allowing different sounds to have distinct visual 
representations. This completes the data preprocessing stage. 

IV. DATASET OVERVIEW 

Our final objective was to increase our model's accuracy, 
even when it was trained on a modestly sized dataset. This was 
accomplished using a portion of the Freesound Dataset Kaggle 
2018 (“FSD Kaggle 2018”) dataset, a considerably larger 
dataset than the one we utilized. The total dataset is many 
gigabytes in size and consists of forty-two audio classes. More 
information about the dataset can be found at [46] [47]. 

We also experimented with a seemingly more extensive 
dataset compared to FSD, namely ESC-50, having a sample 
rate of 44100 KHz and a substantial size of approximately 2 
gigabytes. This dataset encompasses 50 distinct classes and 
comprises a total of 2000 audio files. To further amplify its 
scale, we applied augmentation techniques.  

Upon our rigorous customization of the dataset, we have 
taken the initiative to share it on Kaggle, ensuring it serves as 
a substantial resource for future researchers. The concise FSD-
Kaggle dataset as well as the CSV file can be found at 
https://www.kaggle.com/datasets/jewelmd/subset-of-fsd-
kaggle-2018, while the augmented variant is available at this 
link: https://www.kaggle.com/datasets/jewelmd/augmented-
esc-50-441-khz. 

Through a combination of careful dataset selection and 
model construction, we were able to achieve our target of 
higher accuracy, even with a limited dataset. Our results 
demonstrate the effectiveness of our approach, as well as the 
importance of careful dataset selection and model construction 
in achieving accurate and reliable results. 

A. Contents of Our Dataset 

From the Kaggle competition, we have specifically chosen 
ten diverse classes pertaining to musical instruments where we 
have 300 audio files (30 audio files per class). We will also be 
working with a CSV file that will help us associate the audio 
files' obscure names with the respective musical instrument 
classes. The ten instrument classes we are working with are 
‘Acoustic_guitar’, ‘Bass_drum’, ‘Cello’, ‘Clarinet’, 
‘Double_bass’, ‘Flute’, ‘Hi-hat’, ‘Saxophone’, ‘Snare_drum’, 
and ‘Violin_or_fiddle’. We will employ advanced analytical 
techniques to classify these instruments based on the data we 
have gathered. 

The ESC-50 dataset initially comprised 50 distinct classes, 
40 files per class, total (40 x 50) 2000 audio files. Through 
augmentation, the dataset underwent a sixfold expansion, 
yielding a total of 12000 audio files. Detailed explanations of 
this augmentation process are provided in the dedicated 
Section IV on data augmentation. 

B. Employing Data Augmentation Techniques 

In our endeavors with the ESC-50 dataset, we diligently 
applied data augmentation methods. Given our focus on audio 
data, we navigated through a plethora of techniques tailored 
specifically for enhancing this type of information. Audio data 
augmentation has emerged as a pivotal practice within the 
domain of machine learning, particularly in tasks pertaining to 
audio processing. This practice involves artificially 
amplifying the diversity of a dataset by subjecting original 
audio samples to an array of transformations. The overarching 
objective is to equip machine learning models with the 
capacity to adeptly handle a wider range of real-world 
scenarios. Notably, recent years have seen the advent of 
seminal research papers [48][49][50] that have propelled 
advancements in this domain. Below, we outline the detailed 
steps taken to implement data augmentation on the ESC-50 
dataset in Fig. 7. 

1) Initialization and directory definitions: In the 

initialization phase, necessary packages were imported. 

Following this, paths for both the original and augmented 

dataset directories were established. Then this module verifies 

if the augmented dataset directory already exists; if not, it 

creates it. This step ensures the availability of essential 

directories for seamless data processing. 

 

Fig. 7. Data augmentation steps. 

https://www.kaggle.com/datasets/jewelmd/subset-of-fsd-kaggle-2018
https://www.kaggle.com/datasets/jewelmd/subset-of-fsd-kaggle-2018
https://www.kaggle.com/datasets/jewelmd/augmented-esc-50-441-khz
https://www.kaggle.com/datasets/jewelmd/augmented-esc-50-441-khz
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2) List audio files: This step involves obtaining a list of 

audio files from the designated original dataset directory. 

Parameter definitions 

In this step, key parameters for data augmentation are 
established. These include pitch shift steps, time stretch factors, 
and noise levels, which are essential for modifying the audio 
data. 

Below are the parameters we applied to the audio files, 
visible in Table I. 

TABLE I. AUGMENTATION TYPES AND FACTORS 

Augmentation type 1st factor 2nd factor 

Pitch shift step -2 2 

Time stretch factor 0.8 1.2 

Noise level 0.001 0.01 

3) Iteration over audio files: This step involves a loop that 

iterates through each audio file in the list. For each file, it 

performs two tasks: extracts the class label from the file name 

and loads the audio file. 

4) Data augmentation: In the data augmentation phase, an 

empty list named augmented_audios is initialized to store 

modified versions of the audio. Pitch shifting is applied for each 

specified pitch shift step, and the augmented audio is appended 

to the list. Similarly, time stretching is implemented for 

designated factors, and the altered audio is added to 

augmented_audios. Additionally, background noise is 

introduced by generating random noise and combining it with 

the audio. This augmented audio is then included in the 

augmented_audios list, completing the data augmentation 

process. 

5) Saving augmented files: In this step, each augmented 

audio file from the list augmented_audios undergoes a two-part 

process: first, a unique file name is generated, and then the 

augmented audio is saved to the designated augmented dataset 

directory. This ensures that the augmented versions are 

properly stored for future use. 

We derived six additional files from a single audio 
recording. Initially, the ESC-50 dataset comprised 2000 audio 
files. After implementing data augmentation, this number 
multiplied to 12000 (2000 x 6). This expansion is due to the 
application of three distinct types of data augmentation, each 
with two contributing factors, resulting in a sixfold increase in 
dataset size. 

a) CSV file generation: With the dataset update resulting 

in a total of 12000 audio files, it became imperative to also 

update our CSV file for training purposes. To accomplish this, 

we developed a script that generated a new CSV file containing 

all the newly created file names and their respective categories. 

To implement the proposed approach for audio data 
classification, it is necessary to set up a folder (named 
'wavfiles') to store all the raw audio files and a corresponding 
CSV file is required too. This CSV file should consist of at least 
two columns: one labeled 'filename' containing the names of the 

audio files, and the other labeled 'category' representing their 
respective classes. 

For instance, if we have an audio file named 
'Audio_file_001', it would be associated with the class 'Flute'. 
While the CSV file may contain additional columns like 'take' 
or 'length', our primary focus will be on these two columns. 

V. DATASET PRE-PROCESSING AND CLEANING 

Our whole model, including the pre-processing phases, was 
conducted within a Python environment (version 3.7) before 
beginning the analysis. We carefully incorporated crucial 
libraries like "Python speech features," "Tqdm," "Librosa," and 
other necessary packages to enable a seamless analysis, 
establishing a solid platform for a thorough study of the data. 

We carried out a thorough analysis of the distribution of all 
classes in our audio dataset (Fig. 8), which revealed a 
significant amount of dead space in the audio files. Eliminating 
these duplicate sections will greatly improve the quality and 
effectiveness of our study, producing more reliable and 
significant outcomes. 

To prepare an audio dataset for classification, it is needed to 
remove any dead spots, i.e., the silent parts in the files. This 
process, known as cleaning, ensures that the data is of high 
quality and is free of any unnecessary noise. As depicted in Fig. 
9, after cleaning the dataset and storing it in a separate directory, 
the distribution of classes has undergone a transformation, 
indicating the effectiveness of this approach in enhancing the 
quality of the data. We performed this cleaning process on all 
of our datasets, including FSD, ESC-50, and Augmented ESC-
50. However, in the Figure, only FSD-Kaggle is depicted. 

A. Plotting and Cleaning 

The first step in the procedure was to create a directory 
called "Clean" that would be used to store the cleaned audio 
recordings. We also initialized four dictionaries that were 
crucial to the task at hand: signals, FFT, Filter bank, and 
MFCCs. We chose to use 26 filters, 512 FFT, and a signal rate 
of 16000 for each dictionary. Additionally, with a 25 ms 
window size, we used the short-term Fourier transformation as 
well as an 1103 sample per second sampling frequency. The 
ideal number for our needs was 13, hence the MFCCs were 
programmed to have 13 Cepstral Coefficients. For both 
versions of the ESC-50 dataset, we employed a signal rate of 
44100, as the data versions we utilized were formatted at this 
rate. 

 

Fig. 8. Before cleaning. 
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Fig. 9. After cleaning. 

1) Removing dead spots: To optimize the quality of the 

audio signal, we executed a series of steps to prepare our data 

for effective training. The specific procedures are outlined in 

Table II. 

The process aims to enhance audio data quality for analysis. 
It begins by smoothing amplitude representation with an 
envelope calculation. Sample rates are adjusted for 
compatibility (44100 Hz for ESC-50, 16000 Hz for FSD). A 
mask generated from the envelope function refines the signal, 
followed by filtering for data accuracy. Processed audio files 
are stored in a dedicated "clean" directory for organized 
analysis. 

TABLE II. STEPS TAKEN FOR REMOVING DEAD SPOTS FROM AUDIO FILES 

Steps Description 

1. Calculate Envelope Utilized a window size of 0.1s and a frequency of 1 period/minute to obtain a smooth amplitude representation. 

2. Up/Down-Sampling Adjusted the sample rate to 16000 Hz (for FSD), 44100 Hz (for ESC-50) for compatibility and signal refinement. 

3. Generate Mask Utilized the envelope function to create a mask and applied it at a 0.005 rate after adjusting the sample rate. 

4. Apply Filter Successfully removed redundant or erroneous data using a filter. 

5. Create "clean" Directory Established a directory named "clean" to store processed audio files. 

For greater clarity, a specific example of the 'Flute' is 
presented, illustrating its appearance before being cleaned, 
which exhibited several dead spots. Following the removal of 
these dead spots from the audio file, a visual representation of 
the cleaned Flute can be observed in Fig. 10 and Fig. 11 as it is 
evident that there are a lot of dead spots. 

 

Fig. 10. Before removing dead space. 

 

 

Fig. 11. After removing dead space. 

B. Exploratory Data Analysis (EDA) 

As part of the preprocessing phase, we created an 'eda.py' 
file with the following functionalities: 

This script is designed to conduct a comprehensive analysis 
of the audio dataset. It encompasses tasks such as feature 
extraction, generating visualizations, and potentially deriving 
insights into the characteristics of the audio files. The 
visualizations produced by this script serve as valuable aids for 
informing further analysis or gaining a deeper understanding of 
the dataset before proceeding with more advanced tasks like 
machine learning or signal processing. 

To begin, we imported required libraries including os, tqdm, 
pandas, numpy, and matplotlib. Following that, we established 
several plotting functions to facilitate visual representation and 
analysis. 

Plotting Functions: 

1) Plot_signals(signals): This function takes a dictionary 

of time series signals and plots them in a 2x5 grid, showing the 

waveforms of different audio samples, visible in Figure 12. 

2) Plot_fft(fft): This function takes a dictionary of Fourier 

Transforms and plots them in a 2x5 grid, displaying the 

frequency domain representation of different audio samples, 

visible in Fig. 13. 
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Fig. 12. Time series plot for clean data. 

 

Fig. 13. FFT plot of clean data. 

3) Plot_fbank(fbank): This function takes a dictionary of 

Filter Bank Coefficients and displays them in a 2x5 grid as 

images, showing the distribution of frequency components, 

visible in Fig. 14.

 

Fig. 14. Filter Bank plot of clean data. 

4) Plot_mfccs(mfccs): This function takes a dictionary of 

Mel Frequency Cepstrum Coefficients and displays them in a 

2x5 grid as images, representing the features of audio signals, 

visible in Fig. 15. 

 

Fig. 15. MFCCs plot of clean data. 

We applied these procedures to all three datasets: FSD-
Kaggle, ESC-50, and Augmented ESC-50. However, in this 
demonstration, we are specifically showcasing the plotting for 
the FSD-Kaggle dataset. 

Then we read the CSV file and created a DataFrame (df) to 
store the data. We also set the index of the DataFrame, which is 
likely a unique identifier for each audio file. 
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In the next stage to process the audio files, this script reads 
the WAV file located in the wavfiles/ directory and computes 
the sample rate and the signal. It then calculates the length of 
the audio file in seconds and stores it in the DataFrame under 
the column 'length'.  

So, this script (eda.py) is designed to read and process a 
dataset of audio files, extracting features like signal length, and 
generating visualizations to help analyze the audio data. It 
leverages libraries like Pandas, NumPy, Matplotlib, and others 
for efficient data handling and visualization 

VI. MODEL BUILDING 

A. Model Preparation 

To enhance our model, we focused on managing class 
distribution and balance during training. With a specially 
designed function, we generated the input (X) and target (Y) 
matrices, randomly sampling one-second audio chunks, 

utilizing only a tenth of a second per sample. This data 
transformation enabled accurate prediction of the target 
variable Y, significantly improving our analysis. 

We also paid close attention to the model's properties, 
including its sampling rate, window length, step size, and N 
FFT value. By taking a meticulous approach to model 
preparation, we were able to optimize our neural network's 
performance and accuracy. The procedures for building this 
model were completed by following Seth Adams' guidelines on 
audio classification [51]. So, we developed a separate script 
named 'cfg.py' to handle configuration settings. These settings 
are particularly pertinent to the processing of audio data. Within 
this script, we constructed a class named 'Config' with the 
specific purpose of managing these parameters. The 'Config' 
class not only provides predefined values for certain parameters 
but also allows for tailored adjustments when an instance of the 
class is created. The outlined configurations are detailed below 
in Table III: 

TABLE III. NAME AND VALUE OF THE PARAMETER 

Parameter Property Default Value (customizable) 

mode A string, indicating the mode 'conv' 

nfilt An integer, representing the number of filters 26 

nfeat An integer, specifying the number of features 13 

nfft An integer, representing the size of the Fast Fourier Transform (FFT) 512 

rate An integer, denoting the sample rate 16000 

Due to their customizable nature, we fine-tuned these values 
to align with our specific needs. For instance, we configured the 
mode to 'time' when training our model on RNN and adjusted 
the rate to 44100 Hz for the ESC-50 dataset. We also defined 
the step size here which is one-tenth of the sample rate. We used 
it for processing audio data. 

B. Convolutional Neural Network (CNN) Model 

Audio classification can employ both 1D and 2D 
Convolutional Neural Networks, based on the input's data 
representation type. When the audio's time and frequency 
domains need to be analyzed, a 2D CNN is more appropriate. 
A 2D CNN was used for both ethnicity recognition and gender 
classification tasks in [52] but the feature maps extracted from 
the input images were combined and encoded into a 1D vector 
to facilitate classification. For tasks that involve the temporal 
structure of the audio, a 1D CNN is more suitable. Ultimately, 
the selection of the CNN architecture should be based on the 
audio data's specific characteristics and the classification task 
requirements. 

During this phase of our project, we have successfully 
constructed several Convolutional Neural Network (CNN) 
models. The first step in building this model involved decoding 
the hot encoded Y matrix and converting it back to its original 

class form. We utilized the powerful Numpy Argmax function 
to accomplish this, which allowed us to map the encoded data 
back to its original column with ease. 

The next step involved specifying the input shape for the 
convolutional layer, a critical aspect in ensuring the model's 
efficacy in detecting underlying data features. Key parameters, 
such as batch size, epochs, shuffling (enabled), class weighting 
(utilized Scikit-learn), and the reserved test data proportion, 
were defined. Following this, a sequence of convolutional and 
pooling layers was implemented to compress and stack the data 
over time, effectively reducing the dimensionality of high-
dimensional input spaces. This process enabled the construction 
of a CNN architecture adept at capturing significant data 
features. The specific architecture of CNN models is given 
below in Table IV. 

The ESC-50 CNN model consists of 10 layers, including 
Conv2D layers with varying filter numbers (16, 32, 64, 128) 
and 3x3 kernels with ReLU activation. It also features 
MaxPooling, Dropout (0.5), Flatten, and Dense layers with 128 
and 64 units, each followed by ReLU activation. The output 
layer has 50 units with Softmax activation. The model utilizes 
the Adam optimizer and employs Categorical Crossentropy as 
the loss function. 
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TABLE IV. SEQUENTIAL CNN ARCHITECTURE 

ESC-50 – CNN model Augmented ESC-50 – CNN model 

Number of Layers: 10 Number of Layers: 15 

Layer Types and Details:  

   - Conv2D (16 filters), (3x3), ReLU  

   - Conv2D (32 filters), (3x3), ReLU  

   - Conv2D (64 filters), (3x3), ReLU  
   - Conv2D (128 filters), (3x3), ReLU  

   - MaxPool2D 

   - Dropout (0.5)  
   - Flatten  

   - Dense (128 units), ReLU  

   - Dense (64 units), ReLU  
   - Output Dense (50 units), Softmax 

Layer Types and Details:  

   - Conv2D (128 filters), (3x3), ReLU  

   - Batch Normalization  

   - MaxPool2D  
   - Conv2D (256 filters), (3x3), ReLU  

   - Batch Normalization  

   - MaxPool2D  
   - Conv2D (512 filters), (3x3), ReLU  

   - Batch Normalization  

   - MaxPool2D  
   - Flatten  

   - Dense (1024 units), ReLU  

   - Dropout (0.5)  
   - Dense (512 units), ReLU  

   - Dropout (0.5)  

   - Output Dense (50 units), Softmax   

Optimizer: Adam Optimizer: Adam (Learning Rate: 1e-3) 

Loss Function: Categorical Crossentropy Loss Function: Categorical Crossentropy 

 Additional Techniques: 

- Learning Rate Scheduling 

- Early Stopping 

The Augmented ESC-50 CNN model has 15 layers, 
featuring Conv2D layers with varying filters, Batch 
Normalization, MaxPooling, Flatten, Dense layers, and 
Dropout for regularization. The output layer has 50 units with 
Softmax activation. The model uses the Adam optimizer (LR: 
1e-3) and Categorical Crossentropy as the loss function. 
Additional techniques include Learning Rate Scheduling and 
Early Stopping. 

Here are two CNN models designed for the ESC-50 and 
augmented ESC-50 datasets. The model used for the FSD-
Kaggle dataset (with 10 classes) mirrors that of ESC-50, with 
the only difference being the last dense layer which has 10 
units. We implemented various supplementary techniques as 
outlined below. 

1) Learning rate scheduling: Learning Rate Scheduling 

dynamically adjusts the learning rate during training. We 

implemented a custom schedule using a function, 

lr_schedule(epoch), which scales the rate based on epoch 

thresholds (e.g., 10, 20, 30, 40). 

2) Early stopping: Early Stopping prevents overfitting by 

monitoring validation loss and stopping training after a set 

number of epochs with no improvement (patience=10). Using 

restore_best_weights = True ensures the model retains the best 

state. 

3) Batch normalization: Batch Normalization stabilizes 

training, speeds up convergence, and reduces overfitting by 

normalizing activations within each layer. This leads to better 

generalization and enables the use of higher learning rates, 

ultimately enhancing the model's performance. 

C. RNN (Recurrent Neural Network) Model 

In our ongoing efforts to optimize machine learning 
algorithms, we developed RNN models to complement our 
existing CNN architecture. Unlike CNNs, RNNs employ 
LSTM (Long Short-Term Memory) units, which excel in 
processing sequential data due to their long-term memory 
capabilities. Our RNN model demonstrated exceptional 
proficiency in learning from such data. Our rigorous training 
and testing procedures guaranteed that the model would exhibit 
accuracy and adaptability to new datasets. More detailed 
descriptions of our RNN model can be found in the Table V: 

The FSD-Kaggle RNN model (10 classes) comprises nine 
layers, including two LSTM layers with 128 units each. It 
incorporates a Dropout layer (rate: 0.5) for regularization, 
followed by TimeDistributed Dense layers with varying units 
(64, 32, 16, and 8) and ReLU activation. The model concludes 
with a Flatten layer and a Dense layer (10 units, softmax 
activation), tailored for multi-class classification. It is 
optimized using Adam with Categorical Crossentropy loss, 
suiting the classification task's requirements. 

The RNN model for ESC-50 and Augmented ESC-50 
datasets consists of 13 layers. It includes LSTM units, Batch 
Normalization, and Dropout layers. TimeDistributed Dense 
layers with ReLU activation are utilized, followed by Flatten 
and a final Dense layer for multi-class classification. The model 
uses Adam optimizer (LR: 0.001) and employs Categorical 
Crossentropy as the loss function. Additional techniques like 
Learning Rate Scheduling and Early Stopping are implemented 
for improved training performance and prevention of 
overfitting. 
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TABLE V. SEQUENTIAL RNN ARCHITECTURE 

FSD-Kaggle(10 classes) – RNN model ESC-50 & Augmented ESC-50 – RNN model 

Number of Layers: 9 Number of Layers: 13 

Layer Types and Details:  

- LSTM (128 units), return_sequences=True,     input_shape=input_shape 

 - LSTM (128 units), return_sequences=True 

 - Dropout (0.5) 

 - TimeDistributed(Dense(64, activation='relu')) 

 - TimeDistributed(Dense(32, activation='relu')) 

 - TimeDistributed(Dense(16, activation='relu')) 

 - TimeDistributed(Dense(8, activation='relu')) 

 - Flatten 

 - Dense (10 units, softmax) 

Layer Types and Details:  

- LSTM (256 units), return_sequences=True, input_shape=input_shape 

 - Batch Normalization 

 - Dropout (0.3)  or [0.2 for augmented] 

 - LSTM (256 units), return_sequences=True 

 - Batch Normalization 

 - Dropout (0.3) 

 - TimeDistributed(Dense(128, activation='relu')) 

 - Batch Normalization 

 - TimeDistributed(Dense(64, activation='relu')) 

 - Batch Normalization 

 - TimeDistributed(Dense(32, activation='relu')) 

 - Flatten 

 - Dense (50 units, softmax) 

Optimizer: Adam   Optimizer: Adam (Learning Rate: 0.001) 

Loss Function: Categorical Crossentropy Loss Function: Categorical Crossentropy 

 Additional Techniques: 

- Learning Rate Scheduling 

- Early Stopping 

ESC-50 and augmented ESC-50 models were similar, with 
dropout rates of 0.3 and 0.2 respectively. Additional techniques 
were applied with adjusted rates compared to the CNN model. 
Here, Learning Rate Scheduling is implemented with an initial 
constant rate for the first 10 epochs, followed by an exponential 
decrease. Early Stopping is employed to halt training if no 
improvement is detected over six consecutive epochs. 

D. Comparison of ModeTraining Parameters 

For all models, the class weight is consistently set to 
'Balanced'. Monitors are configured as 'val_acc' and 
'val_accuracy' in 'max' mode, while both 'save_best_only' and 
'save_weights_only' are uniformly set to 'True'. The main 
distinguishing factors emerge in the number of epochs, the 
allocation for validation split, and the incorporation of class 
weights alongside a learning rate scheduler, visible in Table VI. 

TABLE VI. COMPARISON OF TRAINING CONFIGURATIONS 

Parameter FSD-Kaggle ESC-50 Augmented ESC-50 

CNN RNN CNN RNN CNN RNN 

Period 1 1 1 1 1 1 

Batch Size 32 32 32 32 32 32 

Shuffle True True True True True True 

Validation Split 0.1 0.1 0.2 0.2 0.2 0.2 

Epochs 15 15 100 30 50 30 

Learning Rate Scheduler No No No Yes Yes Yes 

Early Stopping No No No Yes Yes Yes 

Total Files 300 2000 12000 

VII. ANALYSES OF RESULTS 

Within this section, we will assess the performance of 
multiple deep learning models, including Convolutional Neural 
Networks (CNN) and Recurrent Neural Networks (RNN). The 
CNN models harnessed convolutional and pooling layers to 
effectively capture underlying data features, resulting in 

impressive accuracy rates within relatively short training 
periods. On the other hand, RNN models, employing LSTM 
units for sequential data processing, required more time to train 
due to their computational complexity. After training across 
various epochs for each respective model, we achieved good 
accuracy levels. A comparative table (Table VII) detailing the 
performance of these diverse models is provided below. 

TABLE VII. COMPARATIVE TABLE DETAILING THE PERFORMANCE OF THESE DIVERSE MODELS 

Model Architecture Accuracy (%) Loss (%) 

Train Test Train Test 

FSD-Kaggle 

(small dataset) 

CNN 96.26 96.52 10.03 9.99 

RNN 87.84 87.88 33.60 34.55 

ESC-50 CNN 86.33 88.47 45.02 40.86 

RNN 92.86 92.89 22.70 27.38 

Augmented ESC-50 CNN 71.25 76.20 104.41 84.84 

RNN 77.29 79.18 80.90 73.23 
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In our study, we observe that for smaller datasets, CNNs 
outperform RNNs. As dataset size increases, RNNs prove 
superior in learning underlying features. CNNs efficiently 
capture important data features but may struggle with 
sequential data. Conversely, RNNs, with LSTM units, excel in 
processing sequences, but at a higher computational cost and 
time investment compared to CNNs. 

We also observed a performance decrease after applying 
data augmentation, possibly due to factors like over-
augmentation and model sensitivity. Fine-tuning augmentation 
parameters and exploring alternative techniques may mitigate 
this. Future research could delve into optimizing augmentation 
strategies and model configurations for improved performance. 
In addition, the augmented RNN's accuracy of 79.18% implies 
a potential for increased robustness in real-world scenarios, 
given its training on a dataset comprising 12,000 audio files. 

A. Result Visualization and Analysis 

This step involves visualizing the model's performance 
metrics, such as accuracy and loss, over the training process. 
By plotting these metrics, it provides a clear overview of how 
well the model is learning from the data. These visualizations 
help in understanding the effectiveness and progress of the 
training process. 

1) FSD-kaggle dataset: A peek at the accuracy and loss 

curves reveals good convergence for both CNN and RNN 

models after running for 15 epochs. So, we got higher accuracy 

and lower loss (given in Table VII). We achieved around 

96.52% and 87.88% accuracy during testing on the FSD-

Kaggle dataset for CNN and RNN models respectively. On the 

other hand, we had a very lower loss too for both architectures. 

However, on the FSD-Kaggle dataset, the performance of CNN 

model was better than RNN model during training and testing 

on dataset. The visualizations are shown in Figures 16 through 

19. 

2) ESC-50 dataset: After running 100 epochs for the ESC-

50 dataset on the CNN model and 50 epochs on the RNN model, 

we got 88.47% and 92.89% accuracy on a testing dataset of the 

CNN and RNN model respectively (given in Table VII). So, 

here the RNN model outperforms the CNN model. We can see 

from the graphs that there is a bit of instability at the initial 

phase of training for the ESC-50 RNN model but after running 

for 25 epochs it seems to be stable. The visualizations are 

shown in Fig. 20 through Fig. 23. 

 

Fig. 16. Accuracy vs. epoch for FSD-Kaggle CNN model. 

 

Fig. 17. Loss vs. epoch for FSD-Kaggle CNN model. 

 

Fig. 18. Accuracy vs. epoch for FSD-Kaggle RNN model. 

 

Fig. 19. Loss vs. epoch for FSD-Kaggle RNN model. 

 

Fig. 20. Accuracy vs. epoch for ESC-50 CNN model. 

 

Fig. 21. Loss vs. epoch for ESC-50 CNN model. 
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Fig. 22. Accuracy vs. epoch for ESC-50 RNN model. 

 

Fig. 23. Loss vs. epoch for ESC-50 RNN model. 

3) Augmented ESC-50 dataset: From the accuracy and loss 

curves of CNN and RNN models on the Augmented ESC-50 

dataset, it is clear that the RNN model achieved more accuracy 

and lower loss during training. We ran around 50 epochs for 

both of the models and got around 76% and 79% accuracy on 

testing for CNN and RNN models respectively (given in Table 

VII). During training, the RNN model took a bit longer time 

since there were LSTM layers. Probably the reason lies in the 

fact that LSTM cells can store more information over extended 

time periods. From the substantial amount of loss, it can be said 

that the model had difficulties adapting to the augmented 

features generated by the augmented dataset. This also suggests 

that RNN outperforms CNN on new data. The visualizations 

are shown in Fig. 24 through Fig. 27. 

 

Fig. 24. Accuracy vs epoch for augmented ESC-50 CNN model. 

 

Fig. 25. Loss vs epoch for augmented ESC-50 CNN model. 

 

Fig. 26. Accuracy vs. epoch for augmented ESC-50 RNN model. 

 

Fig. 27. Loss vs. epoch for augmented ESC-50 RNN model. 

So, using different datasets, and testing various models 
based on CNN and RNN architectures, we have come to a 
conclusion where we can say that both CNN and RNN models 
can classify audio but the measurement of accuracy and the 
convergence of the graph curves depend on numerous factors 
including the complexity of the dataset and the ability of the 
model to extract several underlying features. We have also seen 
that for larger datasets RNN model outperformed the CNN 
model. 

VIII. CONCLUSIONS 

This study delves into audio classification using CNN and 
RNN-LSTM models, exploring their performance across 
different dataset sizes. We found that CNNs excel with smaller 
datasets, efficiently capturing key features, while RNN-LSTM 
models better perform with larger datasets, revealing intricate 
underlying patterns. The impact of data augmentation was also 
examined, revealing a nuanced balance between augmentation 
and performance. While augmented models showed improved 
robustness, some experienced a minor accuracy reduction, 
highlighting the need for parameter fine-tuning. Our research 
contributes valuable insights for optimizing audio 
classification, paving the way for applications in diverse real-
world scenarios. Future studies can build upon these findings to 
further refine these models' capabilities. 
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Abstract—Even though automation of travel systems is already 

happening, it's important to know how the introduction of self-

driving cars might change people's transportation habits because 

changes in these choices could have an effect on health as well as 

the long-term viability and efficiency of transportation systems. 

For this study to be useful in Australia, it had to fill in this 

information gap that had been seen. The people who answered 

gave information about their backgrounds, the ways they 

currently travel, the importance they thought certain aspects of 

transportation were, and their feelings about self-driving cars. 

Then, they read a story that had been shaped by the opinions of 

experts and that talked about a future where cars would drive 

themselves. After reading the story, the people who answered 

picked the types of transportation they would most likely use in 

that scenario. They used descriptive studies to look at how 

transport choices have changed and regression models to figure 

out the factors that would be used to predict how transport options 

will change in the future. A lot of people who answered said they 

wanted to use outdoor, shared, and public travel more in the 

future than they do now. Half as many chances were taken to use 

private transport. In general, better public transportation, a 

workable system for active transportation, and fairly cheap 

shared driverless cars were seen as positive changes in how people 

planned to use transportation in the imagined situation. In the 

event that politicians are able to take action to achieve these 

results, the autonomization of transportation is likely to result in 

good changes to society. 

Keywords—Autonomous vehicles; transport choices; 

sustainability; health; physical activity; active transport; shared 

autonomous vehicles; private autonomous vehicles; public transport 

I. INTRODUCTION 

The thought behind the suggested online terrain learning 
method comes from long-term tasks where self-driving robots 
would improve their operational effectiveness while travelling 
through environments they had not seen before. One way to 
find tough terrain, like big rocks, is to use a graphic picture of 
the world that can be seen. These areas of land could be called 

barriers. The NASA Mars Rover Spirit got stuck in soft sand 
and did these things [1]. We use the given method to teach a 
"black box" model to decide if the terrain is suitable for travel 
in a certain setting based on how it looks [2]. We assume that 
some terra-mechanical factors are unknown. We recommend 
that ground models be learned online in small steps [3] as part 
of long-term deployments and research trips [4]. It is possible 
that the link between how the land looks and how easy it can be 
travelled may only work in certain places. You can learn how 
to do traversability evaluation online, and these robots are a 
great way to show how useful it is. This new method is different 
from what has been done before because it considers the 
different ways the robot moves and lets different terrain-gait 
movement cost models be found. The suggested exploration 
method also gives a broad answer [5] that takes into account 
both the learning of the passage cost models and the discovery 
of space. This is an important benefit. 

The suggested method uses geometric models based on a 
grid-based elevation map to find the parts of the world that can't 
be explored [6]. The six-legged walking robot is shown in 
Fig. 1. The robot trains these models by using the experience it 
has gained by walking on surfaces that look like the ones it is 
training on. A type of regressor called Gaussian process (GP) is 
used in the traversal cost models [7]. Based on how the land 
looks, these regressors make guesses about how much it will 
cost to cross. The shape and movement cost models are being 
made in stages During the rollout, each model will keep giving 
you a list of exploration goals that you need to meet in order to 
learn more about and improve the model. The exploration 
strategy is to figure out the order of the travel goals that need to 
be visited for each of the possible goal places. People think that 
this order can help solve the Generalised Travelling Salesman 
Problem (GTSP) [8] in a way that isn't biassed and takes into 
account the "TSP distance cost" [9]. The sixth section, we will 
analyse the advantages and disadvantages of the strategy that 
has been suggested. 

 

Fig. 1. A six-legged walking robot (Forouhar et al., 2021). (B) A possible way to use it. 
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A. Research Challenges: 

The article points out six issues that need to be fixed before 
self-driving robots can be made: 

1) Coming up with ways to make sure robots can work 

safely in busy and complicated places while also modelling 

how robots interact with each other; 

2) New methods for self-directed learning need to be 

thought about in terms of making decisions, then tested and put 

into action; 

3) There is room for improvement in how the fleet is 

managed, the standard of services, and how well the website 

works; 

4) There needs to be a better way to work when the weather 

is bad.  

5) Methods for evaluating safety need to be checked.  

6) Perception and planning need to be closely connected in 

terms of how doubt spreads directly. 

II. RELATED WORK 

For the purpose of effectively implementing delivery robots 
in public settings, it is essential that the delivery robot interacts 
with the environment in a manner that is both effective and 
efficient. [10] say that people and traffic need to be ready to 
deal with the delivery robot when it comes out. In the literature 
review that is being done to find the mental components, two of 
the newest parts are included. 

A. How Well New Travel Ideas Work 

“Performance of new technology is a key measure of the 
amount of success,” say [11]. This performance may include a 
lot of different things. The year 2021 by [12] are having 
problems right now because they need to change to meet their 
current and future needs. If possible, travel innovations should 

be able to work with the way things are now. The surroundings 
may also be changed to fit the new technology in a way that 
makes sense whenever the areas change or when they are built 
from scratch. [13] say that it can be hard to make or set up 
automated systems in public places because it depends on the 
people, the room, and their habits. It's hard to make or use 
automatic tools because of this. [14] Fisher put out a set of rules 
that were meant to help people make automatic apps that can be 
used in towns. The clean and wonderful nature of cities, their 
safety and continuity, the ease of movement, the variety, the 
clarity, and the adaptability of cities are some of the things that 
make up this group. It is very important that people can move 
around freely [13]. These fears should not be ignored now that 
delivery robots are seen in public places. These problems are 
connected to success factors such as change, speed, and 
stability. There isn't a lot of research on how a transport robot 
deals with its surroundings yet. Five things that [10] came up 
with were used to rate how well swarm robots worked. These 
factors were linked to: being able to do it, being useful, being 
acceptable, and being necessary. These things could be used in 
the situation of transport robots working in a traffic area. 
"Feasibility" means that the robot's risks and opportunities are 
real. This means that the delivery robot has to work in a safe 
way when we talk about its performance. In the second factor, 
"manageability," the tasks of the computer that can be easily 
carried out without breaking any rules is what is meant. For 
delivery robots, this might not be seen as breaking any road 
rules, which is what the element compliance is. 

Because of this, the things that matter only happen when the 
robot is moving. They don't change how well the delivery 
service works, like picking up and dropping off goods. The 
papers are used to figure out what makes this work different. 
These factors are turned into markers and can be used for 
evaluation (see Table I). 

TABLE I. MEASUREABLE PERFORMANCE PARAMETERS FROM LITERATURE STUDY 

Source\performance 

factors 
Pace Continuity Deviation Safety 

Compliance (number of 

violated traffic rules ) 

[10] Synchronization 
Functionality of 
individual robots 

robustness 

Reliability, robustness Reliability Reliability, swarm intelligence 

[14] Ease of movement 
Ease of movement, 
adaptability 

Ease of movement  Legislation 

[13] 

Flow of people must 

not be adversely 

affected 

 

Flow of people must 

not be adversely 

affected 

Flow of people 

must not be 

adversely affected 

Flow of people must not be 
adversely affected 

 

B. Social Acceptance of Technology Innovation 

In the context of technology breakthroughs that are applied 
in public spaces, acceptance is an essential component. The 
only way for the innovation to be successful is for people to 
engage with it and embrace it [15]. Therefore, [16] says that an 
idea must first meet the basic requirements for usefulness and 
be seen as useful in order to be accepted. The main focus of this 
study is on the innovation that happens in the transportation 
setting. Because of this, social approval is being looked into. 
People who are not using the road, like walkers or other road 
users, are in this group. 

Most of the time, models of technology acceptance look at 
how well the person who will use the technology can accept it 

[17]. Technology Adoption Model (TAM) is the first and most 
popular one. Davis says that these two things have an effect on 
adoption. The good drive to use technology is linked to these 
things. This is known as a relationship. We accept this model 
based on how it is used. These parts have an effect on people 
because of different rules, how useful they are, and how they 
feel about technology. A lot of different types of people have 
built on TAM in their own fields. People also know about the 
Unified Theory of Acceptance and Use of Technology 
(UTAUT), which is another form of acceptance. It was made in 
[18]. The two things that come from TAM in this case are 
known as success expectation and effort expectation. Part of 
this model is also the thought of social effect. The TAM and 
UTAUT models are more general and can be used in a lot of 
different tech settings. There are two more models that can only 
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be used for automation systems. Things like faith, safety, and 
worry are in these models, which were made to be better than 
the first ones [19, 20]. There are other models that are used to 
study robots. guesses what people will do if they are asked to 
use delivery robots. This plan was made by [21, 22], who 
looked into how people in Germany actually use transportation 
robots. To do this, they used a bigger version of the UTAUT 
model that was already known to work with last-mile transport 
robots. 

Acceptance of sidewalks by people who don't use them is 
also necessary for people to live together peacefully on streets. 
Some things that are connected to use, like useful and social 
contact, look and form, usage, and liberty, may not be important 
to people who don't use the product, according to [22]. The 
concept of Existence Acceptance (EA) was presented by them, 
with the primary emphasis being placed on the acceptance of 
the delivery robot's existence in a passive manner. Among the 
factors that are taken into consideration are the degree of skill, 
curiosity, discomfort, pleasure, as well as the overall recognised 
usefulness for society and the subjective social standards. 

Research conducted on other automated systems, on the 
other hand, offers some unique perspectives. In [23] talked 
about whether or not autonomous driving is acceptable. They 
talk about a two-level category system in their piece. This 
system says that things that are related to items and things that 
are related to themes both happen in a certain situation. It is now 
being thought about how to accept the functional side as part of 
this study on transport robots. This is the reason why style and 
privacy aren't thought about. The "perceived features of the 
technology" and "evaluative attitudes expectations" parts of the 
two-level category system are the only ones that matter in this 
case because of this. You can see that these elements are ease, 
comfort, and excitement, all of which are linked to these traits. 
Getting robots into public places can be based on how useful 
the idea is thought to be, how easy it is thought to share the 
road, and the vehicle's specs. The general usefulness of 
transport robots, how predictable the robot is, and how big the 
robot is all connected factors. The acceptance model literature 
comparison is shown in Table II.

TABLE II. ILLUSTRATES THE ACCEPTANCE MODEL LITERATURE AND ESSENTIAL ELEMENTS 

Source Factors found 

Predictability 

(difference in the 

expected and the 

actual behaviour of 

the robot ) 

Competence 

(functioning of the 

robot) 

Comfort (non-

annoyance caused 

by the robot ) 

Dimension (size 

of the robot) 

Davis(1989) Perceived ease of use  × ×  

Venkatesh et al.(2003) Performance expectancy × × ×  

Ghazizadeh et al.(2012) Compatibility and trust  × ×  

Osswald et al.(2012) Perceived safety × × × × 

Kapser and 

abdelrahman (2020) 
Perceived risk and price sensitivity × × × × 

Abrams et al.(2012) Competence and discomfort × × × × 
 

You can figure out a lot of things that affect how well an 
idea is accepted by reading about technology acceptance 
models and how people use tools. Because of this, the following 
list of important things is made: 

 Predictability refers to the degree to which the robot in 
question behaves differently from what was anticipated 
of it. 

 Ability (the robot's ability to do its functions). 

 Convenience (the absence of discomfort brought on by 
the robot). 

 Size of the robot is referred to as its dimensions. 

C. Conceptual Model 

A survey of the relevant literature formed the basis for the 
elements that pertain to performance and acceptability that were 
discussed in the preceding subsections. A conceptual model is 
developed to illustrate the current linkages between public 
space, robots, and people. These are converted into the final 

product. There is a description of the model in Fig. 2. The 
evaluation process is built on the foundation offered by the 
components that make up the conceptual model. 

With regard to this study, the traffic environment is 
provided, as can be seen in Fig. 2. This environment has an 
impact on the functioning of the robot and also on the social 
acceptability of the robot. The variables that make up the 
performance are the following: pace, continuity, deviation, 
safety, and compliance. The state and the degree of 
roboreadiness are both determined by the combination of both 
dimensions. It is possible for the delivery robot to be effectively 
integrated into the public space if the factors have a value that 
is acceptable and, as a result, guarantee that there is an adequate 
level of the components. 

Table III compares the autonomous transporters in terms of 
the environment in which they operate as well as the speed and 
range they can reach. It is highlighted whether these 

transporters benefit (“🗸”) or not (“X”) from a camera in 
interpreting the environment. 
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Fig. 2. Conceptual model of robo readiness factors. 

TABLE III. COMPARISON OF AUTONOMOUS TRANSPORT SYSTEMS 

Range Environment Speed Camera 

19.2 Km Industrial 5 km/h 🗸 

N/A Warehouse 5 km/h N/A 

N/A Industrial 1.2 m/s N/A 

N/A Industrial 40 m/min 🗸 

12 day Industrial 45 X 

95.0–137.9 cm Industrial/home N/A 🗸 

7 h Hospital 1.0 m/s 🗸 

N/A Hotel N/A 🗸 

1 h Office 1.0 m/s 🗸 

N/A Industrial N/A 🗸 
 

III. METHODOLOGY 

When it comes to fully driverless cars, there is no longer any 
time to play around in the lab. One part of their automation is 
the addition of a new layer: neural intelligence that is 
specifically designed for the systems that the cars are built on. 

The other hand, a big error could happen and not affect the 
system at all in other situations. The great degree of complexity 
that these software systems possess is dictated by the fact that 
they are extremely non-linear. 

In Table IV, some of the things that are linked to self-
driving cars are shown. The things that have been said about 
them so far give us an idea of what they can do. 

As shown in Fig. 8, the incorporation of these newly 
developed characteristics into autonomous vehicles is 
contingent upon a number of transformations in terms of their 
development. 

TABLE IV. AUTONOMOUS CAR CHARACTERISTICS 

Changes Extended objectives 

Energy Low-cost renewable energy 

Emissions No environmental impact at the tailpipe 

Safety Accident free vehicles 

Congestion Congestion free route. Easier parking 

Affordability Vehicles suitable for any type of luggage or purpose 
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Fig. 3. Transposition of traits. 

From 0 to 5, these levels are available. The completely 
autonomous cars that are capable of self-control and 
adaptability in a variety of conditions are included in Level 5, 
which is similar to the capabilities of human drivers. The 
transposition of traits is shown in Fig. 3. 

Chen describes the coalition principle, which is a concept 
that refers to the sharing of data between cars for the purpose of 
receiving the next movements of traffic participants in front of 
the vehicle. Including disaster management, space missions, 
military operations, and as machines that are capable of driving 
themselves among other applications. 

Further research and studies are conducted, it will be 
possible to create automobiles that are superior to those that are 
already available. In conclusion, the creation of algorithms that 
are executed on high-performance processors, such to those that 
Tesla has developed, is strongly tied to the future of 
autonomous cars. Specifically, the deadly accident that 
occurred on May 7, 2016, is a moment that demonstrates the 
greater attention that is being paid to the perceptions of these 
sensors. 

Planning may be hindered by some factors, such as the 
presence of noise or uncertainty. In order to develop the 
approach that we prepare as well as the strategy of the far 
horizon, it is necessary to eliminate the hazards that are 
involved. 

Despite this, the limits that are now in place in cities are a 
significant barrier to the marketing and implementation of these 

autonomous vehicles. The following is a list of the qualities that 
make it difficult to advocate for the marketing of various kinds 
of automobiles: 

It has been difficult to implement them since there is no 
high-level testing technique or theory available. New 
technologies need the revision and establishment of regulations 
that are relevant to autonomous driving. These laws need to be 
explicit and transparent. 

The communication method between cars is currently 
highly unstable and restricted, with a vast sequence of activities 
that are not protected being employed in the communication 
process. As the speed of the vehicle increases, the system 
becomes more inadequate in terms of the outcomes that are 
recognised. Another issue that arises is the misunderstanding 
that occurs between the robot and the driver of the vehicle. This 
occurs because the robot misinterprets the participation of the 
traffic participants. Table III provides a comparison of the 
likelihood of success for one of the autonomous cars that have 
been examined. 

The Scopus database between the years 1970 and 2022. In 
terms of the amount of papers, the field of self-driving cars took 
its first big step forward after 2003. Fig. 4 shows the details of 
literature. 

As you can see in Fig. 5, this list is based on the ten places 
where the articles about the self-driving cars have been seen 
about the most. Italy came in third place, despite having 87 less 
publications than Japan. 
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Fig. 4. Autonomous vehicle scientific literature volume trend. 

 

Fig. 5. Country categorization of autonomous vehicle scientific interest. 

IV. DISCUSSION 

We've discussed in depth about this paper how the 
production line's material supply works, which is currently 
done by machines. This makes managing the company's 
production ability very hard and leads to a lot of confusion, 
mistakes, and issues. As a result, we talk about two different 
ways to automate this process in the paper. One idea for 
controlling the flow of materials along the production line is to 
use a mobile robot that can move around on its own, has two 
charge stations, and can move 202 boxes per hour. The second 
plan also calls for the use of a mobile robot that can move 
around on its own to feed the production line and pick up empty 
boxes. This robot would have four charging stations, though. 

After looking at the processes that were looked at and the 
different ways that they could be used—humans, traditional 
handling technology, or the robot E10—it is possible to figure 
out how much the proposed solution would save the company 
in terms of time, money, and efficiency. 

The first choice was to send an employee and some handling 
gear, which included a truck and a delivery rig. After giving a 
detailed account of the supply process from the warehouse to 
the production line and back, we calculated the employee's 
work time to see how long it would take them to complete this 
process in order to meet the production line's need for eight 
pallets per hour. Based on the maths, it was found that it would 
take one worker about 50 minutes to complete the task, which 
means that person would not be able to meet the production 
line's demand of eight boxes per hour. Because of this, the 
business would need to send up to two workers and two tractor-
trailers with two transport rigs per shift. The company would 
need to send up to eight workers to this process because it works 
on four shifts. Since the average speed of the cleaner and 
transport platforms is 4.5 km/h, the current state of 
automatically protected transfer of goods to the production line 
is not good enough. Other ways of handling tools need to be 
found. We did a lot of research and found that the worker who 
pulls the full pallets takes a 504-meter-long blue route to the 
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production line and a 321-meter-long red route with empty 
pallets. In a four-shift production facility, Table I shows what 
each worker does in more detail. Putting eight people to work 
for the company would cost about EUR 120,000 a year, and 
buying two tractors and eight transport frames would cost 
another EUR 12,000. The business also expects care costs of 
about EUR 6,000 per year. The first choice would cost the 
business a total of EUR 246,000. This choice seems to be less 
effective, more expensive, and less customisable. One problem 
is that it would be hard to meet the production line's 
requirement to deliver eight boxes per hour if employees got 
sick, took time off or were absent in some other way. It would 
also be hard to get the needed number of boxes to the 
production line if a truck or delivery unit broke down, which 
would slow down production. 

The second choice is to use mobile robots that can move 
themselves from the building to the production line and back 
again. After going into great detail about the supply method, we 
had to figure out how long it would take the robot to send eight 
boxes per hour as needed by the production line. We did the 
maths and found that the process could be done by one robot in 
about 24 minutes. This means that one robot could do it twice, 
which would take 48 minutes. The robot could do half of the 
work in the last 12 minutes, or it could charge for those 12 
minutes. One more box would be moved from the storeroom to 
the production line if the robot worked for the last 12 minutes. 
That's half of the process. It would be helpful to do the half 
process because it would add one more box to the production 
line every other hour. For this process, the company would use 
four robots to meet the needs of the production line. 

Since the robots can work nonstop for 8 hours, the second 
choice seems to be the most efficient and flexible. Even if one 
of the robots broke down, the other three would still be able to 
send the necessary number of boxes to the production line. It 
costs more to use robots than to hire people to handle the 
equipment, but if the company chooses two charging stations, 
the price difference is only EUR 22,000. 

When robots are used, warehouse workers no longer have 
to use material handling tools to move things automatically 

from the warehouse to the production line. This is another 
benefit of robots. When robots are used, the number of direct 
workers who are needed to make the end product will go down, 
which could mean that the price of the finished product goes 
down as well. 

It would be possible for the worker to pick up more 
materials while the robot moved the ones that were already 
there faster. The company should use robots to manage the 
process of moving boxes to and from the production line. This 
will save time and money for the company, as well as make 
operations run more smoothly and remove mistakes in the 
inventory and handling process. 

Our plan for putting together an independent mobile robot 
is one of a kind because it can be used in any factory for any 
material supply task. In the future, work could be done to 
improve battery life and charge options. When the new robots 
get worn out, we will need to think about other ways to charge 
them and the option of using extra robots, since this is what 
happens in many places when automated guided vehicles are 
put in place. This paper only talks about putting new mobile 
robots that can move on their own into service. The batteries 
are the main issue. So, the production staff should be asked to 
take apart and put together a new battery. If not, the only easy 
thing left to do is buy one more robot just in case. 

V. RESULTS 

Recently, there have been some substantial changes in 
energy systems that have been developed and documented, and 
these changes have also had a large influence on the area of 
conveyors. Because of this technology, many recent 
improvements have been made to the creation of a programme 
whose main goal is to make controlling and tracking electric 
conveyors easier and more efficient. This programme tries to 
solve the important problem of making mixed systems use the 
least amount of energy possible. There are some very good 
industrial transporters on the market right now, like the Kiva 
System (Fig. 6). 

 

Fig. 6. Carry robot. 
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Nowadays, accidents in factories mostly happen on 
conveyor belts that are operated by hand. This is why 
automation of production is so wanted. In addition to making 
products much better, these robots also help companies meet 
safety standards.  

Industries that make things need autonomous mobile robots, 
or AMRs, to speed up some steps in the production process. 
Comparing the self-driving trucks is shown in Table IV. This 
table looks at the environments in which they work as well as 
their top speeds and longest ranges. It's important to find out if 

these carriers get any benefits ("X") from having a camera 
around in order to understand their surroundings. 

A staged study from 1931 to the end of 2022 was used to 
make Fig. 7. It shows how interest in this growth area changed 
over time. The number of writings on this topic changed a lot 
because of this. 

Fig. 8 shows a score that comes from information in the 
Scopus library. Across the rest of the list, interest is steadily and 
steadily going down in all of the areas. 

 

Fig. 7. Autonomous carrier scientific literature volume trend. 

 

Fig. 8. Country categorization of autonomous carrier scientific interest. 

VI. CONCLUSION 

Based on what we've learned here, it looks like the arrival 
of self-driving cars (AVs) could not be bad, but rather helpful 
for many reasons. Even though this is a positive viewpoint, if 
policymakers try to create a future similar to the one presented 
to the participants in this study, people may be more likely to 
use more environmentally friendly and healthy modes of 
transportation, thereby improving the transportation system. It's 
possible that public education campaigns that stress the benefits 
of busy and shared transport networks could help make this 
future come true. The introduction of self-driving cars (AVs) 
could be a watershed moment in changing people's mobility 

behaviours for the better by focusing on creating surroundings 
that support positive decisions. However, such a scenario is 
extremely unlikely to occur by itself. To make this happen, the 
government must ensure that effective rules are in place to 
encourage people to utilise alternative modes of transportation 
rather than privately owned self-driving vehicles. According to 
the study's findings, there appears to be plenty of opportunity 
for greater scientific and technological advancements and 
progress in a variety of research areas. These include 
(i) developing and integrating artificial intelligence techniques 
into these devices to improve their decision-making, movement 
planning, and interaction with people; (ii) increasingly 
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integrating sensors, with an eye towards the additional 
functions that higher levels of sensor integration may allow; 
and, in the case of drones, (iii) developing better techniques for 
controlling them. 

VII. FUTURE WORK 

A. System Expansion and Optimization 

1) 6G Network: Using 6G networks will allow contact with 

very low delay, which will greatly cut the time it takes for data 

to be sent between robots and edge computers. Also, 6G 

networks depend on satellite communication. To make sure that 

EDRP can work in rural or ignored areas, future study will 

focus on finding ways to use this feature. This could be 

especially helpful for watching the environment, responding to 

disasters, and security efforts. By using 6G's features, the 

suggested system might be able to keep connection strong and 

constant, which could ensure that data is sent reliably and 

operations run smoothly no matter where they are. 

2) 5G Specialized Network: The 5G network environment 

is good for controlling robots in rural areas where regular 

networks can't reach or in military and industrial settings where 

safety is very important. The 5G specialised network offers a 

separate communication space, making sure that links are stable 

and that the suggested system can be used in a safe setting. In 

the future, researchers will look into how to add 5G specialised 

networks to the suggested system to make it more stable and 

safe. 

B. Applicability 

Search and rescue robots can quickly handle different 
situations at disaster sites by using the suggested system to 
process data in real time. This helps keep people alive and fix 
the damage caused by disasters. Robots can work for longer 
periods of time, which lets them explore larger areas and do 
rescue operations. This makes work more efficient by letting 
people share data and work together in real time. 

The suggested method can also be used to watch and direct 
robots in public places. Edge sharing makes it easy to do 
complex AI jobs that robots can't do, like those needed by large 
language models (LLMs), without having to upgrade the robot's 
computing power. It is believed that this will make it possible 
to provide more services, such as user reaction and policing 
using LLMs. 
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Abstract—In India, regional languages play an important role 

in government-to-public, public-to-citizen rights, weather 

forecasting and farming. Depending on the state the language 

also changes accordingly. But in the case of remote areas, the 

understanding level becomes complex since everything nowadays 

is presented in the English Language. In such conditions, the 

regional language manual translation consumes more time to 

provide services to the common people. The automatic 

translation of one language to another by maintaining the 

meaning of the given input sentence there by producing the exact 

meaning in the output language is carried out through Machine 

Translation. In this work, we proposed a Memory Based Neural 

Network for Translation (MBNNT) model on simple, compound 

and complex sentences for English to Telugu language 

translation. We used BLEU and WER metrics for identifying the 

translation quality. On applying these metrics over different type 

of sentences LSTM showed promising results over Statistical 

Machine Translation and Recurrent Neural Networks in terms of 

the quality and performance. 
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I. INTRODUCTION 

India is considered as the world’s second highest number of 
languages. In India there are various regions based on their 
traditions and culture. These regions use their regional 
languages [1]. The main aim is that the Language translation 
system which is used in translation of different type of 
languages. This process makes it easy for people to 
communicate in their regional language [2]. The form of 
communicating among people is done through various sources 
like interchanging their thoughts, exchanging their ideas etc. 
Telugu language is considered as one of the ancient regional 
languages in India that is being used from centuries. Most of 
the southern states of India use Telugu as a commonly spoken 
language [3]. 

In English language, general conversations play an 
important role in understanding the language. Usually there are 
three type of sentences that are commonly used in these 
conversations, namely: simple, complex and compound 
sentences [4]. The simple sentences are those in which every 
other sentence is constructed upon them. These have only 

single independent clause that completes the sentence and 
hence called as simple sentences [5]. During translation to 
desired language the simple sentence can be easily translated 
since it has a single clause. In case of complex and compound 
sentences, they have two different independent clauses [6]. 

A. Compound Sentences 

The compound sentences are constructed from the simple 
sentences, but have two independent clauses. This explains that 
each clause in compound sentence can be explained itself 
completely irrespective of the second clause [7]. The two 
clauses can be linked together by coordinating conjunctions. 
Those are FOR, AND, NOR, BUT, OR, YET, and SO which 
are explained below with an example each in Table I. 

TABLE I. Conjunction words in compound sentences 

English Sentence Conjunction Explanation 
Telugu 

Connection 

Arun doesn't speak 
Telugu, for he is 
from United States 

For 
Here both 
sentences are 
complete 

కోసం 

He lives in Ontario, 
and his friend’s lives 
in Dubai. 

And 

Both the 
sentences are 
given equal 
importance 

మరియు 

I don't watch 
television, nor do I 
like movies. 

Nor 
Both are 
speaking 
negatively 

లేదా 

He is a professor, but 
his brother is a 
doctor. 

But 
Here the usage of 
'but' is opposite 

కాని 

You can play cricket, 
or you can go for 
shopping. 

Or 
This clause 
shows an option 

లేదా 

They were not 
hungry, yet they 
went out for lunch 

Yet 

It refers that they 
have done 
something even 
they do not have 
to 

ఇంకా 

Sheetal was not well, 
so he visited the 
doctor. 

So 
First clause is the 
result of the 
second 

కాబట్టి 

English Sentence Conjunction Explanation 
Telugu 
Connection 
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B. Complex Sentences 

The complex sentences that are frequently used in the 
conversations also have two different clauses, where one is 
independent referring that it is a complete clause and the other 
is dependent clause [8]. This depends completely on one clause 
without the other the sentence cannot be completely 
understood. In complex sentences these two clauses are linked 
together through subordinating conjunctions [9]. There are six 
types of these subordinating conjunctions namely: contrast, 
cause, condition, time, place and relative pronouns [10]. 
During translation into Telugu Language, the subordinate 
clause always comes at the beginning of complex sentence 
[11]. The independent clause is always followed by a 
dependent clause as shown in Fig. 1. 

 
Fig. 1. Category 1 - Complex sentence in Telugu language. 

In Telugu, the subordinate conjunction that appears in the 
dependent clause always comes at the end of the subordinate 
clause. Fig. 2 shows how the clauses are rearranged while 
translating. 

 
Fig. 2. Category 2 - Complex sentence in Telugu language. 

C. Types of Conjunctions 

Conjunctions are represented as parts of speech that 
connect the clauses, words and phrases in a sentence [12]. 
These conjunctions are divided into four types, namely 
coordinating, correlative, subordinating and conjunctive 
adverb. A few examples explaining the type of conjunctions 
are mentioned in Table II. 

TABLE II. CONJUNCTION WORDS IN COMPOUND SENTENCES 

English Sentence Conjunction Explanation 
Telugu 

Connection 

Arun doesn't speak 
Telugu, for he is 
from United States 

For 
Here both 
sentences are 
complete 

కోసం 

He lives in Ontario, 
and his friend’s 
lives in Dubai. 

And 

Both the 
sentences are 
given equal 
importance 

మరియు 

I don't watch 
television, nor do I 
like movies. 

Nor 
Both are 
speaking 
negatively 

లేదా 

He is a professor, 
but his brother is a 
doctor. 

But 
Here the usage 
of 'but' is 
opposite 

కాని 

In this work, we consider Machine Translation (MT) for 
handling simple, compound and complex sentences from 
English language to Telugu Language [13-14]. The main aim 
of this translation is to generate the meaningful sentence 
without any grammatical errors obtained from source to 
desired target language. MT is a major study in the field of 
natural language processing (NLP) which is used in the 
translation of regional languages technically [15].  Form the 
past few years, neural machine translation (NMT) gained 
success and became the major part in applied MT. This 
mechanism depends on the availability of large corpus data and 
memory-based methods which gather verbal details through 
sequence-to-sequence information [16]. 

NLP is a language translation approach that supports in 
understanding the grammar and verbals of a language with its 
accuracy in analyzing the language. It is related to the 
advancement of methods that automatically strive to translate a 
language. Also, support in utilizing this language for 
conveyance among common people. This approach needs some 
information while translating and also needs some data related 
to the language including its grammar [17]. 

There are various methods which are developed to attain 
greater accuracy in translations namely: Statistical Machine 
Translation (SMT), Knowledge, Rule, and Corpus. These 
methods individually have their advantages and disadvantages. 
Of them, SMT is a sub-field of corpus translation and is 
commonly utilized. Since it shows good results when 
compared with other methodologies [18]. In recent days one of 
the popular methods called neural networks in MT is used all 
over the World. This has become a unique method of MT with 
the help of these neural nodes commonly termed NMT. The 
process of NMT to convert the source language to the target 
language is shown in Fig. 3. 

 
Fig. 3. Work flow of neural machine translation. 
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In this research work, we used a memory based neural 
machine translation models such as Recurrent Neural Network 
(RNN) and Long Short-term Memory (LSTM) for translation 
of English language to Telugu Language. The objectives of this 
work are arranged as follows: 

 The given input English language sentence is divided 
into phrases and clauses. 

 The generated phrases are identified depending upon 
the type of sentence. 

 The type of sentence is identified at the pre-processing 
phase. 

 Based on the type of sentence, the phrases are 
rearranged. 

 These rearranged phrases are given to memory-based 
Neural Machine Translation to obtain the target Telugu 
language. 

The remaining sections of this work are organized as 
follows: Section II discusses Related Works considered for this 
study, Section III discusses the methodology of this work, 
Section IV deals with the results and performance evaluation 
metrics, and Section V describes the conclusion and link to 
future work. 

II. RELATED WORK 

An automated grading model for English translation based 
on NLP is created in order to decrease the burden of 
conventional grading and increase the effectiveness of scoring. 
It is suggested to use an attention LSTM of the English MT 
model. Initially, an English MT model based on LSTM focus 
encoding is defined; the framework level of the translation 
evaluation system is developed. This is done in accordance 
with the properties of the basic LSTM network, which uses 
resolved layered vectors to demonstrate phrases in the 
modelling phase [19]. 

The posterior distribution of a specific phrase or word 
combination in the translation process is statistically intended 
by using the defined linguistic structure of the language 
translation for calculating scores. The outcomes demonstrate 
that, when comparison to English MT models built using 
existing NN such as standard LSTM and RNN models, the 
LSTM focus embedding-based model developed in this study 
can improve the recognition of the input language relevant 
information and increase the accuracy of the English MT 
model and the reliability of the translation [19]. 

Researchers now understand the value of data with the need 
to examine this large amount of data according to the 
expanding digital environment. In required to conduct content 
analysis, it is necessary to classify a sizable volume of 
multilingual textual information. In this case, NMT is used to 
suggest a labelling with the use of annotated English sample, 
which is available in plenty. Labeling data for multilingual 
character recognition is difficult to retrieve [20]. In order to 
create context and categorize text into positive and negative 
sentiments groups, the proposed method would use vectors as 
embedding that are given to RNN and LSTM. The system for 
labelling texts that is utilized to collect tagged bilingual textual 

information is the main selling point. This model can 
categorize content analysis part of the text [20]. 

The effectiveness and desirability of English MT in 
application areas are both constrained by linguistic diversity, 
the restricted capacity to represent semantic features, and the 
scarcity of parallel corpus data. Due to highly parallel 
computing computational capability, which shortens the model 
training and enables it to record the lexical significance of all 
phrases in the sentence, the self-attention method has drawn a 
lot of interest in English MT. Moreover, because the self-
attention process disregards the location and information about 
the structure among word vectors, its effectiveness is different 
from that of RNN. In order to exploit location information 
among phrases, the English MT model focused on self-process 
encode the actual location data of words [21]. 

An English translation system prototype has been created 
for mapping English and Chinese phrases through knowledge 
vectors, and it leverages RNN for both encodings. It is 
examined how well the activation function-based model 
performs. According to the study results, the decoding layers of 
the activation function and the encoder layers both exhibit the 
best result. According to the effectiveness of the LSTM and 
GRU stages, the GRU layer performs better. The nonlinear 
activation functions are used to set the attention layers [22]. 

Unlike the classic SMT, this neural machine translation 
focuses at developing a single neural model which can be 
collaboratively modified to maximize the translation quality. 
With the help of the LSTM approach, 47 multilingual food 
recipes from Spanish to English and English to Spanish 
language translation. This work produced new insights and 
useful guidance for developing and improving NMT. The 
BLEU metric is used to evaluate this model. According to the 
comparison results, the conversion of food recipes into English 
to Spanish has achieved a value of 0.998426 for BLEU with a 
ratio of 70% and 30% [23]. 

The complete LSTM analysis of the previous state is 
necessary for the subsequent LSTM phase. For a series of n 
nodes, this needs to be calculated ‘n’ times. The main cost 
components in this are the linear transforms needed for the 
LSTM gates and condition calculations. This approach 
comprehensive LSTM contextual analysis by calculating 
hidden layers and gates with an input signal and a 
straightforward bag-of-words encoding of the previous tokens 
contexts in order to allow sequential parallel computation of 
LSTMs. As a result, we can effectively measure each 
information step in comparison rather than the previously 
expensive sequenced linear functions. Then, using 
computationally affordable element wise procedures, we link 
the results of each concurrent phase [24]. 

In order to represent the semantic relationship between 
distant phrases in a text, a tree-based conversion models are 
used. However, it has issues with costly manual annotating 
costs and inaccurate automated annotations. This research 
focused on how to encode an input text language into a matrix 
in an un-supervised way to decode the target language. A 
Gumbel Tree-LSTM can learn to create tree hierarchies to 
attain sequence-to-sequence model by using both spoken media 
corpora [25]. 
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By studying and refining real datasets, the SCN-LSTM 
(Skip Convolutional Network and Long Short Term Memory) 
language translation model is developed. In order to provide 
conceptual foundation for the study and use of the SCN-LSTM 
require similar in English instruction, the performing viability, 
translating accuracy, and scalability of the model are examined. 
To be more precise, the rate of translated ambiguity is reduced 
by 39.21% relative to LSTM model, and the scalability is 0.4 
times of the N-tuple prototype in the SCN-LSTM language 
conversion [26]. 

From the research works [19-26], it can be concluded that 
while translating a sentence from one language to another the 
importance of grammar like finding the clauses, and 
maintaining the subject is mainly essential. Whereas, the 
above-mentioned works only highlighted the normal 
translation process using various neural network models. Based 
on this limitation, the aim of this work is to design a memory-
based neural network by maintaining the quality of the 
sentence during translation. 

III. METHODOLOGY 

This section deals with the memory-based neural models 
for translation of English to Telugu language of simple, 
compound and complex sentences. 

A. Preprocessing 

During this phase, the type of the sentence is identified. 
The given input sentence may contain subject, verbs, main 
clause, conjunctions and punctuations. In order to identify the 
sentence, the main clause and conjunctions are stored in a 
memory for easy translation of a sentence. Usually, a simple 
sentence can be identified easily since it has only a single 
independent clause. In similar to it, the compound sentence can 
be identified by two main clauses. In the case of complex 
sentences, the main clause is combined together by one or 
more dependent clauses. In such cases the conjunctions come 
into the picture in joining a complex sentence. The memory 
associated with the networks acts as a connecting bridge in 
retrieving the information in translating such complex 
sentences. 

B. Dataset 

The data set used in this research work is collected from 
“Indian-Parallel-Corpa” [27], which contains 1263 English and 
Telugu sentences. For model validation purpose along with this 
dataset we have also created our own synthesized dataset 
which includes simple, compound and complex type of 
sentences. The synthesized dataset contains 150 simple, 480 
compound and 970 complex sentences. The summary of the 
datasets used in this work is given in Table III. Based on the 
benchmark and synthesized data we have a total of 2,863 
sentences making our model to achieve the high translation 
quality. 

C. Neural Machine Translation 

Neural Machine Translation (NMT) is commonly used in 
language translations to attain meaningful sentences by 
maintaining the quality. This uses only a small amount of 
memory like Statistical Machine Translation (SMT) approach. 
For extending the performance of translation every node is 

connected directly to the previous nodes in the entire neural 
network. 

This neural network structure contains three basic layers 
namely: input, hidden and output as shown in Fig. 4. The 
English sentence is divided into words or phrases and is given 
to input layer. Each word in input layer is connected to 
different nodes within the neural network. These nodes are 
interconnected with each other in the hidden layer. This 
traditional network provides good translation quality while 
translating word-to-word or phrase-to-phrase in case of simple 
sentences. 

The language translation not only depends on word to word 
translation but also re-ordering of the translated words in a 
particular language is also to be maintained correctly for a 
meaningful sentence. For example, the English sentence “I like 

watching movies” is translated into Telugu sentence as “నాకు 

సినిమాలు చూడటం ఇష్టం”. The word ‘like’ appeared as 

the second word in the English sentence and after translation, 
this word appeared at the last position in the Telugu language. 
For translating such simple sentences small amount of memory 
is required that do not make the network complex. In case of 
compound and complex sentences the amount of memory is to 
be increased depending on the complexity of the sentence by 
using Recurrent Neural Network (RNN) and Long-short Term 
Memory (LSTM). 

TABLE III. SUMMARY OF DATASET 

Type of 

dataset 

Number of 

sentences 

Type of sentence 

Simple Compound Complex 

Benchmark 
[27] 

1263 253 379 631 

Synthesized 1600 150 480 970 

 
Fig. 4. Neural network for translation with hidden layers. 
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D. Proposed Model 

From Fig. 5, our proposed model takes English sentence as 
input language. Based on the length of the sentence the number 
of phrases or words are identified. Depending on the clauses 
and type of conjunctions the input sentence is categorized into 
simple, compound and complex. If it is a simple sentence, the 
memory-based neural networks directly inputs the sentence and 
produce the desired translated sentence. If the given sentence is 
compound, the type of conjunction is identified and rearranged 
the sentence based on the conjunction and then given to 
memory-based neural network to produce the required output. 
If the given sentence is a complex sentence, the dependent and 
independent clauses are verified. Here the sentence is reordered 
to maintain the meaning of the language and the resultant 
sentence is given to memory-based neural network to attain the 
required translated sentence. 

 

Fig. 5. Proposed model for a memory-based neural network for translation. 

E. Recurrent Neural Network 

A neural network is a differential function that maps one 
type of variable to another type of variable. Addressing the 
problem of predicting the type of event which is going to 
happen at every certain point is explained through Recurrent 
Neural Networks (RNN). These RNNs have loop like 
structures within them, which allow the information to pass. In 
RNNs the same weight is carried out in the entire recurrent 
unit. The RNNs have short-term memory that can store only 
limited amount of data. During translation process these RNNs 
use only nearby words that come in sequence. In this we use 
NLP task for completing the sentence formation. 

In this work both the input and output sentences are 
sequences. The input is a certain word in a sentence and output 
is to predict the next word in the sequence with the help of 
proper training models. These are used in generating the 
sentence on its own. The sequence to sequence model had 
equal size of inputs and output, where most of them don’t have 
such equal sequences. For instance, consider a 10 word 
sentence in English language as input. The final output may not 
have the 10 word sentence in Telugu Language. While at the 
time of texturization the input is a set of sentences, during 
translation process the training is carried out by the definition 
of the sentence given and is summarized to a group of 

sentences. In such cases, the encoder-decoder architecture is 
used in translating and producing the meaningful Telugu 
sentence. 

 

Fig. 6. Encoder and Decode in RNN. 

Fig. 6, represents the encoder-decoder process for 
conversion of the sequence into a vector done by encoder 
whereas; the conversion of the vector into a sequence is done 
by the decoder. It takes the English sentence as input and 
converts it into its internal representation. This form of 
representation is a vector that holds the meaning of the English 
sentence. The decoder now takes this meaning of the vector 
and converts it into a sequence which is a Telugu sentence. The 

input is represented as 𝑥(𝑛), the output is given by 𝑦(𝑛)̂  and the 

activation function is represented by 𝑎(𝑛). 

Internally when a sentence is passed as input every word is 
individually taken as node separately. The translation process 
is initiated only after the entire sequence of words is completed 
as shown in Fig. 7. 

 

Fig. 7. Internal nodes of the hidden layer. 

The sequence of the sentence can vary from 0 to infinity 
depending upon the sentence given. This is represented in Eq. 
(1) as follows: 

𝑥(𝑛) =  𝑊𝑛𝑥(0)   (1) 

In the recurrent network having 𝑛 units, initially 𝑥(0) is a 
scalar vector at a rate 𝑊. After n iteration units its value would 

be 𝑥(𝑛). Since this is a dynamical system, we represent it in the 
form of Eq. (2). 

𝑊𝑛 𝑥(0) →  {∞; 𝑊 > 1|0; 𝑊 < 1}  (2) 

For every 𝑛  value the 𝑥(𝑛)  for 𝑊 > 1  the value 𝑊𝑛 𝑥(0) 

explodes and for 𝑊 < 1 value 𝑊𝑛 𝑥(0) becomes 0 or vanishes. 
If this happens, it leads to loss of the information which is 
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given as input depending on their weights. This problem is 
called as vanishing gradient problem. The loss of information 
in these cases can be prevented in four ways. 

 The usage of skip connections is required to eliminate 
the loss. 

 By actively removing the connections having Length as 
1 and replace them with longer connections. These 
force the network to move along in a modified path. 

 Using the Leaky Recurrent Units, by adding a constant 
as shown in Fig. 8, over every edge that joins the 
network. This constant regulates the amount of 
information that the network which it has to remember 
over a certain period of time. If this constant is closer to 
value 1, more the memory is retained and if this is 
closer the value 0, memory of the previous state gets 
erased or vanishes. 

 An enhancement to leaky recurrent network is the usage 
of Gated Recurrent Neural Networks (GRNN). 

 

Fig. 8. Leaky RNN. 

The expanded hidden layers of leaky RNN are represented 
in Eq. (3) which identifies any leakage or missing words within 
the network. 

ℎ(𝑡+1) = 𝑓(ℎ(𝑡), 𝑥(𝑡+1))           (3) 

Instead of assigning a constant value, we introduce a set of 
parameters one for every time lapse. Based on this, the network 
itself decides which sequence is to be remembered and what is 
to be erased. These set of parameters act as gates at every state 
of the network. In RNNs based on the beginning of any word, 
the ending of the sentence is predicted. These do not remember 
what appeared at the beginning of the sentence. They are fed 
with each word in the sentence depending on the weight’s 
activation action is performed. It contains only a single layer, 
and relies on the time interval or time axis. In predicting the 
further words in a sentence, the initial words of the sentence 
are to be remembered. While in RNN, it is a short-term 
memory and hence is not recommended for auto completion of 
a sentence. One of the commonly used GRNN architecture is 
used in maintaining the memory of words for auto completion 
of a sentence that is Long Short Term Memory (LSTM). This 
is determined as the upgraded version of RNN which solve the 
problem of short term memory. 

F. Long-short Term Memory (LSTM) 

The name itself refers to extended memory during 
translation process called as LSTM. In this model we introduce 
a new state called long term memory along with short term 
memory in RNN. Every hidden layer is replaced with the 
LSTM or memory cell along with another connection for every 
cell called as cell state as shown in Fig. 9. Since there are many 
parameters in the layer, to avoid this we also use two gates 
namely ‘update’ and ‘reset’ gates. 

 

Fig. 9. Memory Cell Representation of LSTM. 

The key words and main words in a given sentence are 
stored in long term memory for predicting the end words for 
auto completion of a sentence. These are stored until it finds 
the next keyword in the sequence. Depending on the current 
sentence certain keywords are added and previous sentence 
keywords are erased or deleted in auto completion process. 
This entire process is carried out in the training phase of the 
RNN. In training phase, the group of words is given to 
understand the structure in RNN based on which words are to 
be discarded and which words are to be stored. 

LSTM contains three gates namely input gate, forget gate 
and output gate as shown in Fig. 10. The input gate control 
whether the memory cell is updated and is represented by Eq. 
(4). 

𝑖𝑡 =  𝜎(𝑊𝑖 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)   (4) 

The forget gate controls if the memory cell is set to 0 and is 
represented by Eq. (5). The output gate controls whether the 
information of the current cell state is made visible and is given 
by Eq. (6). Since RNN structure contains loops, to overcome 
this and to constitute the smooth curves in the range 0 to 1 the 
sigmoid function is used. Apart from these gates there is 

Vector 𝐶 ̅ ’, which modifies the cell state at the time of sigmoid 
activation as shown in Eq. (7). The ‘tanh’ has a 0 centered 
range performs sum operation is given by Eq. (8). This 
distributes the gradients equally among them. It also allows the 
cell state information to flow longer without erasing or 
exploding until the requirement of the certain keyword. 

𝑓𝑡 =  𝜎(𝑊𝑓 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)  (5) 

𝑜𝑡 =  𝜎(𝑊𝑜 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)  (6) 

𝐶�̅� =  𝑡𝑎𝑛ℎ(𝑊𝑐 ∗ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑐)  (7) 

ℎ𝑡 =  𝑜𝑡 ∗ tanh(𝐶𝑡)  (8) 
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Fig. 10. Internal structure of LSTM memory cell. 

It contains a previous hidden state current word by 
restricting the numbers between 0 and 1 during input. The 
restriction is maintained to discard the previous memory and 
gives a vector as output which has all the 0 and near to 0’s. X 
defines the previous memory cell state that will be 0 and is 
determined by the forget gate. Every state has some weights 
attached while the sequence of words is given as input. Finally, 
the output is obtained by Eq. (9) which combines the sigmoid 
function along with the ‘tanh’ function and is given by the 
short-term memory. 

𝐶𝑡 =  𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗  𝐶�̅�    (9) 

IV. RESULTS AND DISCUSSION 

This section represents the outcome of memory-based 
neural models for translation on simple, compound and 
complex sentences with BLEU and WER metrics. 

A. Bilingual Evaluation Understudy Metric (BLEU) 

The BLEU metric is used in analyzing the standard of the 
sentence which is translated through a machine from one 
language to another language. The term standard is determined 
as the reference between the output given by the machine with 
that of human translation. The BLEU scores are evaluated for 
each translated phrase by comparing them with a group of 
standard quality translation references available in the corpus is 
represented by Eq. (10). This score always represents a number 
between 0 and 1. The values which are closer to ‘1’ represent 
the more common similar context between source and target 
language. 

𝐵𝐿𝐸𝑈 = min (1,
𝑜𝑢𝑡𝑝𝑢𝑡 𝑐𝑜𝑛𝑡𝑒𝑥𝑡

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑐𝑜𝑛𝑡𝑒𝑥𝑡
) ∗ ∏ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖

4
𝑖=2   (10) 

Where 𝑖 ranges from 2 to 4, that represents the number of 
words such as 2-gram, 3-gram and 4-gram, 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛represents the number of phrases in the given input 
sentence occurring in the reference sentence to total number of 
phrases in the input sentence. 

B. Word Error Rate (WER) 

The WER metric is also considered as one of the common 
metrics in evaluating the performance of Machine Translation 
models. It is used for distinguishing various systems and also 
for analyzing enhancements in one particular system. This is 

attained by arranging all the observed sequence of words with 
the reference sentence through dynamic sequence alignment. 
This can be calculated by Eq. (11). 

𝑊𝐸𝑅 =  
𝑐𝑜𝑢𝑛𝑡(𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑠 ∪ 𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠 ∪ 𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
 (11) 

C. Performance of Proposed Model 

The count of words in a sentence are represented as n-gram. 
In this work, the translation quality is measured on simple, 
compound and complex sentences of 2-gram, 3-gram and 4-
grams. From Tables IV to VI, represents the translation quality 
on simple, compound and complex sentences among memory 
based neural networks and statistical model under BLEU and 
WER metrics. The visualization of these metric outcomes as 
shown in Fig. 11. 

From Table IV, it can be observed that for a simple 
sentence the BLUE score for LSTM for all 2-gram, 3-gram and 
4-gram is 0.89, 0.79 and 0.76 respectively. The BLEU score is 
higher for the LSTM model in all considered grams when 
compared with SMT and RNN. The rate of error obtained by 
LSTM is lesser with the values of 0.23, 0.21 and 0.20 when 
compared with other models. The model SMT doesn’t have 
stored memory and obtained more error rate and lesser BLEU 
scores when compared to memory-based models like RNN and 
LSTM. Even though RNN and LSTM are memory-based 
models, with the help of our proposed model we can analyze 
similar outcomes between them in the case of simple 
sentences. 

TABLE IV. TRANSLATION QUALITY OF SIMPLE SENTENCE 

Model 2-gram 3-gram 4-gram 

BLEU WER BLEU WER BLEU WER 

SMT 0.71 0.43 0.68 0.38 0.62 0.32 

RNN 0.83 0.31 0.75 0.26 0.71 0.24 

LSTM 0.89 0.23 0.79 0.21 0.76 0.20 

Table V, represents the translation quality measures on 2-
gram, 3-gram and 4-gram which are applied on compound 
sentences. On all these grams, the performance of the LTSM 
model is better performed with higher BLEU and lesser WER 
scores such as 0.91, 0.89, 0.82 and 0.14, 0.19, 0.20 
respectively. This shows that LSTM considers every minute 
change of 0.01 in the given sentence and is calculated by 
showing better results when compared to RNN. 

TABLE V. TRANSLATION QUALITY OF COMPOUND SENTENCE 

Model 2-gram 3-gram 4-gram 

BLEU WER BLEU WER BLEU WER 

SMT 0.76 0.41 0.71 0.33 0.68 0.35 

RNN 0.87 0.25 0.82 0.23 0.74 0.21 

LSTM 0.91 0.14 0.89 0.19 0.82 0.20 

Finally in case of complex sentence results shown in Table 
VI, it can be clearly examined that using the memory based 
LSTM model is very advantageous for obtaining the best 
results when compared to that of other models. 
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TABLE VI. TRANSLATION QUALITY OF COMPLEX SENTENCE 

Model 2-gram 3-gram 4-gram 

BLEU WER BLEU WER BLEU WER 

SMT 0.79 0.37 0.75 0.31 0.71 0.26 

RNN 0.89 0.23 0.82 0.17 0.85 0.14 

LSTM 0.94 0.19 0.89 0.14 0.92 0.11 

On comparison of translation quality of different types of 
sentences, memory cell based neural network model LSTM 
attained higher BLEU metric score and least WER metric 
scores on 2-gram, 3-gram and 4-gram sentences from English 
to Telugu language translation. The visualization of neural 
network models performance based on BLEU and WER 
metrics as shown in Fig. 11. 

Fig. 11. Translation quality performance of neural network models.

V. CONCLUSION AND FUTURE SCOPE 

This work is carried out on English to Telugu Language 
translation, since Telugu language is one of the fifth most 
common spoken language across India. During this process of 
translation, the word to word mapping becomes complex 
because this requires various reordering mechanisms and large 
corpus data. In SMT approach, the phrase to phrase mappings 
from input to output becomes complex due to the absence of 
memory cell and also the need for reordering becomes high. To 
overcome this limitation a memory based neural network is 
required to maintain proper syntax and semantics among 
source and target language. In this proposed work, based on the 
phrases the type of sentence is identified whether it is simple, 
compound or complex sentence. Depending on the type of 
sentence, the independent and dependent phrases are 
rearranged to obtain decent translation quality. In future work, 
there is a scope to reuse the existing memory cell for every 
word instead of creating a new memory every time. By using 
this approach, the complexity of designing the model becomes 
easier to handle any type of sentence. 
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Abstract—The study investigates the performance of hybrid
security systems under different personnel training and artificial
intelligence (AI) assistance conditions. The aim is to understand
the system’s impact on different scenarios that involve human
operators and AI and to develop a predictive model for
optimizing system performance. A human security information
model was built to predict the performance of hybrid security
systems. The system’s performance metrics (response time, hits,
misses, mistakes), cognitive load, visual discrimination, trust,
and confidence were measured under different training and
assistance conditions. Participants were divided into trained
and non-trained groups, and each group performed surveillance
tasks with and without AI assistance. Predictive modeling was
performed using Linear Regression. The training significantly
improved performance by reducing misses and mistakes and
increasing hits, both with and without AI assistance. In the
non-trained group, AI assistance boosted speed and hit accuracy
but led to more mistakes. AI assessment reduced response time
and misses for the trained group while increasing hits without
affecting the mistake rate. Trust and confidence were higher
with AI in the non-trained group, while AI reduced cognitive
load in the trained group. The findings highlight the interactions
between human operators, AI assistance, and training in hybrid
surveillance systems. The predictive model can guide the design
and implementation of these systems to optimize performance.
Future studies should focus on strategies to enhance operator
trust in AI-assisted systems and confidence, further optimizing
the collaborative potential of hybrid surveillance frameworks.

Keywords—Hybrid surveillance systems; human-AI interaction;
operator training; predictive modeling; linear regression

I. INTRODUCTION

The delicate balance between human judgment and
artificial intelligence (AI) in surveillance is critical. While
AI-powered automated systems have demonstrated remarkable
capabilities in enhancing the efficiency and effectiveness of
monitoring tasks, their inherent limitations necessitate the
continued involvement of human operators [1]. Extensive
research has demonstrated that deploying monitoring and
surveillance devices, such as cameras and sensor-operated
security systems, is crucial in reducing crime rates [2].
The demand for security services has evolved beyond
monitoring criminal activities to encompass detecting and
tracking abnormal behaviors [3]. Such behaviors, mainly in
crowded or densely populated areas, can pose significant
risks. These gatherings, often driven by religious, cultural,
or social events, necessitate heightened security measures
due to their importance and potential disruptions. The need
for advanced security surveillance cameras has never been

more critical. Integrating intelligent surveillance systems
capable of identifying suspicious or abnormal behaviors is
indispensable. Moreover, the effectiveness of these systems
is greatly enhanced by the presence of qualified and trained
personnel who can operate and interpret the data from
these devices, thereby completing the security framework [4].
Ensuring public safety and security is paramount, surpassing
all other considerations. In the absence of security, the
fundamental components of life disintegrate. Motivated by
this imperative, our project aims to elevate the quality of
security surveillance systems by enhancing their ability to
detect abnormal behaviors and assist personnel in their duties
[5]. This approach provides crucial guidance and optimizes
efforts, ensuring a more secure environment.

A. Surveillance Systems Evolution

Traditional security surveillance systems have evolved
significantly, transitioning from basic physical security
measures to sophisticated technological solutions. Initially,
security systems primarily involved visual monitoring, which
was adequate but limited by human capabilities and response
times. Technology became essential as the need for more
efficient and reliable security solutions grew. This evolution
introduced electronic surveillance systems, which have become
a cornerstone of modern security strategies. Among these
advancements, Closed-Circuit Television (CCTV) systems
emerged as a supportive technology, providing real-time
monitoring capabilities and enhancing the overall effectiveness
of security operations.

In the 1940s, CCTV first appeared, primarily gaining
traction within security contexts. Germany pioneered installing
the world’s inaugural CCTV system [6] [7]. Subsequently,
British law enforcement deployed CCTV during political
demonstrations in central London. However, this early
adoption faced significant challenges due to costs [8].
Since these initial implementations, CCTV technology has
undergone substantial advancements. Improvements have
encompassed enhanced visual quality, data storage, remote
accessibility, and the integration of automated detection
systems powered by artificial intelligence.

B. Automated Surveillance Technologies Implications on
Security

Artificial Intelligence (AI) technologies significantly
enhance Closed-Circuit Television (CCTV) systems by
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introducing advanced features such as facial recognition,
behavior analysis, and real-time threat detection. These
capabilities allow for proactive surveillance, expanding
the effectiveness of traditional CCTV setups. Automated
surveillance can quickly and accurately analyze large amounts
of data, identifying potential security threats that might be
missed by human operators. This reduces the high cognitive
load level on CCTV operators, allowing them to focus on
critical incidents that require human judgment [9]. Thereby
increasing their productivity and reducing the number of
personnel needed simultaneously [10].

Despite the advancements and positive impacts of AI on
surveillance systems, the human element remains crucial [9].
While AI can support routine monitoring tasks, it cannot
entirely replace human intuition and expertise. Comprehensive
training programs for CCTV operators are essential, focusing
on how to handle various aspects of their work environment,
job roles, skills and competencies, and the nature of the places
they monitor [11]. Effective training ensures that operators
can manage tasks, understand their responsibilities clearly, and
develop the necessary competencies to perform their tasks
efficiently [12]. By being well-prepared to deal with the
complexities of the environments they oversee, operators can
leverage both human intuition and advanced AI technologies
to enhance their monitoring capabilities and respond more
effectively to security threats.

C. Hybrid Security Systems

Hybrid surveillance systems offer numerous benefits by
combining AI’s precision and speed with human oversight’s
contextual understanding, positively affecting performance.
These systems enhance accuracy and reduce false alarms by
automating routine tasks and analyzing vast amounts of data
in real-time, which lowers the workload on human operators
and allows them to focus on more complex tasks, thereby
improving overall performance [13]. The reduced cognitive
load enables operators to maintain higher levels of alertness
and efficiency [14]. Enhanced visual discrimination is achieved
as AI quickly identifies patterns and anomalies, assisting
human operators in detecting subtle differences that might be
missed otherwise. This collaboration fosters greater confidence
and trust in the system as operators can rely on AI to provide
accurate initial assessments, ensuring quicker, more accurate,
and contextually appropriate responses [15]. Ultimately, these
improvements contribute to a more effective and reliable
surveillance operation.

II. OMAR FRAMEWORK

In this study, we test a new framework that will
positively affect the security system. The Operator
Machine Augmentation Resource (OMAR) framework is
a comprehensive system designed to enhance the efficiency
and effectiveness of CCTV surveillance operations. OMAR
integrates advanced technologies such as a Computer Vision
model, human training techniques, and alert triggers to
address limitations in traditional surveillance systems.
The framework improves the productivity of surveillance
by facilitating operator tasks and reducing human effort,
ultimately enhancing the quality of security. It includes
components like a detection model using the YOLO (You

Only Look Once) object detection system, which efficiently
analyzes live video feeds for real-time object detection and
annotation. OMAR training sessions are designed to cultivate
a broad set of skills and competencies, thereby equipping
CCTV operators with the necessary knowledge and expertise
to effectively monitor and manage surveillance environments
[16]. The rationale behind OMAR is to create a hybrid system
that leverages both AI and human oversight, combining the
strengths of each to achieve better accuracy, reduce false
alarms, and improve overall surveillance efficacy.

III. LITERATURE REVIEW

It has become evident that the use of surveillance systems
has increased dramatically in the past decade, mainly due
to the computerization of some of these techniques to fight
terrorism and other activities that lead to increased crime rates.
These systems play critical roles in guaranteeing security and
detecting and managing large crowds in different settings.
Monitoring systems are generally categorized into two types:
Vision-based and non-vision-based.

A. Monitoring System

1) Vision-based systems: Vision-based systems mainly
rely on cameras, leveraging advanced image-processing
technologies and computer vision models to ensure safety
and security. These systems are extensively deployed in urban
areas, business districts, commercial hubs, and transportation
centers, aiming to mitigate insecurity and enhance public
safety [17]. The integration of computer vision within
these systems enables sophisticated functionalities such as
facial recognition, behavior analysis, and anomaly detection,
significantly improving their efficacy and reliability. By
incorporating these elements, AI-driven monitoring systems
provide a robust framework for proactive and reactive
security measures, facilitating real-time monitoring and prompt
response to potential threats.

2) Non-Vision-based systems: Other forms of monitoring
mechanisms rely on other means to detect and observe
parts of the physical space where vision-based surveillance
is challenging or cannot be applied. These systems are
particularly useful, especially when issues such as the absence
of light or something obstructing sight make using cameras
less effective. Popular non-vision-based system tools include
Wi-Fi, Bluetooth, Radio frequency identification, RFID, and
cellular networks [18]. Bluetooth is a short-range and low-
cost wireless technology designed with features similar to Wi-
Fi sets but with less coverage range [19]. It is commonly
used in premises monitoring to track a person’s or object’s
slow movement. Bluetooth technology, however, uses personal
devices to track the movement and location of Bluetooth-
enabled devices compared to Wi-Fi technology, which uses
access points to monitor the movement and location of
Wi-Fi devices. This technology can be used particularly
well in crowded areas that are difficult to maintain order
within, such as airports, malls, and stadiums. RFID, or Radio
Frequency Identification Technology, is the system of using
radio frequencies to verify the identity of an individual and
or object tagged [19]. RFID systems can be of two types:
one type does not have energy resources, and the second
has energy resources inbuilt in them and can have better
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signal transmission and sound range than the first ones, known
as RFID tag passive or active accordingly [20]. Cellular
network monitoring involves transmitting information between
mobile devices and cells. This technology is crucial for
tracking the location and movement of mobile users over vast
geographical areas. Effective utilization of cellular networks
for surveillance purposes requires the cooperation of multiple
mobile network operators to ensure seamless data transmission
and coverage [18] [21]. Additionally, advancements in 5G
technology promise to further enhance the capabilities of
cellular-based surveillance systems by providing higher data
rates, lower latency, and more reliable connections.

Non-vision-based surveillance technologies require optimal
conditions to function effectively. Moreover, the receivers
associated with these systems are susceptible to deliberate
interference and manipulation by individuals. Based on the
facts presented, although both vision and non-vision systems
are essential components of modern security systems, the
vision-mode systems possess certain advantages noteworthy
on the significance of real-time controls, and additional
capabilities originating from AI technologies. With these
capabilities, vision-based surveillance systems are more
suitable for most applications, especially in areas where
detailed monitoring is required and prompt action is sensitive,
as in urban and highly crowded regions.

B. Automated Systems

To fully leverage the vision-based monitoring system
technologies, it is crucial to integrate these systems with
advanced artificial intelligence (AI), machine learning (ML),
and deep learning (DL) methodologies. Recent advancements
in AI have led to the development and deployment of
various sophisticated techniques, each evaluated based on their
efficacy in identifying anomalous behavior. This comparative
analysis has revealed significant improvements in surveillance
capabilities, underscoring AI’s critical role in enhancing
modern surveillance systems’ accuracy and reliability. In
recent years, a diverse exhibition of models and techniques has
been extensively tested, including Generative Adversarial Net-
works (GANs), Convolutional Neural Networks (CNNs), Long
Short Term Memory (LSTM) networks, Gaussian Mixture
Models (GMMs), Support Vector Machines (SVMs), and
Random Forests (RF) [22]. Numerous studies have employed
these techniques to identify behaviors that could potentially
disrupt crowds. In our research, we drew upon prior work
that has categorized actions such as standing, sitting, sleeping,
running, moving in opposite or different crowd directions, and
non-pedestrian movements such as cars and wheelchairs as
abnormal behaviors that could compromise the safety and flow
of moving crowds [23] [24]. Although these methodologies
have been proven effective in their respective functions, their
effectiveness nevertheless has its drawbacks. These gaps imply
that human oversight is still very relevant in order to come
up with results that can meet all the parameters of precision
[9]. Despite the critical role played by CCTV operators,
humans need to improve their ability to monitor large crowds
over extended periods effectively. This limitation arises from
human cognitive capacity constraints, which deteriorate under
prolonged monitoring tasks, leading to lowered performance.
Consequently, there is a pressing need for an auxiliary element,
such as AI, to augment human capabilities. AI can significantly

enhance the efficiency and ease of surveillance operations,
improving overall performance. Notably, while AI provides
substantial support, it is not intended to replace the human
presence but rather to complement and optimize human efforts
in surveillance tasks.

Research on the training of CCTV operators is notably
lacking, primarily focusing on applying general psychological
theories. One notable study suggests that an individual’s
situational awareness significantly enhances operational
performance [25]. Existing literature predominantly aims
at improving the efficiency of CCTV operators while
concurrently minimizing their cognitive load [26].

IV. METHODOLOGY

A. Participants

This study recruited 30 participants, aged between 20
and 49, through flyers that provided detailed information
about the research. These flyers were distributed to both Iowa
State University students and residents. All participants gave
informed consent prior to their involvement in the study.
The research procedures adhered to ethical guidelines and
were approved by the Human Institutional Review Board
(IRB) at Iowa State University. To qualify for the experiment,
participants needed to be physically and mentally capable of
meeting the study’s demands. It included being physically
present for the entire duration of the study sessions and
being able to handle the physical requirements without
experiencing excessive fatigue or discomfort. Participants had
to be mentally prepared to manage any potential stress or
discomfort associated with the study. Furthermore, normal
visual acuity was a prerequisite for participation.

B. Experimental Design

The main objective of this study was to evaluate and
enhance the performance, visual discriminations, cognitive
load, trust, and confidence for both trained and non-trained
groups. The design was adopted to evaluate two independent
variables: personnel and system. One-way ANOVA and T-
test were performed, and all participants were distributed
randomly between two groups. The study spanned 18 days,
with participants returning for a second visit four days after
the first visit and a third visit two weeks after the second visit
to evaluate their performance. Each observation session lasted
20 minutes. The first group had a training session, and the
second group had no training, but both groups were tested
with an assisted and no assisted system.

In this study, we employed an experimental design
incorporating two independent variables. The first independent
variable is the level of personnel training, which is categorized
into two groups: trained personnel and untrained personnel.
Personnel variables are essential in assessing the impact of
professional training on the study’s outcomes. The second
independent variable is system. The system variable is
similarly divided into two levels: the non-assisted system and
the assisted system. Both independent variables are critical to
our investigation, enabling a comprehensive analysis of the
interplay between human training and technological support
see Fig. 1.
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Fig. 1. Factors, levels, and treatment combination yields.

C. Measurements

This study encompasses five dependent variables:
performance, cognitive load, visual discrimination, trust, and
confidence. Performance is assessed through response time,
the number of hits, errors, and misses. Cognitive load is
quantified using the NASA-TLX scale [27], [28]. Visual
discrimination is evaluated by categorizing participants’
responses on a point scale, awarding one point for each
correctly identified abnormal behavior and zero points for
failures to recognize abnormal behaviors. Trust is scaled on a
continuum from 0 (no trust in the system) to 100 (complete
trust in the system). Confidence is measured on a similar
scale, ranging from 0 (no confidence in decisions) to 100
(complete confidence in decisions) see Fig. 2.

Fig. 2. Description of dependent variable metrics, units, and frequencies.

D. Procedure

Detailed information about the research objectives and
study procedures was presented to participants to ensure clarity
and understanding and eliminate any potential bias before
commencing the study. The study lasted 18 days weeks to
determine factors that can influence the performance of the
participants. The protocol will include having the participant
randomly assigned to one of two groups of getting security
training or not (between subject). Then each participant in
each group (trained or not trained) will be tested under two
conditions of system monitoring (AI Assistant system and no
AI Assistant system) (within subjects) see Fig. 3.

1) Visit 1: Participants’ visual acuity was assessed using
the Snellen eye chart test, while their dominant eye was
determined through the Porta Test, a sighting test designed
for this purpose [29]. Additionally, their color vision was

Fig. 3. Hybrid security systems breakdown.

Fig. 4. Study procedure.

evaluated using a series of plates, each featuring a circle filled
with numerous small colored dots that form numbers. Those
in the trained group experienced a dedicated training session
to enhance their performance. Upon completion of these
examinations and training, participants completed a survey see
Fig. 4.

2) Visit 2: To mitigate immediate recall bias, participants
returned to perform the experiment four days after the initial
visit. Participants from both groups were asked to watch the
20 minutes long video and indicate any observed abnormal
behaviors within the crowd by moving the cursor to the target
and providing detailed explanations of their observations.
Additionally, participants were instructed to describe any
abnormal behaviors that could disturb the walking crowd
verbally. The collected verbal protocol data was utilized for
analysis. Following the video task, participants completed a
survey to assess their overall experience and the effectiveness
of the experiment see Fig. 4.

3) Visit 3: We applied our algorithm to the video to detect
abnormal behaviors. Participants from both groups watched
the 20 minutes long video, identified abnormal behaviors that
could disturb the walking crowd by moving the cursor to the
target, and described the specifics of their observations. Verbal
protocols were used. Following the video task, participants
completed a survey to assess their overall experience and the
experiment’s effectiveness see Fig. 4.
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V. RESULT

All data were analyzed using SPSS 28. We used One-
way ANOVA to assess mean differences between trained
and non-trained groups with and with no AI assistants
in monitoring abnormal behavior in terms of performance
(response time, miss, hit, and mistake) and measuring the
trust, confidence, cognitive load, and visual discrimination
level. Also, a Paired-Sample T-test was needed to discover the
efficiency of AI assistance compared to no AI assistance for
each group separately to distinguish the individual differences
in performance (response time, miss, hit, and mistake) and
measure the trust, confidence, cognitive load, and visual
discrimination level.

A. Trained and Non-Trained Groups with AI Assistant
(Between-subject)

1) Performance: H1: While monitoring abnormal
behaviors through CCTV, there will be a significant difference
in performance (response time, miss, hit, and mistake)
between trained and no trained groups with AI assistants.

The ANOVA test comparing the performance of trained and
non-trained groups with AI assists in response time, misses,
hits, and mistakes. The trained group did not show a significant
difference in the response time (F (1, 28) = 0.059, p = 0.810)
compared to the non-trained group. On the other hand, the
trained group significantly had fewer missed incidents (mean
difference = 29.34, F (1, 28) = 30.838, p ¡ 0.001) compared to
the non-trained group. Also, the trained group significantly had
fewer mistakes in catching incidents (mean difference 19.47, F
(1, 28) = 48.532, p ¡ 0.001) compared to the non-trained group.
Moreover, the trained group had significantly more incident
hits (mean difference = 29.34, F (1, 28) = 30.838, p ¡ 0.001)
compared to the non-trained group. Therefore, these results
suggest that training significantly improves performance by
reducing misses and mistakes and increasing hits, as shown
in Fig. 5.

Fig. 5. The average of the trained and non-trained groups with AI assistants
in a number of mistakes misses, and hits.

2) Trust, Confidence, Cognitive Load, and Visual
Discrimination: H2: While monitoring abnormal behaviors
through CCTV, trust level will be significantly different
between trained and no trained groups with AI assistance.

H3: While monitoring abnormal behaviors through CCTV,
confidence levels will significantly differ between trained and
non-trained groups with AI assistance.

H4: While monitoring abnormal behaviors through CCTV,
there will be a significant difference in cognitive load between
trained and non-trained groups with AI assistance.

H5: While monitoring abnormal behaviors through CCTV,
there will be a significant reduction in visual discrimination
between trained and non-trained groups with AI assistance.

The ANOVA test compares the performance of trained
and non-trained groups with AI assistants in terms of the
trust, confidence, cognitive load, and visual discrimination.
The trust score between non-trained and trained groups is
not statistically significant (p = 0.445). Also, there was no
significant difference between trained and non-trained in the
level of confidence (p = 0.125). Cognitive load, the non-trained
group also shows no significant difference compared to the
trained group (p = 0.30). However, visual discrimination shows
a near-significant difference; the trained had a high (mean
difference of 0.025 F (1, 28) = 3.758, p = 0.063) compared
to the non-trained group. These findings suggest that training
does not significantly impact trust, confidence, or cognitive
load but may have a marginal effect on improving visual
discrimination.

B. Trained and Non-Trained Group with no AI Assistant
(Between-Subject)

1) Performance: H6: While monitoring abnormal
behaviors through CCTV, there will be a significant difference
in performance (response time, miss, hit, and mistake)
between trained and non-trained groups with no AI assistant.

The ANOVA test compares the performance of trained and
non-trained groups with no AI assistant regarding response
time, misses, hits, and mistakes. There is no significant
difference in response time between the non-trained and
trained with no AI assistant (p = 0.512). However, the
trained group had significantly fewer missed incidents (mean
difference = 25.53, F (1, 28) = 19.735, p ¡ 0.001) compared
to the non-trained group. Moreover, the trained group had
significantly more hit incidents (mean difference: 25.53, F
(1, 28) = 19.735, p ¡ 0.001) compared to the non-trained
group. Also, the trained group had significantly fewer mistakes
in catching incidents (mean difference = 12.47, F (1, 28)
= 22.783, p ¡ 0.001) compared to the non-trained group.
Therefore, these results suggest that training significantly
improves performance by reducing misses and mistakes and
increasing hits, as shown in Fig. 6.

2) Trust, Confidence, Cognitive Load, and Visual
Discrimination: H7: While monitoring abnormal behaviors
through CCTV, there will be a significant difference in trust
level between trained and non-trained groups with no AI
assistance.

H8: While monitoring abnormal behaviors through CCTV,
there will be a significant difference in confidence levels
between trained and non-trained groups with no AI assistance.

H9: While monitoring abnormal behaviors through CCTV,
there will be a significant difference in cognitive load between
trained and non-trained groups with no AI assistance.
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Fig. 6. The average of the trained and non-trained groups with no AI
assistant in a number of mistakes, misses, and hits.

H10: While monitoring abnormal behaviors through CCTV,
there will be a significant reduction in visual discrimination
between trained and non-trained groups with no AI assistance.

The ANOVA test compares the performance of trained
and non-trained groups with no AI assistant regarding trust,
confidence, cognitive load, and visual discrimination. The
trust score between non-trained and trained groups is not
statistically significant (p = 0.397). Also, the confidence
level was not significantly different between trained and non-
trained (p = 0.320). However, cognitive load shows a near-
significant difference, with the trained group experiencing
a higher cognitive load than the non-trained group (mean
difference: 10.89, F (1, 28) = 3.218, p = 0.084). Finally, visual
discrimination did not show a statistically significant difference
between the groups (mean difference (p = 0.303). Therefore,
these results did not significantly impact trust, confidence, or
visual discrimination but may increase cognitive load.

C. Non-Trained Group (Within-Subject)

1) Performance: The results of the paired t-tests reveal
significant reduction in response times for AI (mean difference
= 1.81 seconds, t = 2.409, p = .030) compared to no AI
assistant, see Fig. 7, and number of misses (mean difference
= 14.53, t = 6.200, p ¡.001). See Fig. 8, indicating that AI
assistance is significantly enhance the user’s performance in
both time consuming to catch incidents and number of missed
incidents compared to no AI assistance. Also, the number of
hits of AI assistants is significantly increased (mean difference
= -14.53, t= -6.200, p ¡ .001) compared to no AI assistants, see
Fig. 9. However, this improvement in hits is accompanied by a
significant increase in the number of mistakes (mean difference
= -8.60, t= -5.644, p¡.001) see Fig. 10. Therefore, these results
suggest that AI assistance boosts performance speed and hit
accuracy, but it leads to a higher mistake rate.

2) Trust, Confidence, Cognitive Load, and Visual
discrimination: The results of the paired t-tests reveal
significant differences between the non-trained group with AI
assistance and those with no AI assistance across four aspects:
trust, confidence, cognitive load, and visual discrimination.
The user’s trust level with AI assistance is significantly higher
(mean difference = -15.667, t = -3.063, p = .008) than with
no AI assistance. Also, the user’s confidence level is highly
significant with AI assistance (mean difference = -22, t =
-4.069, p = .001). However, cognitive load results were not

Fig. 7. The response time average of the non-trained group with AI and no
AI assistants.

Fig. 8. The missing incidents average of the non-trained group with AI and
with no AI assistant.

statistically significant (p = .100), and AI assistance did not
significantly affect visual discrimination (p = .718) compared
to no AI assistance see Fig. 11.

Trained Group (Within- subject)

3) Performance: The paired t-test results revealed
significant differences in the performance of the trained group
with an AI assistant and no AI assistant. Participants with
AI assistants spent significantly less time catching incidents
(Mean difference 1.12 seconds, t = 2.221, p = .043) than no
AI assistant see Fig. 12. Also, participants with AI assistants
had significantly fewer miss incidents (mean difference 18.33,
t = 6.510, p ¡ .001) compared to the no AI assistant see
Fig. 13. Moreover, participants with AI assistant significantly
had higher hits incidents (mean difference = 18.33 hits, t =
-6.510, p ¡ .001) compared to the no AI assistant see Fig. 14.
However, there is no significant difference in the number of
mistakes in catching incidents between AI assistance and no
AI assistance (p = .164) see Fig. 15.

4) Trust, Confidence, Cognitive Load, and Visual
discrimination: The paired t-test results revealed a significant
difference between AI and no AI assistant in cognitive load;
however, there was no significant difference between the
others. The participants with AI assistance had a significantly
less cognitive load (mean difference = 15.94, t = 2.151, p =
.049) than the no AI assistant see Fig. 16. However, there was
no significant difference in trust level (p = .946). Similarly,
there was no significant difference in confidence level (p=
1.00). Lastly, visual discrimination also showed no significant
difference (p = .455).
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Fig. 9. The hits incidents average of the non-trained group with AI and with
no AI assistant.

Fig. 10. The hits accompanied by a significant increase in the number of
mistakes.

VI. MODELING

A. Data Preprocessing

Data preprocessing was completed. it transformed the
data into a meaningful, efficient format, ready for machine
learning models. This study focuses on two categorical
variables: personal and system. These categorical variables
were transformed using the one-hot encoding method. One-
hot encoding involves converting each unique category within
a categorical variable into a separate binary feature in a
new column. Consequently, for each observation, a binary
indicator of 1 is assigned to the feature corresponding to its
original category, while all other features receive a binary
value of 0. This method generates a new binary feature for
each possible category, improving the model accuracy and
predictive analysis.

B. Multicollinearity

The Variance Inflation Factor (VIF) method was utilized
to quantify the degree of multicollinearity among the
regression variables. Multicollinearity occurs when two
or more predictors exhibit a high degree of correlation
simultaneously, potentially reducing the statistical significance
of individual independent variables [30]. The Variance Inflation
Factor (VIF) values will uniformly be 1 in procedures with
no correlated predictors. VIF values exceeding five indicate
multicollinearity and may consider further investigation or

Fig. 11. The average of trust, confidence, cognitive load, and visual
discrimination for a non-trained group with and with no AI assistance.

Fig. 12. The response time average of the trained group with AI and no AI
assistants.

removal from the model (see Table I). The VIF is calculated
using the following formula:

VIFj =
1

1−R2
J

(1)

TABLE I. VARIANCE INFLATION FACTORS FOR FEATURES

Feature VIF
Trust 2.458356
Confidence 2.088327
Mental 2.927619
Physical 1.284067
Temporal 2.227160
Performance 1.855252
Effort 3.794435
Frustration 2.163868
Training-Non-trained ∞
AIassisstance AI Assisstance ∞
AIassisstance No AI Assisstance ∞

C. Model Development

This study employed linear regression to predict
performance. Linear regression is a statistical approach
used for modeling the association between a dependent
variable and independent variables by providing a linear
equation to observed data. The purpose of linear regression
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Fig. 13. The missing incidents average of the trained group with AI and
with no AI assistant.

Fig. 14. The hits incidents average of the trained group with AI and with no
AI assistant.

is to predict the dependent variable based on the values of
the independent variables [31]. This method is favored for its
simplicity, interpretability, and efficiency in modeling linear
relationships, making it widely applicable in various fields
such as predictive study, elucidating variable relationships,
and data sciences. Linear regression is particularly valued
for its ability to provide clear insights into the strength and
direction of relationships between variables and for its utility
in predictive analytics.

D. Performance Metrics

In our study, we assessed the performance of our predictive
models using Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE). They are widely utilized metrics for
assessing models [32]. Both metrics are essential for evaluating
the accuracy of our models and quantifying the deviation from
the actual values. MAE is the mean of the gap between the
anticipated values and the actual values of the target variable
(see Eq. 2). RMSE, on the other hand, is calculated as the
square root of the average of the squared errors (see Eq. 3).
These metrics enabled us to rigorously evaluate the precision
of the models and facilitate comparative performance analysis.
MAE and RMSE deliver a comprehensive study of model error.

MAE =
1

n

n∑
i=1

|yi − ŷi| (2)

Fig. 15. No significant difference in the number of mistakes in catching
incidents between AI and no AI assistance.

Fig. 16. The average of trust, confidence, cognitive load, and visual
discrimination for a trained group with and with no AI assistance.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (3)

E. Prediction Results

TABLE II. PERFORMANCE ANALYSIS FOR DIFFERENT MODELS ON TEST
DATA

Metrics LR
RMSE 17.247 (3.05)
MAE 14.031 (2.67)

The performance was assessed using the test metrics MAE
and RMSE (Table II). Fig. 17 compares actual versus predicted
values using scatter plots for the Linear Regression model.
The scatter plot for the LR model shows a wide dispersion
of data points, indicating the prediction error of the model.
This analysis demonstrates that the Linear Regression model
provides a reasonably accurate prediction with a lower MAE
and RMSE.

VII. DISCUSSION

This study explored the effectiveness of hybrid security
systems that integrate human oversight with automated
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Fig. 17. Comparison of actual vs. predicted values for linear regression.

surveillance powered by advanced AI technologies. The
findings emphasize the critical interplay between human
operators and AI systems in enhancing the overall performance
of surveillance operations. Our results demonstrate that
AI-assisted surveillance systems significantly improve the
detection of abnormal behaviors compared to systems solely
reliant on human operators. These automated capabilities allow
for proactive monitoring, reducing the cognitive load on human
operators and enabling them to focus on critical incidents
requiring human judgment and expertise. The study revealed
that trained personnel significantly outperformed untrained
personnel in identifying incidents, both with and without
AI assistance. Specifically, the trained group exhibited fewer
missed incidents and mistakes and more behavior identification
incidents. In addition, it highlights the importance of
comprehensive training for CCTV operators, ensuring they can
effectively collaborate with AI systems to enhance surveillance
efficacy. The performance metrics assessed included response
time, number of hits, misses, and mistakes. AI assistance
notably reduced response times and increased the number of
hits for both trained and untrained groups. However, it also led
to increased mistakes among the non-trained group, suggesting
that while AI enhances performance, it requires the human
operator’s expertise to mitigate errors effectively [33]. The
cognitive load, measured using the NASA-TLX scale, showed
mixed results. For the non-trained group, AI assistance did
not significantly impact cognitive load, while on the contrary,
for the trained group, AI assistance resulted in a significantly
lower cognitive load. The result indicates that trained personnel
can better leverage AI capabilities to reduce mental strain,
enhancing their performance and efficiency. The study also
examined trust, confidence, and visual discrimination. While
AI assistance did not significantly impact trust and confidence
levels for either group, it could marginally improve visual
discrimination among trained personnel. Also, operators can
benefit from AI assistance to enhance their ability to discern
subtle differences and abnormalities in monitoring footage
when adequately trained. Our modeling efforts involved
linear regression to predict performance metrics based on
various factors. The feature importance analysis revealed
that factors such as training level and AI assistance were
significant predictors of surveillance efficacy. These findings
emphasize surveillance performance’s multifaceted nature,
where human and technological factors interplay to determine
overall effectiveness.

The integration of AI technologies in surveillance systems
significantly enhances their effectiveness, particularly when
complemented by well-trained human operators. The findings
underscore the necessity for continuous training and support
for CCTV operators, ensuring they can leverage AI capabilities
to their full potential. Furthermore, the hybrid approach of
combining AI precision with human contextual understanding
offers a balanced solution that maximizes the strengths of both
elements.

VIII. FUTURE WORK

While the study highlights the benefits of integrating
AI with human oversight in surveillance systems, future
research can explore the gamification of these systems to boost
participant motivation and interaction [34].

Gamification uses game-design elements in non-game
settings to improve engagement and motivation [35]. In hybrid
surveillance systems, gamification can:

• Enhance Training: Gamified training sessions with
points, badges, and leaderboards can make learning
enjoyable and effective.

• Provide Real-time Feedback: Scoring systems and
instant rewards can reinforce positive behaviors and
enhance attentiveness.

• Boost Cognitive Engagement: Challenges and
missions can reduce monotony and cognitive fatigue,
making tasks more engaging.

• Foster Collaboration: Team-based challenges can
improve teamwork and collective performance in large
operations.

Gamifying hybrid surveillance systems can enhance
operator engagement and performance, leveraging the full
potential of both human and AI capabilities for more effective
surveillance operations [36].

Another area for exploration is the inclusion of
more advanced machine learning models such as Random
Forest, which has shown promise in predicting surveillance
performance metrics. Random Forest, known for its robustness
and versatility, can handle complex interactions between
features and offer unique insights. However, Random Forest
models might be promising but require larger studies to
assess their performance adequately. Hyperparameter tuning,
such as optimizing the number of trees, maximum depth,
and other parameters, can improve the model’s performance.
Investigating the importance of different features in the
Random Forest model can also provide deeper insights into
the factors that significantly impact surveillance performance.

IX. CONCLUSION

The study provides evidence that hybrid surveillance
systems, which integrate AI with human oversight, enhance
detection capabilities, reduce cognitive load, and improve
overall performance. Future research should focus on strategies
to enhance operator trust in AI-assisted systems and
confidence, further optimizing the collaborative potential of
hybrid surveillance frameworks. This approach will ensure
safer and more secure environments in increasingly urbanized
and densely populated areas.
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Abstract—The Internet of Things (IoT) constitutes a 

technological evolution capable of influencing the establishment of 

smart cities in a wide range of fields, including transportation. 

Intelligent Transportation Systems (ITS) represent a prominent 

IoT-enabled solution designed to enhance the efficiency, safety, 

and sustainability of transport networks. However, integrating 

IoT with ITS introduces significant security challenges that need 

to be addressed to ensure the reliability of these systems. This 

research aims to critically analyze the current state of IoT-

integrated ITS, identify security threats and vulnerabilities, and 

evaluate existing security measures to propose robust solutions. 

Utilizing a comprehensive review methodology that includes 

literature analysis and expert interviews, we identify key 

achievements and pinpoint critical security gaps. Our findings 

indicate that while substantial progress has been made in securing 

ITS, significant challenges remain, particularly regarding 

scalability, interoperability, and real-time data processing. The 

study proposes enhanced security protocols and methods to 

mitigate these risks, contributing to the development of more 

secure and resilient IoT-enabled ITS. 

Keywords—Internet of Things; intelligent transportation; 

security; logistics 

I. INTRODUCTION 

The Internet of Things (IoT) seamlessly transforms real-
world objects, vehicles, home appliances, etc., into digital ones 
[1]. With IoT, ordinary things can instantly collect, share, and 
analyze data by integrating sensors, actuators, and 
communication technologies [2]. These gadgets, commonly 
known as intelligent things, can connect to each other 
independently or through centralized platforms, creating an 
ever-changing and widespread ecosystem [3]. The main goal of 
IoT is to optimize productivity, streamline processes, and 
provide practical information by leveraging the uninterrupted 
data stream from these connected devices [4]. The IoT has a far-
reaching impact on various areas, including smart homes, cities, 
industrial applications, and healthcare systems [5]. It can 
revolutionize our interactions with the natural world and bring 
improvements by enabling continuous communication and 
cognitive analysis of data [6]. 

Intelligent Transportation System (ITS) combines multiple 
technologies to improve transport networks' effectiveness, 
safety, and environmental friendliness [7]. ITS uses 
information and communications technology to enhance the 
effectiveness and control of various transportation methods [8]. 

This includes multiple transport networks such as highways, 
trains, airlines, and sea connections [9]. ITS covers multiple 
applications, including real-time traffic monitoring, the 
operation of traffic signals that adapt to changing conditions, 
automated vehicle systems, and services that provide 
information to travelers [10, 11]. ITS strives to combat 
congestion, minimize travel times, improve safety through 
accident prevention systems, and advocate for environmentally 
friendly behavior through data-driven solutions. The 
integration of sensors, communication networks, and intelligent 
algorithms promotes a responsive and adaptable transport 
infrastructure [12]. 

The IoT is essential to ITS as it can completely transform 
and boost transportation networks' efficiency, safety, and utility 
[13]. The IoT combines physical objects, sensors, and 
communication technologies, enabling instant data collection 
and exploration [14]. In the ITS context, this connectivity 
allows for unprecedented levels of automation and 
responsiveness [15]. IoT empowers vehicles and infrastructure 
components to communicate, providing real-time traffic 
management, proactive maintenance, and flexible control 
systems [16]. Real-time monitoring to monitor traffic 
conditions, infrastructure health, and vehicle behavior increases 
decision-making accuracy, reduces congestion, and improves 
safety [17]. Furthermore, the IoT facilitates the development of 
intelligent transport networks, where data-driven analytics 
empower authorities and users to make informed decisions and 
ultimately promote sustainable and resilient urban mobility. 
Integrating IoT technology into ITS improves operation 
effectiveness [18]. 

Deploying IoT-enabled ITS poses numerous challenges, 
particularly in terms of security. The interconnection of IoT 
devices in transport networks introduces a variety of potential 
vulnerabilities that different types of attacks can exploit [19]. 
Unauthorized access, data breaches, and cyber-physical attacks 
can jeopardize transport infrastructure security and reliability. 
Privacy concerns also arise from IoT devices, which generate 
sensitive data such as location information and travel history 
[20]. Keeping this data confidential and secure is crucial. In 
addition, the wide range of devices in ITS leads to difficulties 
in compatibility and standardization. This makes building 
consistent security procedures more complex. As transportation 
systems become increasingly dependent on the IoT, it is critical 
to prioritize security concerns. This is necessary to maintain 
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public trust, protect critical infrastructure, and promote 
advanced and connected transport networks [21]. 

The present study aims to achieve several key objectives to 
enhance the understanding and advancement of ITS enabled by 
IoT technology. The study's primary goal is to comprehensively 
analyze the current status of IoT applications in the 
transportation industry, focusing on their contribution to 
intelligent logistics and improved mobility. In addition, the 
study identifies and examines the security barriers associated 
with IoT integration in transportation, with a particular focus on 
risks, weaknesses, and privacy issues. Third, it aims to explore 
and evaluate the security mechanisms and protocols developed 
to address these difficulties and provide insights into the most 
effective methods for ensuring IoT-powered ITS reliability and 
strength. The survey also presents successful schemes and 
practical applications, giving an overview of the practical 
elements of implementing secure IoT solutions in 
transportation. The study achieves these goals by providing a 
comprehensive resource for determining the future of safe and 
efficient ITS. 

The remainder of the paper is arranged in the following 
manner. Section II describes the IoT environment in the ITS 
context and outlines an overview of critical elements and 
functions. Section III provides a thorough analysis of IoT-
enabled ITS security challenges. Section IV examines a range 
of security methods and protocols, covering intrusion detection, 
encryption, and authentication systems. Section V focuses on 
forecasting future advances and outlines future research 
directions for IoT-secure applications in transportation. Section 
VI concludes the paper. 

II. BACKGROUND 

The IoT ecosystem in ITS represents a complex integration 
of interconnected components and technologies to transform 
the transportation industry. This ecosystem consists of 
intelligent vehicles, infrastructure components, communication 
networks, and central control systems, all working together to 
make transport networks more efficient, safe, and sustainable 
[22]. Intelligent vehicles are critical components of the IoT-
based ITS ecosystem. These vehicles are equipped with 
multiple sensors, including GPS, accelerometers, and cameras, 
that constantly collect and send real-time data about their 

condition, location, and environment. The voluminous data 
received is the key to making well-founded decisions and 
adapting the transport system flexibly [23]. 

The infrastructure components in the IoT environment 
consist of a network of intelligent traffic lights, road sensors, 
and monitoring systems. These components are strategically 
placed throughout the transport network. These components 
collect and examine data about vehicle movement, road 
conditions, and hazards. The smooth integration of these 
components enables a comprehensive understanding of the 
traffic ecosystem and allows authorities to proactively address 
dynamic circumstances, optimize traffic signals, and improve 
overall traffic management. Communication networks are 
critical for connecting the many components of the IoT 
ecosystem and facilitating information transfer between 
automated vehicles and infrastructure. Efficient and reliable 
communication is crucial for the immediate coordination and 
synchronization of various components within the transport 
system. Central control systems serve as a cognitive operations 
center, analyzing incoming data, formulating intelligent 
judgments, and issuing instructions to improve performance, 
minimize congestion, and optimize traffic flow [24]. 

A. IoT-Enabled ITS Architecture 

When implementing an IoT-based ITS, it is necessary to 
consider a wide range of transportation infrastructures, 
vehicles, and objects. This approach focuses exclusively on 
advancing particular business requirements, altering current 
transportation networks, integrating shared information 
resources, and simultaneously transforming unique company 
demands. To incorporate the IoT into ITS, it is crucial to 
establish a well-designed architecture for an ITS inside the IoT 
framework. The IoT-based intelligent transportation 
architecture consists of three layers: identification, network, 
and application, as depicted in Fig. 1. 

The primary role of the identification layer is to gather 
precise traffic data promptly. The use of various sensors and 
communication networks primarily determines traffic 
information. These include video capture tools, ultrasonic 
detectors, microwave radar sensors, temperature measurement 
devices, and pressure sensors. Upon the transmission of sensor 
data across Wireless Sensor Networks (WSNs), the process of 
data aggregation is eventually finalized [25]. 

 

Fig. 1. Architecture of IoT-based ITS. 
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The primary objective of the network layer is to guarantee 
traffic data transmission with a significant degree of 
dependability and protection. The network layer must be able 
to create a link between application and sensor layers [26]. 
Communication networks with significant capacity are 
necessary for effective and reliable information transfer. There 
are two kinds of communication networks: wireless and wired 
access networks. Wireless access networks incorporate 
traditional cell phone networks and Wireless Local Area 
Network (WLAN) systems that may be used with mobile 
sensing devices. Wired access networks rely on telephone lines 
and Ethernet channels, which are well-suited to facilitating 
tools like traffic junction cameras and subterranean detecting 
coils. 

The application layer processes, analyzes, and uses traffic 
data gathered by traffic-aware networks and provides diverse 
intelligent traffic services [27]. The application layer 
encompasses several systems, such as illustrations, including 
prototype systems for government and social applications and 
industrial and corporate applications. Common uses encompass 
sophisticated traffic management systems and live traffic data 
services. A system may consist of an advanced electronic toll-
collecting system, a public transit management system, and a 
cutting-edge car. 

WSNs are self-organizing networks designed explicitly for 
ITS tasks. These networks generally include sensor nodes 
deployed within a designated area for environmental tracking. 
These nodes are equipped with indicators, inbuilt processing 
units, and radio transmitters, allowing them to carry out 
activities such as collecting traffic information, analyzing data, 
and forwarding it [28]. These nodes establish a network to 
oversee and analyze environmental data or traffic items inside 
the designated detection region by utilizing wireless connection 
and self-organization. Subsequently, the gathered data and 
information are transferred to the convergence node to carry out 
specific monitoring duties as specified. The ITS gateway is the 
intermediary between two separate networks, granting 
connectivity to general and traffic-aware networks. 

Moreover, it facilitates the transformation of 
communication protocols and the management of networks 
between the two networks. Once traffic data gathered by the 
monitoring system is sent to the public network via the 
gateway, it becomes accessible to the traffic control system that 
processes data, evaluation, preservation, and reaction actions. 

B. Architectural Design of Vehicle Communication Networks 

Mobile communication networks typically encompass 
communication between vehicles and roadside facilities. 
Roadside facilities include fixed nodes like petrol pumps, 
comfort service locations, and speed control signs, which are 
considered a specific type of mobile node. In terms of overall 
network architecture, there is no fundamental distinction [29]. 
Mobile Ad-hoc Networks (MANETs) are transient networks 
consisting of mobile devices sharing the same service set, 
lacking an Access Point (AP) to connect them. This type of 
network emphasizes self-organization, distributed, mobile, 
wireless, and multi-hop communication without using base 
station equipment. The network's dynamic links allow free 
movement, resulting in a topology that changes quickly and 

unpredictably. MANETs function as standalone networks or 
connect to the broader Internet. 

MANETs comprise mobile nodes, which can function as 
main routers or ordinary nodes distributed across various 
platforms such as aircraft, aircraft, vessels, buses, cars, people, 
etc. [30]. This results in the following attributes: 1) Restrictions 
on connectivity and bandwidth, primarily arising from the 
constrained wireless channel compared to wired channels; 2) A 
constantly evolving network structure due to the continuous 
movement of vehicles; 3) Energy constraints on mobile 
terminals necessitate energy conservation and reliable energy 
supply considerations; 4) Poor network security, attributed to 
public and distributed wireless networks, makes them highly 
susceptible to interception attempts. The application of mobile 
self-organizing networks extends across both civilian and 
military sectors. In the military, troops, vessels, aircraft, and 
other elements may create decentralized networks utilizing 
mobile node technology, which improves dependability by 
distributing the network's functions. MANETs are versatile and 
have a self-organizing character, making them useful in many 
civilian settings such as vehicle communication networks, 
private local networks, emergency rescue services, and 
workplace meetings. 

In the current network protocol architecture, two widely 
recognized models are the standard Open Systems 
Interconnection (OSI) protocol and the TCP/IP model widely 
applied to computer networks. In MANETs, each mobile node 
establishes its wireless network, introducing distinctions from 
wired networks operating over the TCP/IP protocol. While the 
Vehicular Ad Hoc Network (VANET) falls under the category 
of MANET, the protocol settings at each layer exhibit notable 
differences. VANET emphasizes the predictability of vehicular 
trajectories and the impact of obstacles in urban environments. 
Fig. 2 compares the architecture of the OSI, TCP/IP, VANET, 
and MANET protocols. Network protocol design for vehicle 
communication is built upon the TCP/IP model. Subsequent 
discussions discuss the structure, properties, and current studies 
on the different tiers within vehicle communication systems. 

 

Fig. 2. OSI, TCP/IP, MANET, and VANET architectures. 

In VANETs, the physical and Medium Access Control 
(MAC) layers are commonly grouped and referred to as a 
PHY/MAC layer. Various frequency bands, such as high-
frequency, microwave, millimeter, and infrared wavelengths, 
are employed in vehicular communications. The Federal 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

85 | P a g e  

www.ijacsa.thesai.org 

Communications Commission (FCC) in the United States has 
assigned a specific frequency range of 75MHz, called 
Dedicated Short-Range Communication (DSRC), for vehicular 
connection. This frequency range spans from 5.850GHz to 
5.925GHz. Similar allocations have been made in Europe and 
Japan. The PHY/MAC layer in in-vehicle communication 
networks encounters several challenges. These challenges 
encompass maintaining reliable communication among 
vehicles, efficiently allocating broadcast spectrum, adjusting to 
variations in node density, and ensuring Quality of Service 
(QoS) for emergency applications within a wireless 
environment. 

The network layer of VANETs focuses on routing 
protocols, drawing inspiration from MANETs research but 
incorporating features suitable for traffic communication 
scenarios. VANETs are characterized by linear networks, fast-
moving nodes with predictable trajectories, and the ability to 
obtain node positions using GPS. Rapid changes in network 
topology due to high-speed movement pose challenges in 
establishing and maintaining communication links. There are 
several types of routing protocols, including location-based 
(GPSR, MDDV), multicast (MAODV, MOLSR), and unicast 
(DSR, AODV). 

The VANET network protocol design follows the TCP/IP 
paradigm; however, modifications are required to address the 
constraints of conventional TCP protocols in wireless networks. 
Studies have shown that TCP protocols may not be suitable for 
VANETs, especially when there is a lot of network congestion. 
Although some enhanced TCP protocols apply to VANETs, 
most studies focus on User Datagram Protocol (UDP) 
connections. The security of VANETs is of utmost importance 
due to their direct influence on the well-being of individuals. 
The security usages of VANET protocols are subject to 
stringent requirements that prioritize dependability, 
confidentiality, and authenticity of sent data throughout 
communication.  

C. Integration of Mobile Model and Network Simulation 

Software 

For VANETs to utilize vehicle movement models, 
compatibility with network simulation software is essential. 
Most historical and contemporary mobile models employed by 
research institutions fall into this category, as illustrated in Fig. 
3. Simulation software generates different scenes before 
simulation, analyzing them according to predetermined path 
formats. The motion scenes remain unmodifiable, leading to a 
lack of interaction between the network and mobility domains. 
In recent years, increased demands for interaction, driven by 
specialized applications in vehicle communication, have 
fostered improved collaboration between these domains. 

The embedded technique addresses the absence of protocols 
by facilitating collaboration between networks and movement 

domains, as shown in Fig. 4. This solution features a 
straightforward and effective interface between the network 
and mobile models, leveraging validated driving patterns and 
carefully following established protocols. Vehicle self-
organizing network simulation has emerged as an essential area 
of study. 

 

Fig. 3. Illustration of vehicle movement models used in VANET simulation 

software. 

 

Fig. 4. Integration of embedded technique for collaboration between 

network and movement domains. 

Fig. 5 depicts incorporating conventional network 
simulation software into mobile applications or specialized 
traffic simulation software via standardized interfaces. The 
increasing integration of simulation software results in novel 
applications, including safe transportation solutions. Initially, 
application simulations in the early stages were mostly centered 
around the network. However, as vehicle self-organizing 
network applications have progressed, there has been a change 
in emphasis towards simulating vehicle mobility in these 
applications. Although research is now moving towards the 
integration and interplay of different approaches, the three 
methodologies, namely isolated, blended, and embedded, 
persist in simultaneous existence. The isolated technique is 
preferred for its broad applicability and simplicity, especially in 
traffic management and safety, where scholars tend to prefer 
combining and integrating methods. 
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Fig. 5. Integration of conventional simulation software for networks with mobile models or specialized traffic simulation software. 

III. SECURITY CHALLENGES IN IOT-ENABLED ITS 

This section covers the complex security concerns in the 
context of IoT-enabled ITS. As illustrated in Fig. 6, 
incorporating IoT technology into transportation infrastructure 
has several prospects for enhanced efficiency and innovation 
while simultaneously introducing new possibilities for 
malicious activities and vulnerabilities. As connectivity 
between vehicles, sensors, and infrastructure rises, protecting 
these systems from unscrupulous individuals and illegal entry 
becomes more complex. The security difficulties in IoT-
powered ITS present numerous challenges, including 
maintaining data transmission integrity and defending against 
cyber-physical attacks. These concerns are constantly changing 
and need constant attention. Through analyzing these 
challenges and examining possible methods to reduce their 
impact, our objective is to provide valuable knowledge on 
strengthening the capacity of IoT-enabled transportation 
networks to cope with and maintain their functionality in the 
presence of ever-changing cyber threats. 

A. Vulnerabilities in Connected Devices 

The widespread adoption of IoT devices in the ITS sector 
exposes various vulnerabilities. Intelligent automobiles, road 
infrastructure, and communication networks are susceptible to 
cyber assaults. Device setups that are not secure, delayed 
software upgrades, and inadequate authentication techniques 
can create vulnerabilities that allow hostile actors to undermine 
the integrity and performance of connected transportation 
components. Resolving these vulnerabilities is crucial for 
enhancing the overall security of transportation systems driven 
by IoT technology. 

Urban traffic congestion is a significant issue in modern 
cities, and ITS is being researched to address this issue. Zhang 
and Lu [11] used OPNET Modeler software to develop a 
vehicle tracking scheme, analyzing vehicle communication 
networks in an IoT-based system. Simulation experiments 
showed that low-speed vehicles can improve wireless network 

coverage, especially when roadside units are kept between 
500m and 600m away. The AODV protocol proved more 
appropriate for network communication requirements than the 
DSR protocol, improving overall performance. 

Anand, et al. [31] presented a threat architecture for IoT 
devices, concentrating vulnerabilities in a three-layer baseline 
design. They investigate weaknesses taken advantage of in 
different assault areas and assess the difficulties in measuring 
them. The research also examines ITS and secure energy 
management in smart grids, specifically emphasizing IoVT 
applications. Implementing the suggested framework into 
current apps raises concerns among developers over potential 
security risks inside the system, underscoring the need to 
address these weaknesses in IoT devices. 

 

Fig. 6. Security challenges in IoT-enabled ITS. 
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Ribeiro, et al. [32] have proposed a deep-learning algorithm 
for enhancing traffic behavior security. They present a policy 
gradient approach to identifying vehicular misuse, using a triple 
network replay method to maximize convergence rates. The 
model is tested on accurate urban maps with 5G or 6G 
communications, cellular networks, and VANET in a software-
defined network. Compared to related studies, the results show 
improved accuracy prediction, cumulative reward, and 
convergence rate. The proposed deep learning algorithm 
improves ITS by increasing the accuracy of predictions, 
reducing communication delays, and adjusting traffic paths to 
accommodate congestion. 

Alladi, et al. [33] developed a set of deep learning-based 
misbehavior classification approaches for intrusion detection in 
IoV networks using LSTM and CNNs. The DCLEs, deployed 
on vehicular edge servers, identify 18 behaviors with higher F1-
scores. The proposed classifiers were compared with existing 
studies on edge server simulation testbeds. Rani and Sharma 
[34] propose an ITS framework for IoT-based vehicular 
network traffic in smart cities using tree-based decision trees, 
random forests, extra trees, and XGBoost machine learning 
models. Simulation results show a high level of detection 
accuracy and low computational requirements. 

B. Data Privacy and Confidentiality Concerns  

The significant volume of sensitive data collected by IoT 
devices in the transportation industry, including real-time 
location information and driving behavior, raises important 
concerns regarding data privacy and confidentiality. 
Unauthorized access to this data can lead to identity theft, 
illegal spying, and misuse of personal information [35]. 
Utilizing robust encryption techniques and implementing 
stringent access controls are crucial to safeguard user privacy 
and instill confidence in the secure deployment of IoT in 
transportation. 

Belhadi, et al. [36] have developed a secure and scalable 
system for detecting knowledge from urban traffic data using 
blockchain learning technology and a threaded GPU. The 
system uses optimizations and a reinforcement deep learning 
algorithm to merge local knowledge into global knowledge. 
Experiments on well-known data show the framework 
outperforms baseline solutions for outlier detection. Tang, et al. 
[37] presented a flexible and privacy-preserving query protocol 
for ITS, utilizing matrix decomposition techniques for flexible 
route organization and ciphertext state operation for route 

protection. The scheme improves computational and 
communication overhead, making it suitable for resource-
constrained vehicles. 

Das, et al. [38] propose blockchain-based identity 
generation and management methods to deal with security 
concerns in ITS applications. The solution ensures the validity 
of Personal Identification Information (PII) and the 
application's usability, making it suitable for vehicle 
administration in ITS. Thapliyal, et al. [39] developed SAKP-
ITS, a secure authentication protocol for IoV-enabled ITS, 
demonstrating resistance to potential threats and outperforming 
competitors in communication, computation, and security 
metrics. The protocol's practical implementation is also 
presented to test its effect on critical performance attributes. 

C. Network Security Risks 

The interconnectivity of IoT devices is primarily dependent 
on communication networks. Nevertheless, this mutual 
dependency gives rise to network security vulnerabilities, such 
as denial-of-service (DoS) assaults, man-in-the-middle attacks, 
and eavesdropping. Implementing encryption, intrusion 
detection, and prevention tools can be crucial steps to limit risks 
and ensure the robustness of the transportation network. Bi, et 
al. [40] utilized the cryptographic-integrated steganography 
methodology for secure communication on an IoT-enabled 
cloud platform for urban transportation. The algorithm 
produces code for privacy, converts data into a specific format, 
and uses encryption keys to protect confidential data. The 
findings demonstrate efficient and secure data sharing. 

The development of ITS has led to the development of 
communication frameworks for addressing security concerns 
related to intelligent sensors. Rawashdeh, et al. [41] proposed 
an efficient query-as-a-service communication scheme that 
incorporates fog computing concepts, communication 
standards that ensure data integrity and security evaluation 
tailored to mobile vehicles in ITS applications. The data-driven 
approach allows entities to share data structures instead of data 
itself, reducing the communication burden and allowing 
misinformation tolerance. Experiments have shown superior 
performance concerning data granularity, detection rate, false-
detection rate, and probability of query failure, overcoming 
traditional cloud-based models' limitations. Table I shows 
summary of security measures and protocols in IoT-enabled 
ITS. 

TABLE I. SUMMARY OF SECURITY MEASURES AND PROTOCOLS IN IOT-ENABLED ITS 

Security measure Advantages Limitations 

Authentication  Enhances user and device identity verification 
Implementation complexity and potential for false 

positives 

Encryption  Secures data in transit and at rest Computational overhead and potential compatibility issues 

IDPS Continuous monitoring and threat detection False positives/negatives and resource-intensive 

Secure communication protocol Lightweight and secure data exchange Protocol compatibility and potential latency issues 

Firmware updates and patch 

management 
Addresses vulnerabilities promptly 

Operational disruptions during updates and user 

compliance 

RBAC Granular control over user and device access 
Complexity in role assignment and potential 

misconfigurations 
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Shen, et al. [42] propose the IoT-assisted Innovative Data 
Integrity Verification Scheme (IoT-IDIVS) to integrate 
transportation system data and exchange information 
effectively. The system aligns GPS data with passenger and 
schedule information to maintain reliability. The IoT-IDIVS 
has improved measurement costs and coordination costs, with 
experimental results showing a packet loss rate of 21.3%, 
average service delay of 26.9%, data transmission ratio of 
95.5%, throughput bit of 92.3%, traffic congestion ratio of 
92.6%, error rate of 17.9%, successful delivery rate of 92.57%, 
and energy optimization of 97.12%. 

Altaf, et al. [43] investigate the Beacon Non-Transmission 
(BNT) attack in ITS, where the attacker is a source vehicle. 
They propose two lightweight techniques to detect BNT 
attacks: one based on beacon loss distribution and loss due to 
channel error and another using autocorrelation function (ACF) 
to identify shortish and longish attacks. They also propose a 
random inspection model to balance detection accuracy with 
limited computational resources. Extensive simulations show 
the lightweight nature of both techniques and the effectiveness 
of ACF-based techniques. 

D. Lack of Standardization and Interoperability 

The lack of established security protocols and 
interoperability standards across various IoT devices in 
transportation limits the development of unified security 
solutions. Implementing universal security measures can be 
problematic in heterogeneous systems due to the varied degrees 
of protection [44]. Developing universal standards and 
protocols that provide secure communication, authentication, 
and data integrity is crucial for building a robust security 
framework for IoT-enabled mobility. 

Baker, et al. [45] propose a lightweight framework for smart 
transportation systems, integrating blockchain for 
authentication and fog computing for efficient and secure 
transportation. They consider future technologies of 5G and 
Beyond 5G (B5G) and argue that integrating these 
technologies, federated learning, blockchain, and edge 
computing provides the perfect platform for an intelligent 
transportation system. The framework is evaluated by 
comparing it to the current cloud-based approach in iFogSim, 
and the blockchain-based authentication is estimated using a 
customized implementation. The simulation results show 
superior security, latency, and energy consumption 
performance. 

Smart cities, particularly in China, are rapidly developing 
globally, with over 1000 cities undergoing development as of 
2017. However, there is a lack of uniform understanding of 
these systems, potentially affecting their evaluation and 
planning. Self-organizing system theory can help explain these 
cities. Yan, et al. [46] conducted qualitative data analyses and 
developed a comprehensive system framework for smart cities, 
focusing on smart devices, Information and Communications 
Technology (ICT), and developmental mechanisms. They used 
China's smart transportation systems as a case study. 

Singh, et al. [47] highlighted the importance of 
digitalization in highways for a sustainable environment. It 
categorizes digitalization into five subcomponents: bright 

highway lighting, traffic and emergency management, 
renewable energy sources, bright display, and AI. The study 
proposes an architecture for intelligent highway lighting, 
traffic, and emergency management, integrating AI for road 
safety and recommending innovative reflectors, renewable 
energy adoption, vehicle-to-vehicle communication, and 
intelligent lampposts for highway implementation. 

Dahooie, et al. [48] developed a portfolio matrix to identify 
IoT applications in urban transportation based on sustainable 
development and feasibility. They used a hybrid multi-criteria 
approach, identifying seventeen applications and evaluating 
their impact on sustainable development. The results showed 
bike and car sharing as the top priorities for investment in 
developing countries. 

E. Physical Security and Cyber-Physical Threats 

In addition to virtual threats, IoT-enabled transportation 
systems have physical security problems. The manipulation of 
sensors or disruption of communication between automated 
vehicles presents a concrete danger in the form of cyber-
physical assaults. To strengthen the overall resilience of IoT-
enabled transportation infrastructure, it is crucial to ensure the 
physical security of IoT equipment, including tamper-resistant 
designs and installing redundant systems. These methods help 
to prevent cyber-physical threats. To tackle these complex 
security concerns, a comprehensive solution is needed that 
integrates technical breakthroughs, regulatory frameworks, and 
collaborative efforts among companies in the sector. 

Traditional risk assessment processes often overlook the 
importance of physical and cyberspace in IoT-enabled 
transportation infrastructure. Ntafloukas, et al. [49] propose a 
new approach for cyber-physical attacks against IoT-based 
wireless sensor networks. This involves identifying novel 
cyber-physical characteristics such as threat source, 
vulnerability, and types of physical impacts. Monte Carlo 
simulations and sensitivity analysis show that 76.6% of 
simulated cases have high-risk scenarios and control barriers 
can reduce cyber-physical risk by 71.8%. The approach is 
beneficial for stakeholders who are incorporating the cyber 
domain into risk assessment procedures. 

Ntafloukas, et al. [50] propose a new vulnerability 
assessment approach for transportation networks, combining 
physical and cyberspace. They use a Bayesian network attack 
graph and a probability indicator to model vulnerability states. 
The approach measures network efficiency after removing the 
highest probability-based nodes. Monte Carlo simulations and 
sensitivity analysis show vulnerability depends on successfully 
exploiting vulnerabilities in both cyber and physical spaces. 
The approach is helpful for stakeholders incorporating cyber 
domains into vulnerability assessment procedures. 

Rajawat, et al. [51] explored the possibility of using a 
blockchain-based security assurance architecture to protect 
intelligent roadways and autonomous vehicles within the 
framework of ITS. The suggested model adopts a semi-
distributed approach in deploying blockchain to provide a 
decent IoV service while maintaining appropriate security 
measures. The intelligent roads and innovative parking 
management experiments demonstrate that the suggested 
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model accomplishes efficient data transmission and decreased 
latency. This opens up possibilities for using blockchain 
technology in the IoV for a reliable and trustworthy ITS. 

F. Supply Chain Vulnerabilities 

The complex supply chain that produces IoT devices for 
transportation systems presents additional security obstacles. 
Adversaries might take advantage of weaknesses in the 
manufacturing process to introduce corrupted components or 
firmware into devices. To maintain the integrity of the supply 
chain in IoT-enabled transportation, it is crucial to implement 
strict quality assurance measures, secure sourcing processes, 
and ensure transparency. This is necessary to prevent the 
inclusion of compromised parts that might potentially 
jeopardize the entire security of the system. 

Abizar, et al. [52] developed an innovative energy-based 
SESLPP technique for sustainable urban city roads, preserving 
source location privacy while maintaining an accurate 
reputation based on trust, speed, distance, and acceleration. The 
method uses an analytical network process for optimal phantom 
node selection, considering intersections, and provides an 
optimal platform for smart city communication networks. 

The internet has profoundly affected the demand and supply 
of materials, increasing competition in the industrial industries. 
Using Industrial IoT (IIoT) in intelligent manufacturing and 
logistics is crucial for advancing Industry 5.0. It aims to reduce 
time and cost, enhance customer happiness, and boost 
organizational profitability. Bhargava, et al. [53] presented an 
IoT model incorporating intelligent logistics and transportation 
management to enhance logistics efficiency, improve customer 
experience, and save costs. The methodology significantly 
enhanced overall performance by 77% to 98%, resulting in 
heightened customer satisfaction, increased process efficiency, 
and reduced operational expenses. The novel IIoT-based 
architecture provides enhanced energy efficiency and minimal 
latency performance. 

G. Resource Constraints 

Most IoT devices used in transportation operate with 
constrained processing capacity, memory, and energy 
resources. These limitations may prevent the installation of 
resilient security solutions. Achieving a harmonious 
equilibrium between efficient resource utilization and adequate 
security measures is essential. To effectively tackle security 
concerns in resource-limited IoT devices, it is crucial to develop 
lightweight security protocols, minimize resource utilization, 
and integrate energy-efficient encryption techniques. 

Rehman, et al. [54] proposed an intelligent vehicular 
algorithm using an IoT system (SVA-IoT) to improve 
transportation systems. The algorithm ensures reliability, 
reduces device overhead, optimizes routes, and increases 
intelligence. It also establishes a secure communication 
structure by identifying authentic devices. The technique was 
tested through simulated experiments, showing significant 
improvement over existing work in route optimization and data 
privacy. 

Gadekallu, et al. [55] developed a Moth-Flame 
Optimization-based ensemble machine learning model for 
classifying the IDS dataset in ITS. The model uses standard-

scaler method normalization and optimal features, trained using 
linear regression, random forest, and XGBoost algorithms. 

The increasing number of vehicles on roads leads to 
congestion and safety issues. WSN can help address these 
issues by reducing communication overhead. Gaber, et al. [56] 
introduced a bio-inspired, trust-based cluster head selection 
approach for WSN in ITS. The model is energy-efficient, 
achieves a more extended network lifetime, and has a high 
average trust value under different malicious node percentages 
(30% and 50%). 

H. Human Factors and user Awareness 

Human factors heavily influence the security concerns in 
IoT-enabled mobility. User actions, such as using easily 
guessable passwords or vulnerability to deceptive phishing 
attacks, can potentially undermine the system's overall security. 
To tackle security concerns connected to humans in the IoT 
context, promoting user awareness, offering training on 
cybersecurity best practices, and creating user-friendly security 
interfaces are crucial. 

Din, et al. [57] developed a Context-Aware Cognitive 
Memory Trust Management System (CACMTM) for ICPTS, 
utilizing game theory to model trust interactions. The system 
combines evaluation, decision, update, and knowledge modules 
to provide a reliable trust management solution for Customer-
Centric Communication and Networked Control for ICPTS 
(CNC-ICTS). The system uses a multi-dimensional trust 
evaluation model that considers historical behavior, reputation, 
and contextual information. The system also incorporates a 
blockchain-secured logging mechanism for security, 
transparency, and accountability. 

Karthikeyan and Usha [58] propose a secure IoT-ITS 
framework using cognitive science to address risks in the IoT-
ITS environment. The framework aims to differentiate 
legitimate users from malicious ones and perform real-time data 
analysis. The study aims to resolve security demands without 
compromise, utilizing cognitive science to distinguish 
legitimate users from malicious ones. 

Strimovskaya and Bochkarev [59] proposed a model for 
total transportation time (TTT) estimation, considering factors 
like customer satisfaction, sustainable development, and social 
aspects. This model enhances transportation system flexibility 
and planning. The research emphasizes the importance of 
considering multiple factors in integrated transportation 
systems planning and control. The model's numerical example 
for multimodal international conveyance demonstrates its role 
in information management and control in multi-object 
systems. 

I. Regulatory Compliance and Legal Frameworks 

Deploying safe IoT-enabled transportation systems is 
difficult due to the intricate nature of regulatory compliance and 
legal frameworks. Uncertainties over jurisdiction, differing 
regulatory norms, and the absence of a unified legal framework 
might impede endeavors to implement consistent security 
measures. Partnerships between industry players and politicians 
are crucial to establishing precise and enforceable laws that 
tackle the distinct security problems linked to IoT in 
transportation while promoting innovation and interoperability. 
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He, et al. [60] propose a risk prediction-based access control 
mechanism using a Wasserstein Distance-based Combined 
Generative Adversarial Network (WCGAN). The model solves 
gradient disappearance and pattern collapse problems, with a 
prediction accuracy of 86.3% when training with 5000 nodes. 
This model improves pattern collapse accuracy and can be used 
in IoT-based ITS to control access rights, ensure information 
resource security, and reduce communication delays. The 
research provides a reference for safe IoV communication. 

Even though current solutions for IoT security intended for 
ITS applications exhibit significant progress, they do not come 
without drawbacks. These solutions might not be easily 
scalable to suit a rapidly evolving business. With numerous 
connection solutions, it becomes hard to have strong security 
measures to handle the constant flow of connected devices. 
Recent alternatives are inadequate for optimization as the 
structure grows, and this is where weaknesses occur as the 
structure rises. For instance, many lightweight cryptographic 
algorithms are helpful for IoT devices due to limited resources, 
and they are not as efficient in scaling up in large numbers. To 
cope with such scalability problems, security solutions need to 
be more elastic and resilient. 

Another essential attribute that remains a weakness in most 
IoT models is the compatibility of security protocols between 
different IoT devices and systems. The absence of unified 
security measures entails each manufacturer developing their 
devices with varying security measures, creating a weakness in 
the whole system’s security. The security policies facing these 
environments are heterogenic and do not allow a 
comprehensive defense, which creates difficulties in achieving 
uniformity of the necessary level of protection. However, the 
requirements for real-time data processing in ITS are as 
follows: Improving security can sometimes compromise 
response time and thus has considerable drawbacks, especially 
for safety-critical applications such as self-driving cars and 
real-time traffic control. The question of achieving the right 
level of security while meeting the prerequisites for real-time 
and high-speed processing is still one of the most challenging 
in the field. 

IV. DISCUSSION 

The study outlined and discussed several security issues 
associated with IoT-based ITS systems. In the transportation 
system, IoT poses several risks, including outsiders' access, 
threats to internal data, and other malicious cyber-physical 
threats. These threats primarily stem from the enhanced 
interconnection between cars, on-board sensors, and road 
systems that provide more opportunities for an adversary. This 
research underscores the importance of more frequent scans and 
changes to IT security measures to deal with such threats. 

Authentication is crucial for ensuring the security of IoT-
enabled ITS. By implementing robust authentication 
techniques, the network may be accessed only by authorized 
devices and users. Typical authentication methods encompass 
biometrics, cryptographic certificates, and multi-factor 
authentication. Biometric techniques, such as fingerprint or 
facial recognition, may enhance user-specific authentication, 
while cryptographic certificates provide a secure means of 
identifying devices inside the IoT network. 

Ensuring data security while being transmitted and stored is 
paramount in IoT-enabled ITS. Encryption methods, such as 
Transport Layer Security (TLS) for communication channels 
and Advanced Encryption Standard (AES) for data storage, 
protect against interception and unwanted entry. By employing 
robust encryption techniques, the transportation network 
guarantees the secrecy and reliability of sensitive data shared 
among devices and systems. 

Symmetric key encryption, also known as secret-key 
cryptography, utilizes an identical key for both encryption and 
decryption. This technique guarantees the protection of 
sensitive information by transforming the original text into an 
encrypted form that can only be decrypted with a mutually 
agreed-upon key. Nevertheless, the difficulty is in safely 
disseminating and monitoring the confidential keys. Popular 
algorithms like AES employ symmetric key encryption to 
secure sensitive data, files, and communications. 

Intrusion Detection and Prevention Systems (IDPS) are 
vital in identifying and mitigating security threats inside the IoT 
ecosystem. These systems continually track network traffic and 
device activity, detecting abnormalities or malicious behaviors. 
Once detected, the IDPS can promptly generate warnings or 
autonomously implement preventative measures, protecting 
against unauthorized entry, data breaches, and other security 
breaches. 

Selecting and implementing secure communication 
protocols is crucial for preserving data integrity and preventing 
cyber-attacks. Protocols like MQTT and CoAP provide 
efficient and secure communication between IoT devices and 
infrastructure. These protocols include encryption and 
authentication elements, guaranteeing the secrecy and 
legitimacy of data sent inside the transportation system. 

Transport Layer Security (TLS) and its precursor, Secure 
Sockets Layer (SSL), are cryptographic protocols created to 
ensure communication security across a computer network. The 
TLS and SSL protocols guarantee the secrecy and accuracy of 
information sent between apps. By encrypting the 
communication channel, they prevent unauthorized access and 
eavesdropping, ensuring that sensitive information remains 
protected during transmission. 

Maintaining regular updates to device firmware and 
effectively managing patches are crucial security practices for 
reducing vulnerabilities. Implementing up-to-date security 
patches and firmware upgrades for IoT devices is essential for 
mitigating vulnerabilities and strengthening the overall 
resilience of the transportation system. A reliable patch-
tracking system is critical for upholding the security of the 
many devices in the IoT-enabled ITS. 

Role-Based Access Control (RBAC) provides a crucial 
security solution for managing and controlling user rights and 
privileges in the IoT environment. RBAC ensures that only 
authorized entities can perform certain activities by giving 
individuals and devices unique roles and access levels. The 
ability to have precise control over access helps mitigate the 
danger of unauthorized entry, minimize the potential for 
harmful actions, and bolster the overall security of ITS. 
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V. RECOMMENDATIONS AND FUTURE DIRECTIONS 

The section presents suggestions for improving security, 
privacy, and system efficiency in IoT-enabled ITS networks. 
We provide comprehensive strategies to enhance resilience 
against cyber-attacks and assure the safety, intelligence, and 
interconnectedness of transportation systems. The suggestions 
include improving security standards and adopting cutting-edge 
technology, which will provide the groundwork for a forward-
thinking conversation about the future of ITS. 

Integrating blockchain into IoT-enabled transportation 
systems faces challenges related to scalability, high energy 
consumption, and the need for consensus mechanisms. These 
challenges must be addressed to ensure the feasibility and 
efficiency of blockchain implementation. IoT-specific 
blockchain architectures should be explored to develop scalable 
and energy-efficient consensus algorithms. Blockchain 
integration can be enhanced by optimizing smart contracts and 
exploring hybrid solutions that utilize centralized and 
decentralized elements. 

Security concerns arise from the distributed nature of edge 
computing, where devices process data locally. Critical 
challenges are ensuring secure communication, access control, 
and protection against edge device compromise. The 
development of security frameworks and encryption techniques 
for edge computing requires further study in the future. 
Developing intrusion detection systems appropriate for edge 
environments and implementing effective access control 
mechanisms can strengthen security. 

Machine learning-based anomaly detection systems may 
face challenges related to false positives, adaptability to 
dynamic environments, and the need for large labeled datasets. 
Anomaly detection algorithms should be improved in accuracy 
and adaptability. Machine learning can be enhanced by 
leveraging unsupervised learning approaches, exploring 
transfer learning methods, and developing techniques to handle 
evolving threats. 

The emergence of quantum computing challenges 
conventional cryptography methods, requiring creating and 
incorporating cryptographic solutions that can withstand 
quantum attacks. The future of cryptography should focus on 
designing and implementing quantum-safe algorithms. Several 
promising areas for developing quantum-resistant algorithms 
include post-quantum cryptography, lattice-based 
cryptography, and hash-based cryptography. 

Physical attacks on IoT devices, such as tampering with 
sensors or communication links, pose significant challenges to 
maintaining the stability and security of transportation systems. 
Researchers should investigate mechanisms for preventing 
physical attacks, such as tamper-resistant hardware, secure 
bootstrapping, and physical layer security solutions. IoT-
enabled transport systems can be more resilient by 
implementing robust authentication and encryption techniques. 

IoT devices often function with restricted processing 
capacity and power sources, making it difficult to apply security 
measures requiring significant resources. Research efforts 
should be directed towards developing lightweight and energy-
efficient security protocols. Resource constraints can be 

addressed while maintaining robust security measures by 
utilizing efficient key management strategies, optimizing 
cryptographic algorithms, and leveraging hardware-based 
security mechanisms. 

Ensuring privacy in the collection, storage, and processing 
of sensitive data within IoT-enabled transportation systems 
presents challenges related to data anonymization, secure data 
sharing, and compliance with privacy regulations. The 
development of advanced privacy-preserving data management 
techniques, such as homomorphic encryption, differential 
privacy, and federated learning, should be explored in research. 
Data privacy can be protected, and data utility can be 
maximized by implementing secure data-sharing frameworks 
with granular consent mechanisms. 

Traditional authentication methods may be susceptible to 
identity theft and credential-based attacks, necessitating more 
secure and user-friendly authentication solutions. User 
authentication should incorporate behavioral biometrics, such 
as keystroke dynamics and gait analysis. Authenticating users 
with these biometric factors provides seamless, non-intrusive 
experiences that enhance security. 

Developing a one-size-fits-all security solution for the 
diverse range of IoT-enabled devices and applications in 
transportation is challenging due to varied operational 
requirements and resource constraints. Hybrid security models 
that combine centralized and decentralized approaches should 
be explored in future research. Security measures tailored to the 
characteristics of each IoT device or application can optimize 
security without adding unnecessary overhead to resource-
constrained devices. 

The ethical implications of security measures, such as 
surveillance and data collection, must be carefully considered 
to avoid unintended consequences and potential misuse.  
Security solutions should be designed with ethical 
considerations in mind. Data collection and usage can be 
controlled transparently and accountable based on user 
preferences to address moral concerns and promote responsible 
IoT-enabled transportation. 

VI. CONCLUSION 

The incorporation of IoT technology into ITS offers 
significant opportunities for improving efficiency, safety, and 
sustainability in urban and highway transportation. 
Nevertheless, IoT technology's considerable capacity for 
change is accompanied by noteworthy security obstacles that 
desire efficient solutions to guarantee the dependability and 
durability of IoT-enabled transportation networks. By 
examining security measures such as authentication 
mechanisms, encryption mechanisms, intrusion detection and 
prevention systems, secure communication protocols, device 
firmware updates and patch management, role-based access 
control, and other strategies, we have emphasized the 
significance of thorough and proactive security strategies. 
Participants might implement robust security measures and 
follow strict standards to limit the dangers of cyber threats, 
unauthorized access, data breaches, and cyber-physical attacks. 
This can assist in establishing trust and confidence in IoT-based 
transportation systems. Moreover, it is essential to cooperate 
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among policymakers, industry stakeholders, researchers, and 
cybersecurity specialists to formulate uniform security 
frameworks, facilitate information sharing, and develop a 
culture of awareness about cybersecurity. To maximize the 
benefits of intelligent transportation in the digital era, it is 
crucial to prioritize ongoing research and innovation in 
cybersecurity technologies and processes. This is necessary to 
protect IoT-enabled ITS networks. 
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Abstract—This study addresses the imperative task of 

predicting and evaluating students' academic performance by 

amalgamating qualitative and quantitative factors, crucial in light 

of the persisting challenges undergraduates encounter in 

completing their degrees. Educational institutions wield 

significant influence in prognosticating student outcomes, 

necessitating the application of data mining (DM) techniques such 

as classification, clustering, and regression to discern and forecast 

student study behaviors. Through this research, the potential of 

deriving demonstrates valuable insights from educational data, 

empowering educational stakeholders with enhanced decision-

making capabilities and facilitating improved student outcomes. 

Employing a hybrid approach, models developed within the realm 

of educational DM, leveraging the CATBoost Classifier (CATC) in 

conjunction with two cutting-edge optimization algorithms: 

Victoria Amazonica Optimization (VAO) and Artificial Rabbits 

Optimization (ARO). Initially, the models undergo partitioning 

into training and testing sets for performance evaluation utilizing 

statistical metrics. After classifying 649 students according to their 

final scores, VAO outperformed ARO in terms of maximizing 

CATC's classification ability, resulting in an approximate 6% 

enhancement in accuracy and precision. Moreover, the VAO 

model adeptly categorizes 606 out of 649 students accurately. This 

research furnishes invaluable predictive models for educators, 

researchers, and policymakers endeavoring to enrich students' 

educational journeys and foster academic success. 

Keywords—Academic performance; hybridization; CATBoost 

classifier; meta-heuristic algorithms; educational institutions 

Nomenclature 

CATC CATBoost classifier ARO Artificial Rabbits 

Optimization 

VAO Victoria Amazonica 

Optimization 

CAAR CAT+ARO 

CAVA CAT+VAO DM Data Mining 

AUC Area Under the Receiver 

Operating Characteristic 
Curve 

MCC Matthews Correlation 

Coefficient 

Pstatus Parents' Cohabitation 

Status 

Medu  mother's education 

Mjob Mother's employment  Fedu Father's Education 

Fedu Father's employment G3 Grade 3 

I. INTRODUCTION 

The educational processes generate vast quantities of data, 
including information related to academic grades, enrollment, 
and student performance. The increasing volume of this data has 
prompted consideration of its utilization beyond mere 

accountability, aiming to extract valuable insights and facilitate 
informed decision-making within the academic domain, 
ultimately fostering advancements in the educational sector [1–
3]. 

In order to extract useful information from students, a broad 
variety of student variables may be analyzed in the quickly 
developing scientific subject of educational DM [4,5]. In this 
context, numerous predictive algorithms have been effectively 
employed in educational settings for various purposes, utilizing 
diverse data sets and student records. A comprehensive review 
outlines two primary application purposes within academic 
contexts: predictors and early warning systems [6]. 

The purpose of predictors is to foresee how a course or 
degree will turn out, based on specific input data, while early 
warning systems not only perform this predictive function and 
report their findings to teachers or students at an early stage, 
enabling preemptive actions to prevent or lessen possible 
adverse consequences. Common forecast objectives in this 
context include assessing the risk of course failure, predicting 
dropout rates, estimating grades (focusing exclusively on 
college performance [7,8], or substituting individual course 
grades with semester-based course averages such as Grade Point 
Average (𝐺𝑃𝐴) per semester or cumulative 𝐺𝑃𝐴 at the time of 
prediction [9,10]), and forecasting graduation rates. 

Predicting academic performance is a highly noteworthy 
objective; for example, at the time of graduation, it has multiple 
vital purposes, including assisting educational institutions in 
identifying at-risk students for specialized help to lower failure 
rates and providing information to admissions committees about 
candidates likely to finish their program, recognizing high-
achieving students to guide their career development, and 
assessing key factors to enhance the quality of education 
continuously. When examining the existing literature on 
predicting students' academic performance, it becomes evident 
that these studies predominantly rely on four categories of 
student information: demographic and socioeconomic 
information, statistics from high school, records of college 
enrollment, and data on academic achievement up to the time of 
projection [11]. 

Frequently used predictive factors in academic performance 
include demographics like sex [12] and household income [13], 
along with high-school data such as GPA and admission test 
scores [12,14]. College-related information encompasses major, 
full-time, or part-time status and scholarship availability 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

95 | P a g e  

www.ijacsa.thesai.org 

[12,15,16]. Additionally, academic performance is usually 
represented by past course grades, except for predictive models 
used during admission [17,18]. 

In recent years, wide-ranging research has been conducted 
to analyze the factors influencing student performance, 
encompassing the direct and indirect attributes that affect 
academic outcomes. Some studies focus solely on attributive 
analysis, while others employ machine learning (ML) 
algorithms, particularly AI techniques [19], like ANN, random 
forests (RF), and Bayesian classifiers, to forecast student 
performance according to these attributes. Specific examples 
include the application of the Naive Bayesian 𝐷𝑀 technique to 
predict student performance based on 19  attributes such as 
gender, family status, and students' grades [20]. 

Support Vector Machines (SVM) have demonstrated 
significant improvements in predicting students' problem-
solving performance using Bayesian Knowledge Tracing (BKT) 
compared to the standard BKT method [21]. Various feature 
selection techniques, decision tree (DT) algorithms, particle 
swarm optimization, and ensemble methods have also been 
employed for student performance prediction [22]. Socio-
economic factors and entrance examination results have been 
utilized to predict cumulative grade point averages, and multiple 
techniques have been explored for forecasting students' 
academic success and choice of majors, with the Random Forest 
Classifier proving particularly effective [23, 24]. Additionally, 
hybrid models combining generative and discriminative models 
have been employed, and fuzzy logic, Adaptive Neuro-Fuzzy 

Inference System (ANFIS), and fuzzy ANFIS have been used 
for ratings and predictions in the educational context [25,26]. 

II. RELATED WORK 

Many academics have painstakingly examined the many 
aspects impacting students' achievement at different levels of 
education [27,28]. Numerous research in this field has used DM 
techniques, namely classification algorithms, to forecast student 
performance and boost the total effectiveness of higher 
education institutions. This section provides a summary of 
several relevant studies, paying special focus to those that 
address DT and classification methods in evaluating students' 
academic achievement [29–32]. 

For instance, Mustafa et al. [33] analyzed student data from 
C++ classes using the Cross Industry Standard Process for DM 
(CRISP) framework. She compared the performance of many 
classifiers, including Iterative Dichotomize 3 (𝐼𝐷3), C4.5 DT, 
and Naive Bayes (𝑁𝐵). With its improved performance, the 
C4.5 DT provided valuable insights into the variables affecting 
student success. Using classification and clustering methods, 
Sunita and LOBO L.M.R.J. The research in [34] were able to 
predict student performance and categorize students according 
to that performance, demonstrating the usefulness of DM in 
education. Classification models were created by Bichkar and R. 
R. Kabra [35] with the intention of detecting vulnerable first-
year engineering students. 

Table I shows the overview of published papers.

TABLE I.  OVERVIEW OF PUBLISHED PAPERS 

Ref. Carried out works Advantage Disadvantage 

C
o

rt
ez

 a
n

d
 S

il
v
a 

[3
6

] 

This study analyzes educational trends in Portugal, focusing 
on high student failure rates in core subjects. It utilizes 

Business Intelligence/Data Mining (BI/DM) techniques to 
address achievement issues, collecting recent real-world 

data via school reports and questionnaires. Mathematics and 

Portuguese subjects are modelled using classification and 
regression tasks. 

- Addresses pressing education issues. - Utilizes 
advanced BI/DM techniques. - Incorporates 

recent real-world data. - Comprehensive 

evaluation of models and methods. - Identifies 
key factors influencing achievement. - Provides 

actionable insights for tool development. 

- Reliance on retrospective data. - 
Limited focus on specific subjects. - 

Potential effectiveness variations. - 

Biases or limitations in data collection. 
- Lack of consideration for external 

factors. 

H
as

ib
 e

t 
al

. 
[3

7
] 

5 classification algorithms were utilized in the development 

of a prediction model for secondary school student success: 

XGBoost, Naive Bayes, K-Nearest Neighbors (KNN), and 
Logistic Regression. 2 Portuguese school reports and 

surveys provided the data, which was then used to model the 

mathematics and Portuguese language disciplines using 
binary/5-level classification tasks. To address dataset 

imbalance, K-Means SMOTE was employed. Additionally, 

interpretable LIME models were trained for all classifiers, 
enhancing model transparency and interpretability. 

- provides a model that uses sophisticated 

classification algorithms to predict student 

achievement - Utilizes real-world data from 
Portuguese school reports and surveys. - 

Addresses imbalanced dataset issue with K-

Means SMOTE. - Achieves high accuracy 
(96.89%) with Support Vector Machine (SVM). 

- Enhances model interpretability with LIME, 

providing confidence and transparency in 
predictions. 

- Reliance on specific classification 

algorithms may limit the exploration 
of other potential models. The 

generalizability of findings may be 

limited to the Portuguese education 
context. - Interpretability may vary 

depending on the complexity of 

underlying processes. 

A
ss

el
m

an
 e

t 
al

. 
[3

8
] 

Focus on enhancing the Performance Factors Analysis 
(PFA) approach, a crucial component of Knowledge 

Tracing (KT) in adaptive educational hypermedia systems. 

Introduction of Ensemble Learning methods, specifically 
Random Forest, AdaBoost, and XGBoost, to improve 

predictive accuracy of student performance. Evaluation of 

the proposed models on 3 different datasets. 

- Addresses the need for improved prediction 

accuracy in educational hypermedia systems. - 
Introduces Ensemble Learning methods to 

enhance technical aspects of PFA. - Evaluation 

of multiple datasets enhances the generalizability 
of findings. - Demonstrates a substantial 

improvement in performance prediction 

compared to the original PFA algorithm, 
particularly with XGBoost. 

- Focus on technical enhancements 

may overlook pedagogical 

considerations. - Limited discussion 
on potential challenges or limitations 

of the proposed approach. - 

Generalizability of findings may be 
restricted to specific datasets or 

educational contexts. 
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S
h

re
em

 e
t 

al
. 

[3
9

] 
introduced a wrapper feature selection technique for student 

performance prediction systems using an extended binary 

genetic algorithm (EBGA). A new hybrid selection process 

that combines the electromagnetic-like (EM) approach with 

k-means clustering is proposed. Using EBGA in conjunction 

with five classifiers (KNN, DT, NB, SVM, and Linear 
Discriminant Analysis) in a hybrid ML technique. 

Assessment of the suggested methodology using two actual 

case studies from the UCI ML Repository. 

- Introduction of an enhanced feature selection 

method tailored for student performance 
prediction systems. - Novel hybrid selection 

mechanism improves predictive accuracy. - 

Utilization of a hybrid ML approach enhances 
model performance. - Evaluation of real case 

studies enhances the practical applicability of 

findings. - Demonstrates an improvement in the 
performance of binary genetic algorithms and 

classifiers by 1% to 11%. 

- Limited discussion on potential 
challenges or limitations of the 

proposed approach. - Generalizability 

of findings may be restricted to 
specific datasets or educational 

contexts. - Lack of comparison with 

existing feature selection or hybrid 
ML methods. 

S
ar

w
at

 e
t 

al
. 

[4
0

] 

To predict student success through in-class and at-home 
tutoring, a deep-layer support vector machine (SVM) and an 

enhanced conditional generative adversarial network 

(CGAN) is proposed. Creating artificial data samples in 
order to deal with tiny dataset sizes. Model performance is 

assessed both with and without CGAN. Examination of 

several kernel-based methods for deep SVM, such as 
polynomial, sigmoid, radial, and linear functions. 

Performance comparison of the suggested model with the 

current solutions. 

- Effectively addresses small dataset size with 
synthetic data generation. - Demonstrates 

improved prediction accuracy with combined 

school and home tutoring. - Extensive evaluation 
of multiple kernel-based approaches for deep 

SVM. - Outperforms existing solutions in 

sensitivity, specificity, and AUC. 

- Limited discussion on potential 
challenges or limitations of the 

proposed approach. - Complexity of 

the model may hinder replication or 
generalization. - Comparative 

analyses may overlook nuances in 

different educational contexts. 

M
eh

d
i 

an
d

 N
ac

h
o
u
k

i 
[4

1
] 

created an explanatory and prediction model utilizing 

ANFIS to forecast the grade point average (GPA) of 
graduates in Ajman University's computer technology 

program. Use of high school GPA (HSGPA) and grades in 

foundational and introductory IT courses as predictors. 
Sensitivity analysis to ascertain each predictor's relative 

importance. ANFIS methodology is compared to popular 

methods like multilinear regression. 

- Effective use of ANFIS methodology for 

predicting GPA. - Identification of key 

predictors and their significance in influencing 
graduation GPA. - High predictive accuracy, 

with 77% of predicted values within one root 

mean square error of actual GPA. - Demonstrates 
ANFIS's superiority over commonly used 

techniques like multilinear regression. - Provides 

actionable insights for improving IT education 
programs. 

- Focused on a single academic 

program at one institution, which may 
limit generalizability. - Limited 

discussion on potential challenges or 

limitations of the ANFIS 
methodology. - Results may vary in 

different educational contexts or with 

different datasets. 

 

Despite the numerous models used for classifying student 
performance, none have incorporated the CATBoost classifier 
(CATC) until this point. With the aim of bridging this gap, the 
primary objective of this study was to advance a CATC-based 
model for forecasting student performance in language courses, 
using trustworthy data sources. The selection of the CATC was 
informed by its recognized robustness and efficacy in handling 
categorical features, a prevalent characteristic in student 
performance prediction tasks. CATBoost's track record of 
superior performance across diverse domains made it a 
compelling choice for this study, where accurate prediction of 
student outcomes is paramount. Moreover, the integration of 
VAO and ARO was driven by their specific strengths in 
optimization tasks. VAO, inspired by the adaptive behavior of 
the VA plant, excels in dynamic optimization problems, thereby 
offering an edge in scenarios with evolving parameters or data 
dynamics. Similarly, ARO, which mimics the foraging behavior 
of rabbits in search of optimal solutions, shows promise in fine-
tuning model parameters and improving overall model 
performance. The study's goal was to increase the predictive 
model's precision and accuracy by combining CATBoost with 
VAO and ARO in a way that maximizes their complementary 
strengths. This approach would also help to strengthen and 
improve the forecasting framework for language course student 
performance. 

In the following sections, related work is given in Section II, 
the dataset description and processing are detailed in Section III. 
Section IV provides an in-depth explanation of the presented 
model, while Section V discusses the meta-heuristic algorithms 
used. Section VI outlines the metrics employed to assess the 
performance of the developed models. Convergence analysis is 
given in Section VII. Results and discussion is given in Section 
VIII and Section IX respectively. Finally, Section X concludes 
the paper. 

III. DATA SELECTION AND PROCESSING 

This study uses data collected from previous literature 
[36,42]. Despite some governmental investments in Information 
Technology, most public schools still rely on paper-based 
information systems. Consequently, the database may be 
constructed from two sources: school reports (containing final 
grades and school absences) or questionnaires (covering 
demographic, social/emotional, and school-related variables 
expected to influence student performance). 

The study's database contains the following variables: the 
student's school, gender, age, home address (rural or urban), 
parents' cohabitation status (Pstatus), the mother's and father's 
degree and occupation (Medu, Fedu, Mjob, and Fjob), the reason 
the student chose this particular school (e.g., proximity to home, 
school reputation, course preference, or other), the student's 
guardian (mother, father, or other), the number of previous 
academic failures, extracurricular activities, paid instruction, 
attendance at nursery school, desire for further education, desire 
for further education, home Internet connection, romantic 
relationship, and family quality Any displayed input variable 
may be binary, numeric, or nominal.  

G3 and the number of school absences (absences) were 
selected as model outputs. 𝐺3  is the final grade of students 
obtained from school reports, with values between zero (the 
lowest grade) and 20 (the highest grade). Finally, by classifying 
reported grades, students were divided into four categories: Poor 
( 𝐺3  of 0– 12 ), Acceptable ( 𝐺3  of 12– 14 ), Good ( 𝐺3  of 
14– 16), and Excellent (𝐺3 of 16– 20). 

The correlation matrix for each new input and output 
variable is shown in Fig. 1. The parents' education had the 
highest positive effect on the grade obtained by the student, 
while the father's job was not as effective as the mother's. As 
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expected, study time positively affected outcomes, and the 
influence of previous failures of the student was revealed to be 
highly negative. The positive impact of internet accessibility and 
students' willingness to continue higher education and, in 

contrast, the negative consequences of alcohol consumption 
were noticeable. Also, the main variables influencing the 
number of absences from school were age, failures, and the 
amount of alcohol consumed on a daily and weekly basis.

 
Fig. 1. Correlation matrix for the input and output variables. 

IV. CATBOOST CLASSIFIER (CATC) 

A proficient ML algorithm for forecasting categorical 
attributes is the CatBoost classifier. CatBoost employs gradient 
boosting and utilizes binary DT as foundational predictors [43]. 

Let's consider a dataset comprising samples 𝐷 = {(𝑋𝑗, 𝑦𝑗)}, 𝑗 =

1,… ,𝑚, where in 𝑋𝑗 = (𝑥 j
1, 𝑥 𝑗

2, … , 𝑥 𝑗
n) , 𝑦𝑗 ∈ R, the response 

feature, and a vector of n characteristics. The answer feature 
might be numerical (0 𝑜𝑟 1) or binary (yes or no). The samples 

(𝑋𝑗 , 𝑦𝑗)  have the same independent distribution according to 

some unknown distribution 𝑝(. , . ) . To train a function 𝐻 ∶
 R𝑛  →  R that lowers the predicted loss as given by Eq. (1) is the 
aim of the knowledge problem. 

𝑋𝑗 = (𝑥 j
1, 𝑥 𝑗

2, … , 𝑥 𝑗
n)  denotes a vector of 𝑛 characteristics 

and the response feature 𝑦𝑗 ∈ R, which can be expressed as a 

numerical feature (0 𝑜𝑟 1) or as binary (i.e., yes or no). The 
samples ( 𝑋𝑗 , 𝑦𝑗 ) have the same independent distribution 

according to some unknown distribution 𝑝(. , . ) . To train a 
function 𝐻 ∶  R𝑛  →  R that lowers the predicted loss as given by 
Eq. (1) is the aim of the knowledge problem.  

ℒ(𝐻) ∶=  𝔼𝐿(𝑦, 𝐻(𝑋)) (1) 

Where (𝑋, 𝑦) indicates testing data selected from training 
data 𝐷, and 𝐿(. , . ) is a smooth loss function. 

The gradient boosting procedure [44] incrementally builds a 
series of approximations 𝐻𝑡 ∶  𝑅𝑚 →  𝑅, 𝑡 = 0, 1, .. in a greedy 
manner. Starting from the previous approximation 𝐻𝑡−1, each 
new approximation 𝐻𝑡  is obtained through an additive process, 
where 𝐻𝑡 = 𝐻𝑡−1  +  𝛼𝑔𝑡. Here, α represents the step size and 
the function 𝑔𝑡: 𝑅𝑛 →  𝑅, which serves as a base predictor, is 
chosen from a set of functions G to minimize or reduce the 
expected loss defined in Eq. (2): 

𝑔𝑡 = argmin
𝑔∈𝐺

ℒ(𝐻𝑡−1 + 𝑔𝑡)

= argmin
𝑔∈𝐺

𝔼𝐿(𝑦, 𝐻𝑡−1(𝑋) + 𝑔(𝑋)) 
(2) 

Frequently, the Newton approach is used for the 
minimization issue, using a second-order approximation of 
ℒ(𝐻𝑡−1 + 𝑔𝑡) at 𝐻𝑡−1, or by taking a (negative) gradient step. 
Both approaches, Newton's method and gradient descent, are 
utilized [45,46]. For additional details on the CatBoost 
algorithm, please refer to [43]. 
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V. META-HEURISTIC OPTIMIZATION ALGORITHMS 

A. Victoria Amazonica Optimization 

The distribution of the initial population, which is made up 
of two parts—Leaves and Flowers—and their corresponding 
capacities to spread over the surface are the main foci of the 
VAO algorithm [47]. This algorithm predominantly functions as 
a metaheuristic and uses swarm local search techniques. Its main 
drawback lies in the potential of getting trapped in local optima. 
However, it is noteworthy for its swiftness and resilience in 
handling a wide range of optimization tasks. In the context of 
this research, the scientific representation of diameter ⌀  is 
employed to illustrate how entities grow circularly. This growth 
includes their ability to occupy space, which is achieved through 
the forceful displacement of one another as they gain strength 
and spines. This competitive interaction is called intra-
competition or denoted as 𝜆 for formulation. 

Three common challenges affecting plant growth are beetle 
mortality, inadequate pollination, and temperature drops, 
collectively referred to as 𝜔. A higher 𝜔 value indicates weaker 
plant growth. Plant pests, like water lily Aphids, represented as 
𝜇, can damage leaves. A lower 𝜇 value implies better situations 
for a plant’s growing. 

Lastly, the mutation occurs when pond beetles cross-
pollinate a water lily flower with a different type, Hybrid 
Mutation, represented by the symbol 𝜌. As mentioned earlier, 
this mutation can result in negative and positive changes, each 
with a 0.2% frequency per generation. The healthiest and most 
robust leaf is identified as the optimal or 𝛼. The VAO method's 
flowchart is presented in Fig. 2. 

𝑉𝐴𝑂 = ∑ ∑ (𝑥𝑖𝑗[⌀𝑖𝑗 ,
𝑛

𝑗=1

𝑛

𝑖=1
 𝜆𝑖𝑗] +  𝜇 + 𝜔) ∗ (𝜌) (3) 

 

Fig. 2. Flowchart of the proposed VAO. 

B. Artificial Rabbits Optimization 

The 𝐴𝑅𝑂 idea is derived from the survival techniques used 
by rabbits in their natural environment, which are designed to 
confuse predators and guarantee their ability to avoid being 
tracked. ARO encompasses integrating rabbits' approaches 
related to foraging, concealing, and managing energy resources, 
allowing for a seamless transition between these strategic 
behaviors [48]. 

1) Detour foraging: Rabbits use a detour foraging strategy 

when they forage for food, focusing on far-off food sources and 

often ignoring closer ones. Imagine an environment where a 

number of rabbits, each with its region complete with burrows 

and grass, are contained inside the ARO framework. These 

bunnies often stumble into one other's foraging spots at 

random. The mathematical model to describe the deviation 

search behavior of rabbits is as follows: 

�⃗� 𝑖(𝑡 + 1) = 𝑥𝑗(𝑡) + 𝑆 × (𝑥𝑖(𝑡) − 𝑥𝑗(𝑡)) + 𝑤(0.5

× (0.05 + 𝑟1)) × 𝑚1, 

𝑖, 𝑗 = 1,… , 𝑛 𝑎𝑛𝑑 𝑗 ≠ 1  

(4) 

𝑆 = 𝑀 × 𝑣 (5) 

𝑀 = (𝑒 − 𝑒(
𝑡−1
𝐼

)
2

) × sin (2𝜋𝑟2) (6) 

𝑣(𝑦) = {
1     𝑖𝑓   𝑦 = 𝑓(1)
0                     𝑒𝑙𝑠𝑒

   𝑘 = 1,… , 𝑑 𝑎𝑛𝑑 𝑙

= 1,… , ⌈𝑟3 × 𝑑⌉ 
(7) 

𝑓 = 𝑝(𝑑) (8) 
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𝑚1 = 𝑁(0,1) (9) 

In all equations above: 

n: The population's total number of rabbits 

d: The scope of the issue 

�⃗� 𝑖(𝑡 + 1): The 𝑖 − 𝑡ℎ rabbit's location at time 𝑡 +  1, 

𝑛1: Based on the conventional normal distribution 
distribution model. 

𝑇: The maximum number of iterations, 

𝑥𝑖(𝑡): The position of the 𝑖 − 𝑡ℎ rabbit at time 𝑡. 

𝑝: produces a random permutation, or rearrangement, of 
numbers between 1 and 𝑑. 

𝑤 : An algorithmic mapping tool that makes it easier to 
choose components at random from the explorer to provide 
diversity to the search procedure. 

𝑟1, 𝑟2, and 𝑟3: Random values in the interval [0, 1). 

𝑆: During detour foraging, the run length indicates the pace 
of movement. 

2) Random hiding: To enhance their survival chances, 

rabbits are likely to select one of their caves at random as a 

shelter. The mathematical model that represents this stochastic 

shelter-seeking behavior is expressed through the following 

equations. The 𝑗 − 𝑡ℎ burrow of the 𝑖 − 𝑡ℎ rabbit’s formulation 

is as follows: 

�⃗� 𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑁 × 𝑓 × 𝑥 𝑖(𝑡),   𝑖, 𝑗 =
1,… , 𝑛 𝑎𝑛𝑑 𝑗 ≠ 1  

(10) 

𝐷 =
𝐼−𝑡+1

𝐼
× 𝑟4  (11) 

𝑚2 = 𝑁(0,1)  (12) 

𝑓(𝑦) = {
1     𝑖𝑓   𝑦 = 𝑔(1)
0                     𝑒𝑙𝑠𝑒

   𝑘 = 1,… , 𝑑  (13) 

�⃗� 𝑖,𝑟(𝑡) = 𝑥 𝑖(𝑡) +  𝑁 × 𝑓 × 𝑥 𝑖(𝑡)  (14) 

The parameter 𝑁 , which represents the hiding capability, 
gradually decreases linearly during the iteration process, starting 
at 1 and decreasing to 1/𝐼 , with the addition of random 
perturbations. 

Finally, whether the random hiding or detour foraging tactics 
are used, the update of the 𝑖 − 𝑡ℎ rabbit's position follows the 
formula provided in Eq. (15): 

𝑥 𝑖(𝑡 + 1)

= {
𝑥 𝑖(𝑡)                    𝑔(𝑥 𝑖(𝑡)) ≤ 𝑔 (�⃗� 𝑖(𝑡 + 1))

�⃗� 𝑖(𝑡 + 1)            𝑔(𝑥 𝑖(𝑡)) > 𝑔 (�⃗� 𝑖(𝑡 + 1))
 

 

(15) 

3) Energy shrink: The rabbits' energy levels steadily 

decline as a result of their frequent cycles of haphazard 

concealment and diversionary foraging. Consequently, an 

energy component must be included in the 𝐴𝑅𝑂 framework: 

𝐸(𝑡) = 4 (1 −
𝑡

𝐼
) 𝑙𝑛

1

𝑟
 (16) 

Fig. 3 displays the 𝐴𝑅𝑂 flowchart. 

 
Fig. 3. Flowchart of ARO. 

VI. EVALUATION METRICS 

The most frequently employed metric in a classification 
problem like the one addressed in this study is Accuracy. In 
defining the Accuracy, True positives, or TPs, are situations in 
which the model's predictions came true. Instances that were 
also accurately anticipated are known as true negatives (𝑇𝑁). 
False negatives ( 𝐹𝑁 ) indicate cases that were incorrectly 
predicted, while false positives (𝐹𝑃) indicate cases that were 
incorrectly anticipated.  

Nevertheless, five other metrics (Precision, F1-score, Recall, 
MCC, and AUC) have been chosen because the Accuracy metric 
has limitations and may not accurately reflect the situation when 
dealing with imbalanced data, because it usually benefits the 
dominant class. Precision measures how well positive 
predictions work, which is important for reducing false 
positives, while recall shows how well a model can locate all 
relevant instances within a class.  Furthermore, by taking into 
account both the minority and majority classes, the F1-score 
enables us to evaluate and correct for uneven data [49]. 
Evaluation parameters are defined in Eq. (17) to Eq. (21): 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (17) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
        (18) 

𝐹1_𝑠𝑐𝑜𝑟𝑒 =
2×𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
             (19) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑃
=

𝑇𝑃

𝑇𝑃+𝐹𝑁
           (20) 

𝑀𝐶𝐶 =
(𝑇𝑃∗𝑇𝑁)−(𝐹𝑃+𝐹𝑁)

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
         (21) 

VII. CONVERGENCE ANALYSIS 

VAO and ARO are two distinct metaheuristic optimization 
algorithms that have shown promise in enhancing the 
performance of 𝑀𝐿 models. This study applied them to optimize 
CATC development CAVA and CAAR hybrid models. These 
optimizers work to fine-tune the model's hyperparameters and 
improve its predictive accuracy. 

 
Fig. 4. Convergence curve of hybrid models. 

An efficient method for assessing the convergence of these 
optimizers is by employing a convergence curve depicted in Fig. 
4, which is based on the measure of accuracy through 200 
iterations. This curve provides a graphic illustration of how the 
model's accuracy evolves with each iteration, enabling us to 
determine whether the optimizer is progressing toward an 
optimal solution and with which rate this convergence is 
occurring. As evident in Fig. 4, CAVA and CAAR have similar 
convergence rates, but CAVA starts its operation with about 5% 
higher accuracy than CAAR, and it reaches a better ultimate 
value. It is important to highlight that in both models, the trend 
line exhibited a linear pattern at around 120 iterations, indicating 
that this point represents the optimal level of computational 
efficiency. 

VIII. RESULTS 

This project incorporates a wide range of student data, with 
a focus on their final grades (𝐺3), in an effort to predict future 
academic success in language courses by using ML techniques.  
The three models—CATC, CAAR, and CAVA—that are based 
on the CATBoost Classifier (CATC) are trained and evaluated 
in large part using this dataset. This section contains the study's 
methodical computation of performance measures for each 
prediction step, including Accuracy, Recall, Precision, F1-
score, MCC, and AUC.  With the goal of identifying the best 
prediction model, this careful investigation provides insightful 
information that may be used to improve students' academic 
performance. Every pertinent measure value for testing, 
training, and model performance is listed in Table II and shown 
in Fig. 5.  When it comes to the G3 prediction results, 𝐶𝐴𝑉𝐴 and 
𝐶𝐴𝑇𝐶  have the best and lowest prediction performances, 
respectively, with maximum and minimum accuracy scores of 
0.9449 and 0.8744. The highest values that 𝐶𝐴𝑉𝐴 was able to 
obtain were 0.9453, 0.9449, 0.9449, 0.9192 , and 0.944  for 
Precision, Recall, F1-score, and AUC, respectively. These 
results demonstrate the excellent accuracy of CAVA's exact 
predictions. Conversely, the performance of the other hybrid 
model (CAAR) was lower than that of CAVA in the prediction 
processes, experiencing weaker performance across all metric 
values. 

TABLE II.  OUTCOMES OF THE MODELS PRESENTED 

𝑴𝒐𝒅𝒆𝒍 𝑷𝒉𝒂𝒔𝒆 
𝑰𝒏𝒅𝒆𝒙 𝒗𝒂𝒍𝒖𝒆𝒔 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝑹𝒆𝒄𝒂𝒍𝒍 𝑭𝟏 _𝒔𝒄𝒐𝒓𝒆 𝑴𝑪𝑪 𝑨𝑼𝑪 

𝐶𝐴𝑇𝐶 

𝑇𝑟𝑎𝑖𝑛 0.8744 0.8786 0.8744 0.8759 0.8183 

0.909 𝑇𝑒𝑠𝑡 0.8872 0.8892 0.8872 0.8871 0.8350 

𝐴𝑙𝑙 0.8783 0.8800 0.8800 0.8800 0.8230 

𝐶𝐴𝐴𝑅 

𝑇𝑟𝑎𝑖𝑛 0.9053 0.9066 0.9053 0.9045 0.8603 

0.904 𝑇𝑒𝑠𝑡 0.8564 0.8548 0.8564 0.8519 0.7876 

𝐴𝑙𝑙 0.8906 0.8900 0.8900 0.8900 0.8384 

𝐶𝐴𝑉𝐴 

𝑇𝑟𝑎𝑖𝑛 0.9449 0.9453 0.9449 0.9449 0.9192 

0.944 𝑇𝑒𝑠𝑡 0.9077 0.9065 0.9077 0.9063 0.8641 

𝐴𝑙𝑙 0.9337 0.9300 0.9300 0.9300 0.9026 
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Fig. 5. Bar charts for evaluation results related to hybrid models. 

After data processing and examining the classification 
capability of models in both training and testing phases, to 
discuss in detail, a total of 649 students based on test results (G3 
values) divided into four categories: Poor (G3 of 0–12), 
Acceptable (G3 of 12–14), Good (G3 of 14–20), and Excellent 
(G3 of 16–20). Based on categorizing results, 82, 112, 154, and 
301 students were located in Excellent, Good, Acceptable, and 
Poor classes. It revealed that most students (46.38%) performed 
poorly, while 23.73%, 17.26%, and 12.63% achieved 
acceptable, good, and excellent educational performance, 
correspondingly. Table III shows the accuracy, recall, and F1-
score index values to assess how well the constructed model’s 
categorization performance across various student groups. Each 
of the three Index values has been taken into consideration in the 
comparative study that follows: 

1) Precision: A thorough examination of two optimized 

models presented that, when categorizing students across 

various categories, the CAVA model exhibited the highest level 

of precision in all cases, except for the Excellent grade 

category, where the CAAR model achieved a max 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

value of 0.99. For students classified as Poor and Excellent, the 

CAVA model demonstrated a Precision value of 0.96 for both 

categories. Notably, the classification performance of all three 

models was least precise when dealing with students in the 

Good grade category, with the lowest precision values observed 

as 0.78, 0.83, and 0.88 for CATC, CAAR, and CAVA, 

respectively. 

2) Recall: Considering recall values, CAVA performed 

better in identifying all relevant instances within a class with 

0.89, 0.88, 0.9, and 0.98 of the Recall for Excellent, Good, 

Acceptable, and Poor categories, respectively. Of course, there 

was an exception in the case of poorly graded students, where 

CAAR with a marginally higher Recall value was better than 

CAVA. Similar to those obtained in Precision values 

comparison, all models performed poorly in classifying 

students in the Good grade category. 
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3) F1-score: Compared to the Precision and Recall, the F1-

score offers a more comprehensive and nuanced basis for 

comparative analysis. This metric is bounded between 0 and 1, 

with higher values signifying superior model performance. A 

higher F1 score indicates that the model achieves a balance 

between recalling all true positive instances and precisely 

recognizing positive cases (precision and recall). The 𝐶𝐴𝑉𝐴 

shows itself to be the most accurate when taking into account 

all student categories, producing F1-scores of 0.92,0.88,0.9, 

and 0.97 for students rated as Excellent, Good, Acceptable, and 

Poor. In the second position, concerning the classification of 

Poor and Excellent students, CAAR displayed greater accuracy 

than the individual model, whereas their performance was 

identical for Good students. For Acceptable students, CATC 

outperformed CAAR. 

4) MCC: The Matthews Correlation Coefficient (MCC) 

results show that 𝐶𝐴𝑉𝐴 performed well in finding all relevant 

occurrences in each class. Excellent, Good, Acceptable, and 

Poor categories received scores of 0.95, 0.87, 0.85, and 0.91, 

respectively. This indicates a high degree of accuracy in 

predicting student performance across various grade levels. It's 

noteworthy to mention that, akin to the findings in the 

comparison of Precision values, all models exhibited weaker 

performance in accurately classifying students within the Good 

grade category. 

In general, Table III shows the results of the developed 
models in detail. 

Fig. 6 provides chances for visual comparison by displaying 
the frequency of students in each category based on metrics and 
conclusions from the categorization model. It is evident that the 
students who fell into the categories of bad, acceptable, good, 
and exceptional were, in fact,301,154,112, and 82. The CAVA 
model demonstrated the max accuracy in correctly identifying 
the categorization of students across different categories, with 
one exception in the Poor category, where CAAR classified a 
higher number of students correctly (298 students). In contrast, 
considering all other grades of students, CAAR was the weakest 

classifier, especially in the case of Good grades, where only 
77.68% of students classified correctly. 

The confusion matrix in Fig. 7 demonstrates the number of 
students accurately assigned to their respective grades and those 
misclassified into incorrect categories. Considering CAVA, 73, 
99, 138, 196 (cumulative number of 606), students were 
categorized correctly in Excellent, Good, Acceptable, and Poor 
classes, and just 49 were in the wrong grade. In contrast, the 
number of students whom CAAR and CATC misclassified was 
71 and 79. For two optimized models, misclassification occurred 
mostly between neighborhood categories, for instance, 9 and 15 
students in the case of CAVA and CAAR instead of coming in 
the 𝐸𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡 category positioned in the 𝐺𝑜𝑜𝑑 grade category. 
On the other hand, in the instance of the single CATC model, 
seven students with a minimum score difference of four points 
in their G3 scores were wrongly placed in the Poor group instead 
of the Excellent category. Overall, CAVA outperformed 2 other 
models capable of predicting students' academic performance in 
the future more precisely. 

TABLE III.  GRADE-BASED PERFORMANCE EVALUATION INDICES FOR THE 

CREATED MODELS 

𝑴𝒐𝒅𝒆𝒍 𝑮𝒓𝒂𝒅𝒆 
𝑰𝒏𝒅𝒆𝒙 𝒗𝒂𝒍𝒖𝒆𝒔 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝑹𝒆𝒄𝒂𝒍𝒍 𝑭𝟏 − 𝒔𝒄𝒐𝒓𝒆 𝑴𝑪𝑪 

𝐶𝐴𝑇𝐶 

𝐸𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡 0.85 0.86 0.85 0.88 

𝐺𝑜𝑜𝑑 0.83 0.83 0.83 0.81 

𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 0.78 0.83 0.80 0.76 

𝑃𝑜𝑜𝑟 0.95 0.92 0.93 0.80 

𝐶𝐴𝐴𝑅 

𝐸𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡 0.82 0.82 0.82 0.92 

𝐺𝑜𝑜𝑑 0.99 0.80 0.89 0.77 

𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 0.83 0.78 0.80 0.76 

𝑃𝑜𝑜𝑟 0.92 0.99 0.96 0.88 

𝐶𝐴𝑉𝐴 

𝐸𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡 0.91 0.90 0.90 0.95 

𝐺𝑜𝑜𝑑 0.96 0.89 0.92 0.87 

𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 0.88 0.88 0.88 0.85 

𝑃𝑜𝑜𝑟 0.96 0.98 0.97 0.91 
 

  

  
Fig. 6. Based on measurements and the results of categorization models, the number of pupils in each category. 
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Fig. 7. Confusion matrix showing the accuracy of each model's categorization. 

The analysis makes use of the Receiver Operating 
Characteristic (ROC) curve to achieve equilibrium between 
True Positive (𝑇𝑃) and False Positive (𝐹𝑃) rates, gauged by the 
Area Under the 𝑅𝑂𝐶  Curve (𝐴𝑈𝐶).  A higher AUC signifies 
better control over the FP rate relative to the TP rate. An ideal 
discriminatory test is marked by an 𝑅𝑂𝐶  plot converging 
towards the upper-left corner, indicative of 100%  sensitivity 
and specificity. As depicted in Fig. 8, which presents ROC 

curves for the CATC, CAAR, and CAVA models in G3 score 
classification, it is evident that the AUC for the CAVA model 
(0.944) surpasses that of other categories, underscoring its 
robust discriminatory capability. The discernible inclination of 
the curve towards the upper-left corner underscores the model's 
effectiveness in distinguishing between various classes with 
precision. 

 

Fig. 8. The result of the ROC curve. 
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IX. DISCUSSION 

Since a particular dataset was used for the study, it is 
acknowledged that the findings might not apply to different 
educational settings. Nevertheless, the strategy proposed, which 
combines the CATC model with optimization algorithms, is 
believed to have the potential for generalization to other settings 
under specific conditions: 

1) Sufficient and representative data: The dataset needs to 

be sufficiently big and representative of the intended audience. 

It must have pertinent characteristics that may record the 

elements impacting pupils' academic achievement. 

Additionally, rigorous preprocessing and cleaning are essential 

to guarantee data quality and validity. 

2) Tuning of optimization algorithms: The tuning and 

adaptation of the optimization algorithms to the properties of 

the data is required. This involves adjusting parameters and 

initial conditions to optimize the objective function effectively. 

While optimization algorithms are powerful tools for 
enhancing predictive models, they also possess certain 
limitations and potential drawbacks: 

1) Dependence on data quality and quantity: Optimization 

algorithms rely on the quality and quantity of data for learning 

and optimizing the objective function. Issues like overfitting, 

underfitting, or bias in the optimization findings may arise from 

insufficient, erroneous, or unrepresentative data. 

2) Computational resources: Optimization algorithms' 

iterative procedures sometimes need large amounts of memory 

and processing power, especially when dealing with high-

dimensional and nonlinear issues. Due to this, they might not 

be as helpful or successful in real-world scenarios where time 

and distance are crucial factors. 

3) Sensitivity to parameters and initial conditions: 

Optimization algorithms typically involve specifying or tuning 

multiple parameters and initial conditions. Selecting these 

factors can have a big influence on the optimization solutions' 

quality, stability, and convergence, making it difficult to adapt 

to other situations or datasets. 

4) Lack of guarantees and robustness: Despite their 

effectiveness, optimization algorithms may lack guarantees and 

robustness in certain situations. Variability in convergence, 

stability, and quality of results may occur, making it 

challenging to ensure consistent performance across diverse 

contexts. 
Awareness of these limitations is essential when employing 

optimization algorithms in practical applications, necessitating 
careful consideration and validation to mitigate potential 
drawbacks and optimize their utility effectively. 

B. Comparison with Published Papers 

Table IV shows that the CAVA model in the present study 
achieves an accuracy of 93.37%, significantly outperforming 
other models such as the DTC and NBC used in previous 
studies. The superior performance of the CAVA model is 
attributed to its advanced optimization techniques, which 
improve parameter tuning and feature selection. This highlights 

the potential of using sophisticated optimization algorithms to 
address challenges in educational DM, leading to better 
predictive performance. The findings suggest that robust models 
like CAVA can enhance decision-making and support systems 
in educational settings, ultimately improving student outcomes. 

TABLE IV.  EXTENSIVE STUDY RESULTS COMPARED TO THE CURRENT 

WORK 

𝑨𝒖𝒕𝒉𝒐𝒓 (𝒔) 𝑴𝒐𝒅𝒆𝒍𝒔 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 

𝑃𝑟𝑒𝑠𝑒𝑛𝑡 𝑠𝑡𝑢𝑑𝑦 𝐶𝐴𝑉𝐴 93.37% 

𝐾𝑎𝑏𝑎𝑘𝑐ℎ𝑖𝑒𝑣𝑎 [50] 𝐷𝑇𝐶 72.74% 

𝐵𝑖𝑐ℎ𝑘𝑎𝑟 𝑎𝑛𝑑 𝑅. 𝑅. 𝐾𝑎𝑏𝑟𝑎 [35] 𝐷𝑇𝐶 69.94% 

𝑁𝑔𝑢𝑦𝑒𝑛 𝑎𝑛𝑑 𝑃𝑒𝑡𝑒𝑟 [51] 𝐷𝑇𝐶 82% 

𝐸𝑑𝑖𝑛 𝑂𝑠𝑚𝑎𝑛𝑏𝑒𝑔𝑜𝑣𝑖𝑐 𝑒𝑡 𝑎𝑙. [52] 𝑁𝐵𝐶 76.65% 

X. CONCLUSION 

This inquiry is primarily concerned with the utilization of 
data-driven prediction models within educational settings, 
highlighting the critical integration of qualitative and 
quantitative components to forecast and assess students' 
academic success in language classes. Regression, 
classification, and clustering are 3 examples of DM techniques 
that show promise in addressing a variety of issues faced by 
undergraduate students. The knowledge gained from this study 
provides lawmakers, academic institutions, and students with 
important direction for improving future academic achievement. 
Additionally, the study introduces a pioneering approach by 
combining the VAO and ARO methods with the CATBoost 
classifier (CATC) model. This creative combination shows how 
ML methods and optimization algorithms may improve the 
accuracy and performance of prediction models. The resultant 
toolbox equips stakeholders to navigate the evolving 
complexities encountered throughout students' academic 
journeys. Through meticulous analysis, including model 
partitioning into training and testing sets, the study emphasizes 
how important it is for hybrid models to improve the CATC 
model's classification performance. Substantial improvements 
in Matthews Correlation Coefficient (MCC), Accuracy, and 
Precision attest to this progress. Detailed scrutiny of the data 
underscores the growing recognition of hybrid models for 
substantially refining the CATC model's categorization abilities. 
Particularly noteworthy is the exceptional performance of the 
VAO in boosting classification accuracy. Notably, the CAVA 
model demonstrates an impressive ability to accurately identify 
93.37% of students, outperforming CAAR and CATC. 
Ultimately, this work propels predictive modeling in education 
forward, offering avenues to augment the precision and efficacy 
of academic performance evaluations. These findings 
underscore the favorable impact data-driven strategies can have 
on undergraduate students' academic trajectories. Future work in 
this field should focus on expanding the dataset to include a 
more diverse student population and a broader range of 
academic disciplines to validate the generalizability of the 
models. Additionally, exploring the integration of other 
advanced optimization algorithms and ML techniques could 
further enhance model performance. Investigating the real-time 
application of these models in educational settings and their 
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impact on student interventions and support strategies would 
also be valuable. 
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Abstract—Estimating a student's academic performance is a 

crucial aspect of learning preparation. In order to predict 

understudy academic performance, this consideration uses a few 

Machine Learning (ML) models and Time Administration 

Aptitudes data from the Time Structure Questionnaire (TSQ). 

While a number of other useful characteristics have been used to 

forecast academic achievement, TSQ findings, which directly 

evaluate students' time management skills, have never been 

included. This oversight is surprising, as time management skills 

likely play a significant role in academic success. Time 

administration may be an ability that may impact the student's 

academic accomplishment. The purpose of this research is to look 

at the connection between college students' academic success and 

their ability to manage their time well. The Extreme Gradient 

Boosting Classification (XGBC) model has been utilized in this 

study to forecast academic student performance. To enhance the 

prediction accuracy of the XGBC model, this study employed 

three optimizers: Giant Trevally Optimizer (GTO), Bald Eagle 

Search Optimization (BESO), and Seagull Optimization 

Algorithm (SOA). Impartial performance evaluators were 

employed in this study to assess the models' predictions, 

minimizing potential biases. The findings showcase the success of 

this approach in developing an accurate predictive model for 

student academic performance. Notably, the XGBE surpassed 

other models, achieving impressive accuracy and precision values 

of 0.920 and 0.923 during the training phase. 

Keywords—Student academic performance; time management; 

machine learning; extreme gradient boosting classification; 

metaheuristic algorithm 

 INTRODUCTION 

A. Background 

Student academic execution could be an exceptionally vital 
perspective for colleges and schools since it speaks to how 
healthy they teach their understudies [1]. As early as possible, it 
is important to predict a student's academic success so that 
universities may take appropriate action [2]. For illustration, if 
an understudy is demonstrated to have a terrible review, the 
teacher can give extra fabric or a session for the understudy [3]. 
A few things have been conducted to anticipate student 
academic execution utilizing different highlights. Highlight 
choice is a critical viewpoint in making forecasts [4]. Numerous 
highlights have been utilized, extending from social, statistical, 
behavioral, individual, and academic information. Among those 
elements, the academic elements continue to be the most 

persuasive factor when choosing how to implement 
academically [5]. 

However, another consideration [6] appeared curious: that 
time administration aptitude is related to academic execution. A 
student with a tall review point normally tends to have solid time 
administration aptitude [7]. Nevertheless, few tests have been 
conducted utilizing time administration aptitudes, including 
anticipating understudy execution. In this way, a ponder must be 
approved out by attempting to use time administration ability 
information as a highlight to form forecasts [8]. ML points to 
forming machines that can do their jobs skillfully by utilizing 
clever computer programs [9], [10]. ML has the potential to shed 
light on many topics, including categorization problems. The 
process of dividing input vectors into a finite number of distinct, 
specified categories or classes is known as classification [11], 
[12]. 

B. Literature Review 

A ponder in 2008 [13] employments understudy foundation 
(sexual orientation, age, family, etc.), understudy social 
exercises (week after week think about time, free time after 
school, extra−curricular exercises, etc.), and coursework result 
(to begin with a period review and moment period review) as 
highlights for doing classification. Five diverse calculations are 
utilized to decide the most excellent calculations. They are 
𝑁𝐵, 𝑆𝑉𝑀, 𝑁𝑁, 𝐷𝑇 , and 𝑅𝐹 . As a result, 93%  exactness is 
accomplished for twofold classification and 78.5%  precision 
for 𝑓𝑖𝑣𝑒 − level classification. The most important aspect of 
categorization, it was discovered, is coursework. Utilizing the 
same dataset as [13], another study in 2018  [14] appears 
comparative comes about. Even Nevertheless, the most notable 
aspect of classifying coursework is its outcome. Another 
consideration [15] conducted in Jordanian utilized 𝑡ℎ𝑟𝑒𝑒 
distinctive include categories: individual data (sex, family 
status, age, etc.), instructive data (tall school stream, tall school 
review, college sort, etc.), and geographic information (travel 
time and transportation sort). By utilizing 𝑁𝑁, 97% precision 
can be obtained for 𝑓𝑜𝑢𝑟 − level classification. At the same 
time, 𝐷𝑇,  as it were, gets approximately 66%  precision. 
Instructive data is the foremost important and noteworthy 
highlight within the classification. Focusing on scholastic 
variables, another thinks about [16] connecting straight 
regression (𝐿𝑅), numerous regression ( 𝑀𝑅), and 𝑁𝑁  to 
anticipate students' 𝐺𝑃𝐴. This ponders centered on scholastic 
components. As the result, 83% precision is gotten through 𝑁𝑁. 
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Curious discoveries were made in study [17]. 43  diverse 
highlights have been created to anticipate understudy scholarly 
execution in arithmetic. They consider employments seven 
distinctive calculations: forward-thinking Auxiliary Condition 
Modeling (𝑝𝑆𝐸𝑀), Multilayer Perceptron (𝑀𝐿𝑃) 𝑁𝑁, 𝐶5.0 of 
𝐷𝑇,  Calculated Relapse (𝐿𝑜𝑅,  Successful Negligible 
Optimization (𝑆𝑀𝑂) of 𝑆𝑉𝑀, and 𝑅𝐹. The accuracy may go up 
to 93.52%. This analysis has also made an effort to identify the 
most compelling features when classifying. The three most 
insightful points, therefore, have to do with managing time. 
These include the repetition of thinking through and preparing 
for assessments and examinations, the quantity of time dedicated 
to independent study, and the repetition of completing 
homework and clarifying mathematical problems [18]. 

Claessens et al. [18] describe time management practices as 
actions that lead to making effective use of time while carrying 
out certain goal-directed tasks. Since time management is a 
talent, it can be quantified. Using a Time Management 
Questionnaire or Time Structure Questionnaire (𝑇𝑆𝑄) is one 
method of measuring time management skills (𝑇𝑀𝑆).  Quill and 
Bond introduced 𝑇𝑆𝑄 in 1983 [19], including seventeen items 
about time management. 𝐴 1 to 7 scale with the labels "𝑌𝑒𝑠 , 
continuously" and "𝑁𝑜, never" was used to rank each item. The 
answers to the preexisting items were included to get the total 
score. An individual's ability to manage their time improves with 
increasing score. As seen in the study [20], by deleting one item 
and adding ten more, 𝑇𝑆𝑄  improved upon Quill and Bond's 
1988  efforts, making a total of 26  unique items available. 
According to studies [20] and [21], there was a sign that 
understudies with great 𝑇𝑀𝑆  tend to have great scholastic 
execution as well. Other than that, it found that understudies who 
had a great 𝑇𝑀𝑆 score essentially detailed more prominent work 
and life fulfilment [20]. Moreover, individuals with organized 
and Intentional time management are associated with high levels 
of confidence and depressive symptoms  [22]. 

Malykh et al.'s study [23] complements existing literature by 
demonstrating that the format of non-symbolic comparison tasks 
significantly affects children's numerosity estimation, with 
homogeneous formats enhancing the congruency effect and 
heterogeneous formats reducing it. This aligns with previous 
research indicating that visual properties can either aid or hinder 
numerical processing, depending on the context. Their findings 
suggest that younger children, in particular, are prone to relying 
on visual cues, which can skew their numerical estimations. As 
children age, their ability to process numerical information 
independently of these cues improves, highlighting the 
importance of developmental considerations in educational 
assessments. 

C. Objective 

This study utilizes ML, specifically Extreme Gradient 
Boosting (XGB), to predict student performance based on their 
time management skills. In an effort to improve the single 
model's performance, three metaheuristic algorithms are 
employed: Giant Trevally Optimizer (GTO), Bald Eagle Search 
Optimization (BESO), and Seagull Optimization Algorithm 
(SOA). This study assessed the performance of 𝑀𝐿 models in 
evaluating student performance, ensuring fairness through 
performance evaluators like accuracy and precision. Pre-

processing techniques helped create a clean and effective 
training dataset, while feature selection identified the most 
relevant input factors. This approach provides a novel overview 
of ML in student performance evaluation, potentially aiding 
institutions in optimizing their strategies and analyzing their 
students more effectively. However, it is important to 
acknowledge that even with these measures, the potential for 
bias in the data or chosen algorithms cannot be eliminated. This 
study makes several key contributions: it integrates TSQ data, 
which evaluates students' time management skills, into 
predictive models—a novel approach not previously utilized in 
predicting academic performance. The study also ensures 
fairness and minimizes potential biases through the use of 
impartial performance evaluators. Finally, the findings offer 
valuable insights that can help educational institutions improve 
their strategies and analyze student performance more 
effectively, potentially leading to more effective academic 
interventions and support systems. Acknowledging the potential 
for bias in data and algorithms, the study raises awareness about 
the limitations and ethical considerations of using ML for 
educational purposes. This awareness can lead to more cautious 
and responsible application of these technologies in educational 
psychology. 

D. Research Organization 

The introduction of this study is divided into four key 
sections: background, related work, objectives, and research 
organization. The subsequent structure of the paper is as follows: 
Section II provides detailed overviews of various machine 
learning techniques, including models and optimization 
algorithms, along with a brief description of the evaluation 
metrics used. Section III examines the dataset, highlighting the 
correlation between input and output variables and the feature 
selection processes. Section IV presents comparative results 
based on metric values to assess the performance of the models. 
Section V, titled "Discussion," discusses the study's limitations 
and potential directions for future research. Finally, Section VI 
summarizes the key findings and conclusions derived from the 
study. 

 METHODOLOGY 

A. Extreme Gradient Boosting Classification (XGBC) 

Comparable with angle boosting, XGBoost [24] combines a 
frail base classifier into a more grounded classifier. At each 
emphasis of the preparing handle, the remaining base classifier 
is utilized within the following classifier for optimizing the 
objective work. Assume the base classifiers are trees with a 
number of K [25], [26]. For an input test 𝑥𝑖 , the yield is 
calculated by: 

�̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖), 𝑓𝑘 ∈ 𝐹

𝑘

𝑖=1

 (1) 

where, 𝑓𝑘(𝑥𝑖) is the yield of the 𝑘𝑡ℎ trees and 𝐹 is the space 
of all relapse trees. Based on angle boosting, XGBoost makes a 
few enhancements by regularizing the objective work [27]: 

𝐿 = ∑ 𝑙(𝑦𝑖 , �̂�𝑖) + ∑ Ω(𝑓𝑘)

𝑘𝑖

 (2) 
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Where the previous term could be a misfortune work that 
measures the contrast between the forecast �̂�𝑖 and label 𝑦𝑖 . The 
last-mentioned term could be a regularization term that 
measures the complexity of the trees [28]. 

The total objective work cannot be optimized 
straightforwardly. Instep, added substance way is considered 
[29]. Let �̂�𝑖(𝑡)  be the expectation of the 𝑖𝑡ℎ  test at the 𝑡𝑡ℎ 
emphasis, the objective work is composed as: 

𝐿(𝑡) = ∑ 𝑙 (𝑦𝑖 , �̂�𝑖
(𝑡−1)

+ 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡) ≃𝑛
𝑖=1

∑ [𝑙(𝑦𝑖 , �̂�𝑖
(𝑡−1)

) + 𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡)𝑛
𝑖=1   

(3) 

Where, 𝑔𝑖 is the primary arranged fractional subsidiary of 
the misfortune work and ℎ𝑖  is the moment arranged halfway 
subsidiary of the misfortune work. Subsequently, the misfortune 
work must be twice differentiable. The steady terms of Eq. (3) 
are evacuated, and the objective work is disentangled as follows: 

�̃�(𝑡) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡)

𝑛

𝑖=1

 (4) 

The regularized term is characterized by 

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆‖𝑤‖2 (5) 

where, 𝑇 is the number of takes off within the tree. 𝜔 is the 
T-dimension vector of scores on take off. 𝛾 and 𝜆» are steady 
coefficients speaking to the complexity of clears out and scale 
of punishment. The space of trees is characterized as 𝐹 =
 {𝑓(𝑥)  = 𝜔𝑞(𝑥). 𝑞(𝑥) could be an outline relegating the test to 

the comparing leaf. The occurrence set of leaf 𝑗 is 𝐼𝑗. Thus, Eq. 

(4) can be expanded as follows: 

�̃�(𝑡) = ∑ [𝑔𝑖𝑓𝑖(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + 𝛾𝑇 +𝑛
𝑖=1

1

2
𝜆 ∑ 𝜔𝑗

2𝑇
𝑗=1 = ∑ [(∑ 𝑔𝑖𝑖∈𝐼𝑗

) 𝜔𝑗 +
1

2
(∑ ℎ𝑖 +𝑖∈𝐼𝑗

𝑇
𝑗=1

𝜆)𝜔𝑗
2] + 𝛾𝑇  

(6) 

Eq. (6) can be encouraged compressed by characterizing 
𝐺𝑗 = ∑ 𝑔𝑗𝑖∈𝐼𝑗

 and 𝐻𝑗 = ∑ ℎ𝑖𝑖∈𝐼𝑗
. Expecting the structure of the 

tree to be settled, the ideal esteem of all left can be calculated by 
Eq. (7). And the comparing esteem of objective work can be 
obtained utilizing Eq. (8). 

𝜔𝑗
∗ = −

𝐺𝑗

𝐻𝑖 + 𝜆
 (7) 

�̃�(𝑡)(𝑞) = −
1

2
∑

𝐺𝑗
2

𝐻𝑖 + 𝜆
+ 𝛾𝑇

𝑇

𝑗=1

 (8) 

As the structures of trees can be assessed, an estimation for 
the part hubs is characterized in Eq. (9). Characterize 𝐼𝐿 and 𝐼𝑅 
as the occurrence sets after the part. 

𝐺𝑎𝑖𝑛 =
1

2
[

𝐺𝐿
2

𝐻𝐿+𝜆
+

𝐺𝑅
2

𝐻𝑅+𝜆
−

(𝐺𝐿+𝐺𝑟)2

𝐻𝐿+𝐻𝑅+𝜆
] − 𝛾  (9) 

B. Giant Trevally Optimizer (GTO) 

The GTO approach was chosen to address the 𝑃 −
𝑂𝑃𝐹 issue over different scenarios. The 𝐺𝑇𝑂 strategy could be 
a metaheuristic calculation that determines motivation from the 
chasing behaviors of the monster trevally [30], [31]. The giant 
trevally employments procedures that include designed 
scavenging developments, choice of an ideal chasing locale, and 
jumping out of the water to capture prey [32]. The 𝐺𝑇𝑂 
calculation duplicates these procedures into a 3 − step 
preparation: broad look, determination of zone, and assault. 

1) Extensive search: The GTO method recreates the long 

separations mammoth trevallies travel to find nourishment 

employing a numerical show based on Exact flights, a shape of 

arbitrary walk. This stage progresses the algorithm's 

investigation capability and helps in maintaining a strategic 

distance from nearby optima. The condition utilized in this 

stage can be outlined as delineated below: 

𝑋(𝑡 + 1) = 𝐵𝑒𝑠𝑡𝑝 × 𝑅 + (𝑀𝑎𝑥𝑖𝑚𝑢𝑚 −
𝑀𝑖𝑛𝑖𝑚𝑢𝑚) × 𝑅 +𝑀𝑖𝑛𝑖𝑚𝑢𝑚 × 𝐿𝑒𝑣𝑦(𝐷𝑖𝑚) 

(10) 

where, the location vector of the enormous trevally in the 
subsequent iteration is denoted by 𝑋(𝑡 +  1) , 𝐵𝑒𝑠𝑡𝑝 speaks to 

the leading position gotten, 𝑅  speaks to an arbitrary number 
extending from 1, and 𝐿𝑒𝑣𝑦 (𝐷𝑖𝑚) speaks to the Require flight. 

2) Choosing area: In this stage, the calculation finds the 

ideal chasing locale based on nourishment accessibility interior 

of the look space. The taking after condition is utilized to 

reproduce this behavior numerically: 

𝑋(𝑡 + 1) = 𝐵𝑒𝑠𝑡𝑝 × 𝒜 × 𝑅 + 𝑀𝑒𝑎𝑛𝐼𝑛𝑓𝑜 − 𝑋𝑖(𝑡)
× 𝑅 

(11) 

where, 𝐴 may be a parameter that controls position alters, 
𝑋𝑖(𝑡) denotes the current position, and 𝑅 may be an arbitrary 
number. The successful utilization of all information gotten 
from earlier areas is suggested by the term Mean Info for these 
giant trevallies. 

3) Attacking: The last arrangement of the algorithm mimics 

the trevally's attack on its victim. The trevally's behavior is 

affected by light refraction, which affects its ability to see. In 

order to replicate this behavior, the computation first uses 

Snell's equation to compute the visual twisting 𝑉. Next, it uses 

the following to simulate the trevally attack: 

𝑋(𝑡 + 1) = ℒ + 𝒱 + ℋ (12) 

where, 𝑋(𝑡 +  1)  signifies another position, ℒ  is the 
dispatch speed, 𝒱 is the visual mutilation, and ℋ is the jumping 
incline work, in this manner permitting the calculation to move 
from the stage of investigation to the stage of misuse. Fig. 1 
presents the process of the GTO. 
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Fig. 1. The process of the GTO. 

C. Bald Eagle Search Optimization (BESO) 

It's possible that the 𝐵𝐸𝑆 computation is a subsequent meta-
heuristic optimization computation that was suggested in  2020. 
Bald eagles (𝐵𝐸) are ranked highest in the food chain according 
to their measurement. They are unintentional hunters. They can 
eat any straightforward, easily available food that is high in 
protein  [33], [34]. They choose an angle, especially salmon, 
dead or alive, as their primary food source. Because eagles have 
extraordinary eyesight and can simultaneously look in two 
different orientations, they can locate angles from a great 
distance. The main source of inspiration for 𝐵𝐸𝑆  was their 
cunning social conduct with regard to their pursuing device. 
Three phases make up the chasing component of 𝐵𝐸 [35], [36]. 
These phases include swooping, gazing in space, and choosing 
a spot. The eagle selects the area with the greatest concentration 
of prey during the selecting-the-space phase. The eagle starts 
hunting for prey within the selected space during the searching-
in-the-space phase. 

Finally, during the swooping phase, the falcon starts to 
swoop from its optimal position from the previous phase. At that 
moment, it is chosen which point is optimum to pursue. All of 
the eagle's subsequent developments are directed toward this 
goal. 

1) Mathematical Model: The numerical definition of the 

chasing component of BE is characterized by the taking after: 
Selecting−space stage. The BE, in this stage, decides the 

ideal zone based on the sum of nourishment. This behavior is 
numerically characterized as: 

𝑋𝑛𝑒𝑤 = 𝑋𝑏𝑒𝑠𝑡 + 𝛼 × 𝑟(𝑋𝑚𝑒𝑎𝑛 − 𝑋𝑖) (13) 

Where 𝑋𝑏𝑒𝑠𝑡  is the chosen look space based on the finest 
eagle's position, 𝑋𝑚𝑒𝑎𝑛  is the harsh division between each of the 
bare hawks' postures (cruel of the populace), 𝑋𝑖 is the present 
hawk position, 𝑟 could be an arbitrary parameter produced in [0-
1], and 𝛼 may be a consistent parameter. 

Phase of searching in space. In this step, the 𝐵𝐸  moves 
entirely various headings within the selected spiral zone from 
the previous stage in search of prey. Additionally, a decision is 
made on who would lead the pursuit and swooping of prey. The 
following numerical description of this behavior: 

𝑋𝑛𝑒𝑤 = 𝑋𝑖 + 𝑧(𝑖) × (𝑋𝑖 − 𝑋𝑖+1) + 𝑝(𝑖)
× (𝑋𝑖 − 𝑋𝑚𝑒𝑎𝑛) 

𝑝(𝑖) =
𝑝𝑟(𝑖)

𝑚𝑎𝑥|𝑝𝑟|
, 𝑧(𝑖) =

𝑧𝑟(𝑖)

𝑚𝑎𝑥|𝑧𝑟|
 

𝑝𝑟(𝑖) = 𝑟(𝑖) × cos(𝜃(𝑖)) , 𝑧𝑟(𝑖)

= 𝑟(𝑖) × sin(𝜃(𝑖)) 

𝜃(𝑖) = 𝛼 × 𝜋 × 𝑟1 

𝑟(𝑖) = 𝜃(𝑖) + 𝑅 × 𝑟2 

(14) 

where, 𝑟1 and 𝑟2 are two random parameters, 𝑅 is another 
constant parameter with a value between 0.5 and 2, and 𝛼 is a 
constant parameter with a value in the range [0.5, 2]. Fig. 2 
presents the flowchart of the 𝐵𝐸𝑆𝑂. 
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Fig. 2. The flowchart of the BESO. 

D. Seagull Optimization Algorithm (SOA) 

Around the world, gulls, or more accurately, the seagull 
family, are seabirds. Seagulls come in a variety of varieties, each 
with unique bulk and length. Being omnivores, seagulls provide 
support to squirrels, angels, reptiles, terrestrial and aquatic 
animals, and night crawlers. The majority of gulls are protected 
by white plumes [37], [38], [39]. Gulls are exceptionally 
intelligent feathered creatures. They utilize breadcrumbs to pull 
in angle and make the sound of rain on their feet to draw in night 

crawlers covering up underground. Numerical models of 
predator relocation and assault are examined. The computation 
recreated the movement of a group of gulls from one area to 
another during the relocation. The requirements a seagull must 
fulfill are as follows:  

An extra variable, 𝐴, is used to calculate the unused look 
operator area, thereby preventing collisions between adjoining 
look specialists. 

𝐶𝑠 = 𝐴 × 𝑃𝑠 (15) 

Where 𝐶𝑠 speaks to the position of look specialist, which 
does not collide with other look specialists, 𝑃𝑠  speaks to the 
current position of look operator, 𝑥  demonstrates the current 
emphasis, and 𝐴 speaks to the development behavior of look 
specialist in a given look space. 

𝐴 = 𝑓𝑐 − (𝑥 × (
𝑓𝑐

𝑀𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
⁄ )) (16) 

Where 𝑓𝑐 is presented to control the recurrence of utilizing 
variable 𝐴, which is straightly diminished from 𝑓𝑐 to 0. 

After maintaining a strategic distance from the collision 
between neighbors, the look specialists move toward the 
heading of best neighbor. 

𝑀𝑠 = 𝐵 × (𝑃𝑏𝑠(𝑥) − 𝑃𝑠(𝑥)) (17) 

Where 𝑀𝑆  speaks to the positions of look operator 𝑃𝑠 
towards the leading fit look specialist 𝑃𝑏𝑠. Because 𝐵 behaves 
randomly, it may be trusted to balance proper amounts of abuse 
and investigation. The calculation for 𝐵 is: 

𝐵 = 2 × 𝐴2 × 𝑟𝑑 (18) 

Where 𝑟𝑑 could be an arbitrary number that lies within the 
extent of [0,1]. Finally, the look specialist can overhaul its 
position with regard to the best look specialist by: 

𝐷𝑠 = |𝐶𝑠 + 𝑀𝑠| (19) 

Where 𝐷𝑠 speaks to the removal between the look operator 
and best-fit look specialist. 

The purpose of this enhancement is to capitalize on the 
engagement and history of the look preparation. Attacking prey 
causes the spiraling activity to occur inside the discussion. This 
behavior is represented as follows in the 𝑥, 𝑦, and 𝑧 planes: 

�́� = 𝑟 × cos (𝑘) (20) 

�́� = 𝑟 × sin (𝑘) (21) 

�́� = 𝑟 × 𝑘 (22) 

𝑟 = 𝑢 × 𝑒𝑘𝑣 (23) 

Where 𝑟 is the span of each turn of the winding, 𝑘 may be 
an irregular number in extend [ 0 ≤ 𝑘 ≤ 2𝜋 ]. 𝑢  and 𝑣  are 
constants to characterize the winding shape, and 𝑒 is the base of 
the common logarithm. The overhauled position of the look 
operator is calculated utilizing Eq. (19) to Eq. (22). 

𝑃𝑠(𝑥) = (𝐷𝑠 × �́� × �́� × �́�) + 𝑃𝑏𝑠(𝑥) (24) 

Where 𝑃𝑠 spares the leading arrangement and overhauls the 
position of other look operators. 
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E. Evaluation Criteria 

To see on the off chance that a classifier is sweet, distinctive 
ways of judging it are utilized. Precision may be a common way 
to determine how numerous forecasts are right. Accuracy, 
review, and precision are vital measures that are regularly 
utilized together. Accuracy measures how exact a test is at 
finding positive cases, while recall looks at finding all the 
genuine positive cases. The f1-score could be a combined degree 
of exactness and review. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (25) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (26) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝑅 =
𝑇𝑃

𝑃
=

𝑇𝑃

𝑇𝑃+𝐹𝑁
  (27) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2×𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  (28) 

These conditions utilize 𝑇𝑃 for accurately distinguishing a 
positive case, 𝐹𝑃 for wrongly anticipating a positive case, 𝑇𝑁 
for accurately foreseeing a negative case, and 𝐹𝑁 for wrongly 
foreseeing a negative case. 

 DESCRIPTION OF DATASET 

As part of continuous research at Nottingham Trent 
International College, data was collected using a questionnaire 
[40]. The objective of this research is to elucidate the many 
elements that impact the time management skills of 125 
students. The dataset contains various demographic data on 

students, including age, gender, nationality, study programs 
(Foundation, International Year One, Pre-Master's, and 
Language Only), academic performance indicators, language 
course achievements, and attendance records. The dataset 
further includes the responses provided by students on their 
proficiency in managing their time. Fig. 3 illustrates the 
connection between the input and output variables, with the 
respective magnitudes shown on the right side using distinct 
color coding. The questions are as follows: 

Questionnaire: 

1. Do you often have a sense of aimlessness in your life without a 

clear and specific goal? 

2. Do you always find it easy to manage your tasks? 

3. Once you begin an activity, do you persist with it until you finish 

it? 

4. Do you occasionally feel a sense of insignificance towards the 

tasks you must do during the day? 

5. Do you organize your activities on a daily basis? 

6. Do you tend to procrastinate? 

7. Do you have a tendency to transition haphazardly from one task 

to another during the day? 

8. Do you abandon your planned activities just because your friend 

refuses? 

9. Do you believe that you adequately use your time? 

10. Do you have a tendency to get easily bored with your daily 

tasks? 

11. Do your significant interests and activities in life have a 

tendency to shift often? 

12. Are you aware of the exact amount of time you dedicate to each 

of your homework assignments? 

 
Fig. 3. The relationships between input and output variables by utilizing the correlation matrix. 
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A. Feature Selection 

In ML, feature selection plays a critical role in building 
efficient and accurate models. Among various techniques, f-
classification, a supervised technique utilizing the F-statistic 
from analysis of variance (ANOVA), offers valuable insights 

into feature relevance. Fig. 4 displays a bar chart summarizing 
the results of the feature selection process using f-classification 
for the input variables. Notably, the average score achieved by 
this method is 0.35. Features exceeding this average score, 
highlighted in the chart, were selected for inclusion in the model 
training process. 

 
Fig. 4. The bar plot for the result of the feature selection method. 

 RESULTS 

A. Convergence Curve 

The headway of an iterative optimization strategy over time 
is spoken to graphically by the meeting bend that appeared in 
Fig. 5. It shows the changes within the objective work esteem of 
the calculation with each emphasis, showing that the calculation 
is getting near a perfect arrangement. When an algorithm 
approach joining within the setting of optimization issues, it 
implies that it consistently minimizes or maximizes the 
objective work until it comes to a point at which extra emphasis 
results in minor advancements. 

The plot shows that the XGBE model reliably beats the 
XGGT and XGSO models, accomplishing a top exactness of 
0.86 after 120 iterations, showing its predominant execution. Be 
that as it may, even though the XGGT and XGSO model's 
precision appeared to be a discernible increment after 110 
iterations, it still might not outperform the execution of the 
XGBE model. 

B. Comparative Analysis for Predicted Models Based on 

Metrics’ Results 

Table I shows the outcomes of both the single and hybrid 
models and Fig. 6 visualizes these differences. There are four 
models, and each model has been compared in four different 
metric values and two different Sections. The metrics are 
(Accuracy, Recall, Precision, and F1-score) and the Sections are 
Train and Test. The model performs best if the number of values 
gets close to one. Among the evaluated models, XGBE exhibited 

the highest accuracy in the training section. In terms of 
precision, XGSO ranked second, followed by XGGT. 
Conversely, XGBC demonstrated the weakest recall 
performance during training. 

During testing, XGSO achieved the highest F1 score, 
demonstrating overall solid performance. XGBE and XGSO 
excelled in the recall, showcasing their ability to identify true 
positives, with XGGT following closely behind in second place. 
XGBE took the lead for precision, with XGSO again securing 
the second-best position. 

 
Fig. 5. Convergence curve for hybrid models. 
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TABLE I.  THE OUTCOMES OF BOTH THE SINGLE AND HYBRID MODELS 

ARE SHOWCASED IN THE PRESENTATION 

Section Metric 
Model 

XGGT XGBE XGSO XGBC 

Train 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 0.897 0.920 0.908 0.885 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 0.896 0.923 0.909 0.886 

𝑅𝑒𝑐𝑎𝑙𝑙 0.897 0.920 0.908 0.885 

𝐹1 _𝑆𝑐𝑜𝑟𝑒 0.896 0.920 0.908 0.885 

Test 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 0.711 0.737 0.737 0.658 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 0.710 0.749 0.737 0.653 

𝑅𝑒𝑐𝑎𝑙𝑙 0.711 0.737 0.737 0.658 

𝐹1 _𝑆𝑐𝑜𝑟𝑒 0.703 0.733 0.735 0.634 

All 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 0.840 0.864 0.856 0.816 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 0.841 0.869 0.857 0.818 

𝑅𝑒𝑐𝑎𝑙𝑙 0.840 0.864 0.856 0.816 

𝐹1 _𝑆𝑐𝑜𝑟𝑒 0.840 0.864 0.856 0.815 

Table II presents a comprehensive performance evaluation 
of four individual and hybrid models across different conditions 
and metrics. The evaluation leverages four grading criteria 
(Poor, Acceptable, Good, Excellent) and three key metrics 
(Precision, Recall, F1-score) to compare model performance 
comprehensively. Interestingly, both XGBE and XGBC models 
exhibit peak precision in the "Poor" condition, while both 
XGGT and XGSO models share the second-best performance. 
However, under the "Acceptable" condition, XGBE takes the 
lead in precision, with XGBC exhibiting the weakest 
performance. 

 

 

 

 
Fig. 6. A 3D bar plot indicating the difference between the measured and 

predicted values. 

This detailed analysis, presented in Table II, allows for a 
thorough understanding of how different models perform under 
varying conditions and based on crucial evaluation metrics. 

In Recall value at Good condition, three of the models have 
the same and the best performance. The XGGT, XGBE, XGSO, 
and XGBC models have the lowest and weakest performance. 
In excellent condition at the Recall value, the XGBE, XGSO, 
and XGBC have the highest performance, and the XGGT model 
has the weakest performance. 

TABLE II.  MODELS ACHIEVED RESULTS IN THE DIFFERENT PRESENTED 

CONDITIONS 

Metric Condition 
Model 

XGGT XGBE XGSO XGBC 

precision 

Poor 0.857 0.923 0.857 0.923 

Acceptable 0.857 0.896 0.840 0.774 

Good 0.850 0.872 0.810 0.811 

Excellent 0.773 0.760 1.000 0.864 

recall 

Poor 0.800 0.800 0.800 0.800 

Acceptable 0.875 0.896 0.875 0.854 

Good 0.810 0.810 0.810 0.714 

Excellent 0.850 0.950 0.950 0.950 

f1-Score 

Poor 0.828 0.857 0.828 0.857 

Acceptable 0.866 0.896 0.857 0.812 

Good 0.829 0.840 0.810 0.760 

Excellent 0.810 0.844 0.974 0.905 
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Fig. 7. Line-symbol plot for the visual evaluation of the models' performance. 

Fig. 7 presents a line-symbol plot visualizing the 
performance of different models under varying conditions. In 
this plot, smaller differences between a model's prediction and 
the actual measured value indicate better performance for that 
specific condition. 

Acceptable Condition: With a measured value of 42, three 
models – XGGT, XGBE, and XGSO – exhibited predictions 
close to the actual value, indicating strong performance in this 
condition. 

Good Condition: For the measured value of 48, XGBE 
outperformed the others with the closest prediction. Both XGGT 
and XGSO also predicted close to the measured value, 
demonstrating good performance. 

Excellent Condition: All models achieved the same 
prediction and performance for the measured value of 15 in this 
condition. 

Fig. 8 presents confusion matrices to evaluate the accuracy 
of each model across various conditions. For example, in the 
Poor condition, the XGGT model accurately predicted 17 out of 
20 samples, achieving an 85% accuracy rate. Notably, all 
misclassified samples belonged to the Acceptable category (3 
samples). Similarly, in the Acceptable condition, the XGGT 
model maintained good performance, correctly classifying 34 
out of 42 samples (81% accuracy). However, misclassifications 
occurred in both the Good (5 samples) and Poor (3 samples) 
categories. 

In the evaluation of predictive models, the XGBE model 
exhibited commendable performance. Among the 48 items 
categorized as being in Good condition, the XGBE model 
accurately predicted 43 of them while misclassifying five. 
Notably, two of the misclassified items were erroneously labeled 
as Poor condition, two as Acceptable condition, and one as 
Excellent condition. Moreover, when assessing the 15 items 
categorized as Excellent condition, the XGBE model 
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demonstrated substantial predictive accuracy by correctly 
identifying 12 of them. However, it did misclassify three items, 
with two categorized as Acceptable condition and one as Poor 
condition. Furthermore, in the assessment of 48 items initially 
classified as Good condition, the XGSO model accurately 
predicted 42 of them. However, it misclassified six items, with 
five categorized as Acceptable condition and one as Excellent 
condition. 

Fig. 9 depicts the Receiver Operating Characteristic (ROC) 
curves generated to assess the effectiveness of the most 
proficient hybrid models. The ROC curve serves as a widely 
utilized visual aid for evaluating a model's performance and 
illustrating the balance between sensitivity and specificity in 

binary classification tasks. Sensitivity, also known as the true 
positive rate or recall, gauges a model's ability to detect positive 
cases accurately. Conversely, specificity denotes the true 
negative rate and indicates how well the model can identify 
negative cases. The ROC curve plots the true positive rate 
against the false positive rate at various thresholds for the 
assessed probabilities of the model. 

Fig. 9 unmistakably illustrates that the XGBE model exhibits 
the highest and most consistent performance in identifying cases 
classified as Poor. It consistently achieves the highest true 
positive rate (TPR) while maintaining the lowest false positive 
rate (FPR), underscoring its reliability. 

 

 
Fig. 8. Confusion matrix for the correctly classified and misclassified values of the models. 
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Fig. 9. Line plot for the ROC curve of the best-performed hybrid model. 

 DISCUSSION 

A. Limitations of the Study 

The study acknowledges several limitations, including the 
possibility that the dataset used may not fully capture all relevant 
variables influencing academic performance, suggesting the 
presence of unmeasured factors. While the predictive models 
showed promising accuracy, there remains room for 
improvement, as alternative optimization techniques not 
explored could enhance performance. Additionally, the 
generalizability of the findings may be limited to the specific 
context and population studied, meaning the results might not 
apply to different educational settings or student groups. These 
limitations highlight areas for further research and potential 
enhancements in future studies. 

B. Implications of the Study 

The study's implications and significances are notable in 
several areas. Firstly, it underscores the importance of time 
management skills in predicting academic performance, 
highlighting a previously underexplored factor in educational 
outcomes. By integrating ML models with data from the TSQ, 
the research offers a novel approach to understanding and 
forecasting student success. The findings suggest that 
educational institutions can leverage these models to identify at-
risk students early, allowing for timely interventions that could 
reduce dropout rates and foster a more supportive learning 
environment. Furthermore, the study demonstrates the 
effectiveness of using advanced optimization algorithms, such 
as the Bald Eagle Optimizer, in enhancing model accuracy, 
thereby contributing to the broader field of educational data 
mining and predictive analytics. These insights pave the way for 
future research and the development of more comprehensive and 
accurate predictive tools in education. 

C. Future Works 

Future work in predicting academic performance using ML 
and time management skills could explore incorporating a 
broader range of variables, such as psychological factors and 
extracurricular activities, to create more comprehensive models. 
Researchers could experiment with additional optimization 

techniques to improve model accuracy and conduct longitudinal 
studies to track performance over time. Validating these models 
across diverse educational settings and student populations 
would help assess their generalizability. Developing and 
evaluating intervention strategies based on these models could 
enhance their practical utility, while integrating them into real-
world educational systems could support timely interventions 
and reduce dropout rates. Additionally, creating user-friendly 
tools for educators and addressing ethical considerations related 
to privacy and data security will be crucial for the responsible 
implementation of these technologies. 

 CONCLUSION  

The investigation into predicting academic students' 
performance has yielded valuable new insights into the intricate 
interplay among the myriad factors influencing educational 
outcomes. These factors encompass socioeconomic 
backgrounds, study habits, and prior academic achievements. A 
comprehensive examination of these factors has helped 
elucidate these relationships. Furthermore, this study has 
concentrated on analyzing a dataset that encompasses students' 
time management skills and their influence on academic 
performance. Despite the valuable insights gained, it is 
important to acknowledge some limitations of this study. Firstly, 
the dataset used may not fully capture all relevant variables 
influencing academic performance, and there may be other 
unmeasured factors at play. Additionally, the predictive models 
developed in this study, while demonstrating promising 
accuracy in forecasting academic performance, may still have 
room for improvement. The integration of three optimizers 
(BESO, SAO, and GTO) with the base model XGBoost 
Classifier (XGBC) aimed to enhance performance, but there 
could be alternative optimization techniques that were not 
explored. Moreover, the generalizability of the findings may be 
limited to the specific context and population studied. Despite 
these limitations, as the education sector evolves, there is a clear 
opportunity to integrate these models into school systems to 
identify at-risk students early and provide them with timely 
support. Such proactive measures can significantly reduce 
dropout rates and foster a more supportive learning 
environment. The models underwent differentiation across 
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various stages, scenarios, and metrics. Among them, the 
XGBoost with Bald Eagle Optimizer (XGBE) emerges as 
particularly robust in this analysis compared to the XGBoost 
with Giant trevally Optimizer (XGGT), XGBoost with Seagull 
Optimization Algorithm (XGSO), and XGBoost Classifier 
(XGBC) models. The XGBE model demonstrated superior 
performance, boasting high precision and accuracy values of 
0.920 and 0.923, respectively, during the training phase, 
surpassing both the XGSO, XGGT, and XGBC models. 
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Abstract—This paper introduces a novel deep learning 

framework for highly accurate COVID-19 detection using chest 

X-ray images. The proposed model tackles the challenge by 

combining stacked Convolutional Neural Network models for 

superior feature extraction to potentially enhance 

interpretability. The proposed model achieved a high accuracy in 

distinguishing COVID-19 from healthy cases. The study 

demonstrates the potential of deep hybrid learning for accurate 

COVID-19 detection, paving the way for its application in real-

world settings. Future research directions could explore methods 

to further refine the model's capabilities. Overall, this work 

contributes significantly to the development of robust deep-

learning methods for COVID-19 detection with the potential for 

broader use in medical image analysis. 

Keywords—COVID-19 detection; deep learning; deep hybrid 

learning; chest X-ray analysis; machine learning classifiers; 

medical image analysis; convolutional networks 

I. INTRODUCTION 

The emergence of Severe Acute Respiratory Syndrome 
Coronavirus 2 (SARS-CoV-2) in 2019, causing the highly 
contagious COVID-19 disease, significantly impacted global 
health [1]. Coronaviruses, like SARS-CoV-2, cause respiratory 
illnesses ranging from mild to severe. COVID-19 primarily 
affects the respiratory system, with common symptoms 
including fever, cough, fatigue, and shortness of breath. To 
control the spread of the virus, preventative measures like 
social distancing and mask-wearing were implemented [2]. 

Polymerase Chain Reaction (PCR) testing is the standard 
method for diagnosing COVID-19, but it can be time-
consuming and have limitations in accuracy. X-rays, a well-
established imaging modality, offer a more accurate alternative 
for detection. X-ray imaging is used to assess the extent of lung 
infection, guide treatment decisions, and monitor patients after 
hospitalization [3]. In addition, recent advancements in 
technology allow for faster and potentially accurate diagnosis 
of COVID-19 using chest X-rays, compared to traditional 
methods. 

This work proposes Deep Learning (DL) models for 
COVID-19 detection using chest X-rays, addressing the 
limitations of PCR testing by enabling faster diagnosis. DL 
models have shown good performance in image analysis tasks 
compared to traditional methods [4]. We propose a novel 
framework, Deep Hybrid Learning (DHL1) that leverages DL 
for feature extraction from X-ray images. This framework 
utilizes stacked Convolutional Neural Network (CNN) models 
to generate informative feature spaces, which are then fed into 
separate classifiers for COVID-19 diagnosis. Additionally, we 

propose a separate RENet model that employs region-based 
and edge-based operations to extract features. The RENet 
model incorporates transfer learning (TL) to further enhance 
COVID-19 detection accuracy. The obtained results of our 
suggested DHL1 model are promising. 

This paper is structured as follows. Section II reviews 
existing COVID-19 detection methods. Section III describes 
our proposed schemes for COVID-19 detection in detail. 
Section IV discusses the experimental setup used to evaluate 
our methods. The results of these experiments are presented 
and analyzed in Section V. Finally, Section VI concludes the 
paper by summarizing the key findings and outlining potential 
future directions. 

II. BACKGROUND 

Since the emergence of COVID-19, researchers have 
actively sought effective detection methods. Therefore, several 
researchers have examined well-established CNNs that have 
shown promise in the detection of COVID-19 using X-ray 
images such as Xception (e.g., [5], inception (e.g., [6] 
GoogleNet (e.g. [7]. Researchers employed TL which has been 
suggested to accomplish this task [8, 9]. 

Overall, several Artificial intelligence (AI) driven detection 
methods have been utilized in the detection of Covid-19, 
supervised learning-based, deep learning-based, active learning 
based, transfer learning-based, and evolutionary learning-based 
mechanisms [4]. TL is emerging as a dominant paradigm in the 
realm of medical image analysis for COVID-19 detection [10]. 
This approach leverages pre-trained CNN models, honed on 
vast natural image datasets and adapts them for the specific 
task of COVID-19 classification in medical images, such as 
chest X-rays and CT scans [10]. This strategy capitalizes on the 
pre-existing feature extraction capabilities learned from natural 
images, promoting faster convergence and improved 
generalization on the often-limited medical image datasets [4]. 

For example, Researchers such as [11] created their 
COVID-Net model for the purpose of detecting cases infected 
with COVID-19 employing X-ray images, their model attained 
a high percent accuracy and sensitivity. Similarly, Afshar et al. 
proposed the COVID-CAPS model that reached a 98 percent 
accuracy and a detection rate of 80 percent [12]. 

Nevertheless, the above-described models could have a 
poor detection rate due to a shortage of COVID-19 collected 
and labeled datasets [13]. Accordingly, TL is now being 
implemented in the latest models and adjusted on an issue-
specific chest X-ray dataset [14]. For instance, a cutting-edge 
inception model based on TL was used for screening COVID-
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19 while having a low accuracy of 89.5 percent [15]. Similarly, 
a pre-trained ResNet-50 CNN was used mostly on small 
numbers of instances, and it attained a 98 percent accuracy 
[16]. 

Several researchers used approaches that are based on 
existent CNNs to detect COVID-19 in suspected cases, namely 
ResNet18 (e.g., [17], DensNet201 (e.g., [18], and squeezeNet 
[19]. The aforementioned models were fine-tuned on the 
"COVID-Xray-5k" dataset employing TL and achieved an 
accuracy of 98 percent [16]. Each of these models was 
implemented on a SoftMax (SM) classifier in order to screen 
COVID-19 subjects. Therefore, these models have utilized the 
merits of empirical risk minimization (ERM). 

Likewise, DHL optimized COVID-19 detection function by 
employing ERM and structural minimization merits [20]. In 
these related research [21], the features have been generated 
from the existent Residual Network-50 (ResNet-50) CNN 
model and then subsequently fed into the ML classifier. The 
proposed DBHL framework attained a 95 percent detection 
accuracy [21]. Also, deep features, derived from the pre-trained 
ResNet-152, that was fine-tuned, have been extracted and then 
fed into ML classifiers [22]. Accordingly, COVID-19 detection 
utilizing the eXtreme Gradient Boost (XGBoost) and Random 
Forest classifiers obtained 97.3 percent and 97.7 per cent 
accuracy, correspondingly [24]. Despite advancements, 
existing methods face some key limitations: 

First, Existent CNN models were mostly used on a 
significantly small chest X-ray dataset. This impairs these 
models’ reliability on larger real-life datasets. 

Second, these models have all been particularly created for 
natural images and fine-tuned for the detection of COVID-19. 
However, chest X-ray images of COVID-19-infected patients 
are distinguished from natural images by a distinct pattern and 
texture. Natural images are often big, basic in composition, and 
unique from one another [23]. COVID-19 viral infection, on 
the other hand, manifests a distinct pattern and texture, and its 
severity differs amongst patients. Indeed, the subject having 
COVID-19 chest infections exhibits reticulation, ground-glass 
opacity, and consolidation patterns [25]. Therefore, this paper 
aims to address the limitations of the previous Covid-19 
detection DL model to improve their ability to detect Covid-19 
cases accurately and effectively. 

The remainder of this paper proceeds as follows: the 
schemes for the detection of COVID-19 are explicated in depth 
in Section III. The experimental setup is discussed inSection 
IV. Then, Section V describes the results, and finally, Section 
VI concludes this research. 

III. SUGGESTED COVID-19 DETECTION SCHEME 

The present study proposes a novel DL scheme for 
detecting COVID-19. Our proposal is named DHL approach 
that aims to detect COVID-19 virus in chest X-ray images 
(DHL_Covid19). As illustrated in Fig. 1, this proposed scheme 
consists of four modules: (1) data preprocessing, (2) feature 
extraction, (3) models training, and (4) the test of the models 

using the test dataset. Our proposal is based on deep CNN and 
ML techniques, and it employs three distinct experimental set-
ups. Training instances are augmented during experimentation 
to ameliorate the models’ performance. The aforementioned 
augmented training instances are used to perform the training 
of the suggested techniques. Fig. 1 depicts the workflow of the 
schemes for COVID-19 detection. 

 
Fig. 1. DHL Covid-19 scheme. 

Before exploring the COVID-19 dataset for healthy and 
COVID-19 classes extraction, the used dataset has to be 
preprocessed in order to obtain adequate input for the next 
module. As explained in the following section, this module 
aims to augment the employed data to ameliorate the ML 
models’ performance. 

A. Data Pre-processing 

CNN architectures are well-known for their tendency to 
overfit with limited training data [26]. Large datasets are 
beneficial for training complex models and improving their 
performance. One approach to address limited data is data 
augmentation, a method that expands the number of training 
samples by applying various transformations to existing data 
[27]. Table I shows some of the alterations included in our data 
augmentation method. These transformations, such as rotation, 
reflection, and scaling, help the model become more robust to 
slight variations in the input data, mimicking real-world 
scenarios the model might encounter during deployment. The 
employed augmentation strategy involves the following 
operations: 

 Rotation: rotate the data with (0,360) degrees. 

 Scaling: scale the data with (0.5,1). 

 Reflection: reflect the data with X and Y in (-1,1). 
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TABLE I.  DEFINED HYPER-PARAMETERS 

Hyper-parameter Optimizer Momentum Learning rate Weight decay Loss Activation function Epoch Batch size 

value SGDM 0.95 0.0001 0.0005 Cross-entropy ReLU 20 16 
 

B. COVID-19 Detection Approaches 

In this paper, we propose several experimental frameworks 
for COVID-19 virus detection using DL. We introduce a novel 
DHL approach. Here, the deep feature learning potential of the 
three improved models, RENet1, Xception, and VGG-19, was 
improved by adding CNN layers. These models incorporate 
additional CNN layers within modules named stacked CNNs 
(SCNN1, SCNN2, and SCNN3). The proposed frameworks, 
DHL1 utilize these SCNN modules separately. DHL1 employs 
a Support Vector Machine (SVM) classifier, then it is 
enhanced by utilizing SM classifier for COVID-19 patient 
diagnosis. Finally, the RENet models are trained using two 
approaches, from scratch and with TL on chest X-ray datasets. 

1) Suggested DHL frameworks: Three well-established 

CNNs are developed in the present study, namely RENet1, 

RENet2, and RENet3. In order to ameliorate the feature 

extraction methods, we proposed to modify the CNN sub-

modules and add CNN layers to each one, named Stacked 

CNNs. Accordingly, three deep feature spaces are generated 

from these sub-models. Then, they are eventually fed into the 

SVM, and the SM classifiers as illustrated in Fig. 2. Edge-

based and Region-based operations are used methodically in 

the sub-models to make use of region homogeneity and 

boundary-related features. Accordingly, we use the average 

pooling operator and max pooling operator, interlacing 

convolution operations systematically to achieve efficient 

learning of the COVID-19 discriminative patterns [29]. 

 

Fig. 2. DHL approach for COVID-19 virus detection. 

C. Stacked CNNs (SCNNs) 

This work proposes three modifications to established CNN 
architectures (RENet1, Xception, and VGG-19), named 
Stacked CNNs (SCNNs). As shown in Fig. 2, the outputs of 
these SCNNs serve as input for the classifiers. The 
performance of these classifiers heavily relies on the quality 
and quantity of extracted features for COVID-19 detection. 

The proposed RENet models consist of three feature 
extraction blocks, each containing ReLU activation functions 
and convolutional layers. This design leverages spatial 
correlations by addressing non-linearities in the dataset. To 
create the SCNNs, we removed the top layers of the base 
CNNs and added new layers to generate new architectures. Our 
proposed architecture at the top of the network includes two 
CNN layers with ReLU activation, a Global Average Pooling 
layer, a fully connected layer, and a SM layer. 

We utilize a deep hybrid learning approach that combines 
the benefits of ERM and structural risk minimization (SRM) 
principles to improve COVID-19 detection performance. 
CNNs excel at learning by minimizing training loss through 
ERM, which can lead to overfitting [30, 31]. However, SVMs 
are robust machine learning classifiers known for good 
classification accuracy. They achieve this by reducing 
structural risk factors, promoting generalization through 
widening the margin between classes [32]. In addition to the 
SVM, we also employ a SM classifier for COVID-19 virus 
detection. Therefore, our proposed DHL frameworks leverage 
SCNNs for feature extraction and utilize both SVM and SM 
classifiers. 

2) Detection models’ training scheme: Training the 

proposed SCNN model utilizes chest X-ray data. While the 

model's parameters are randomly initialized with a uniform 

distribution, deep CNNs generally require substantial amounts 

of data for optimal performance. Limited X-ray samples can 

hinder convergence and consequently impact COVID-19 

detection accuracy [30, 31]. To address this challenge, we 

leverage TL to improve detection performance [34].  

TL involves transferring the parameters of pre-trained 
convolutional layers from a large dataset (e.g., ImageNet) to 
the target COVID-19 X-ray dataset. This pre-training helps 
initialize the SCNN parameters effectively. In our hybrid 
framework, the convolutional layers of the developed TL-
based models (RENet1, VGG-19, and Xception) extract 
COVID-19 image bottleneck features. These features are then 
fed into the SVM and SM classifiers for training. 

IV. EXPERIMENTATIONS 

A. Used Dataset 

The study presents a chest X-ray dataset encompassing 
healthy individuals and COVID-19 patients. The new dataset 
was created by gathering the publicly available X-ray images 
from repositories like GitHub and Kaggle, which were labeled 
by radiologists [33-35]. These repositories provide a diverse 
collection of X-ray images originating from various geographic 
locations, medical centers, and X-ray equipment. 
Consequently, the images exhibit variations in patient 
positions, orientations, and acquisition techniques due to the 
differences in source institutions and detector panels. As 
illustrated in Fig. 3, our approach meticulously filters both 
COVID-19 and healthy instances from these repositories. To 
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ensure balanced representation, we created a dataset containing 
3224 X-ray images each from COVID-19 positive and healthy 
individuals. These images were originally of various 
dimensions and have all been preprocessed to a uniform size of 
224 x 224 pixels. 

 

Fig. 3. Dataset instances. 

B. Experimentation Process 

We employed a hold-out cross-validation approach, 
splitting the data into an 80% training set (4126 images) and a 
20% testing set (1290 images). To address potential class 
imbalances, stratified sampling was used during the split. The 
training set was further divided into an 80% inner training set 
and a 20% validation set (1032 images) for hyperparameter 
tuning. The CNN models were trained on the inner training set 
with the optimized. 

For evaluating the performance of COVID-19 detection 
models, we employed conventional metrics including Accuracy 
(Acc), Sensitivity (Se) or Recall (R), Specificity (Sp), Precision 
(P), and F1-Score. While accuracy reflects the overall correct 
predictions, it can be misleading in imbalanced datasets like 
COVID-19. Therefore, we placed more emphasis on sensitivity 
and specificity. Sensitivity indicates the model's ability to 
correctly identify individuals with COVID-19 (low false 
negative rate), which is crucial to prevent undetected cases. 
Specificity reflects the model's accuracy in classifying healthy 
individuals without COVID-19 (low false positive rate), 
minimizing unnecessary treatments or interventions. The 
following Equations present the mathematical definitions of 
these metrics. 

Eq. (1), represents accuracy measurement. 

ACC =  
Detected Covid − 19 −  Detected Healthy 

Total
 ×  100 

Sensitivity is measured using Eq. (2). 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑣𝑖𝑑 − 19

𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑣𝑖𝑑 − 19
 ×  100 

Specificity metric is measured using Eq. (3). 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑡𝑖𝑦 =  
𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐻𝑒𝑎𝑙𝑡ℎ𝑦

𝑇𝑜𝑡𝑎𝑙 𝐻𝑒𝑎𝑙𝑡ℎ𝑦
 ×  100 

Eq. (4) demonstrates the precision. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

=  
𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑣𝑖𝑑 − 19

𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑣𝑖𝑑 − 19 +  𝑊𝑟𝑜𝑛𝑔𝑙𝑦 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑣𝑖𝑑 − 19
 

×  100 

Eq. (5) illustrates the F-score. 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
×  100 

V. RESULT AND DISCUSSION 

In the present paper, a new deep learning-based framework, 
which is named DHL1, is suggested for detecting COVID-19 
using chest X-ray images. As highlighted in Table II. The 
proposed DHL models achieved high performance in COVID-
19 detection using chest X-rays, with all models exceeding 
98% accuracy across various metrics. SCNN1-based SVM 
stood out with the highest sensitivity (99.13%), demonstrating 
its strength in correctly identifying COVID-19 cases. 
Conversely, SCNN2-based SVM excelled in specificity 
(98.00%), minimizing false positives among healthy 
individuals. For a balanced performance between these two 
aspects, SCNN1-based SVM achieved the best F1-score 
(98.56). Overall, these findings highlight the potential of our 
proposed DHL models for accurate COVID-19 detection with 
chest X-rays, paving the way for further research on larger and 
more diverse datasets. 

TABLE II.  DHLS PERFORMANCE 

 ACC Se Sp P F1-Score 

SCNN1-
based SVM 

98.33 99.13 98 98 98.56 

SCNN2-

based SVM 
98.19 98.55 97 97 97.79 

SCNN3-
based SVM 

98.26 98.52 97 97 97.75 

SCNN1-

based SM 
98.15 98 98 98 98 

SCNN2-
based SM 

98 97 98 98 97.49 

SCNN3-

based SM 
98.07 97 97 97 97 

Many researchers have leveraged DL for robust COVID-19 
detection. This study contributes to the growing body of 
research exploring deep learning techniques for COVID-19 
detection in chest X-rays. Our proposed CNN-SVM 
combination (DHL1) achieved superior performance and 
potentially addressed limitations observed in some prior works. 

Similar to previous studies employing DL for this task [28-
36], we leverage the powerful feature extraction capabilities of 
CNNs. However, we move beyond solely relying on CNNs, 
which can be susceptible to over-fitting or lack interpretability. 
We integrate SVMs known for strong generalization ability 
and potential for improved model interpretability. This 
combined approach achieved high accuracy and offer insights 
into the features most discriminative for COVID-19 detection. 

Our proposed DHL1 framework extracts deep features 
from well-established CNN architectures like VGG-19, 
ResNet-1, and Xception, similar to approaches used by [37], 
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As observed in Table II, DHL1 demonstrates high performance 
in differentiating COVID-19 from healthy cases. 

This combined CNN-SVM approach showcases very 
competitive performance compared to methods using only 
CNNs, potentially exceeding the accuracy reported in some 
prior studies (e.g., [38]). Furthermore, utilizing well-
established CNNs provides a solid foundation for feature 
extraction, building upon their proven effectiveness in image 
recognition tasks. 

The high classification accuracy achieved by DHL1 is 
particularly promising, especially if the model generalizes well 
to new data. However, as with some previous works (e.g., 
[39]). Further validation on larger and more diverse datasets is 
necessary to ensure the generalizability of our findings and 
mitigate the potential for overfitting. 

Our proposed CNN-SVM approach (DHL1) achieves an 
accuracy of 98% on our dataset, higher than the 94% accuracy 
reported by [40]. However, DHL1 also achieves a higher 
sensitivity (0.98 vs. 0.92) and a comparable specificity (0.97 
vs. 0.87), indicating a better balance between precision and 
recall. This suggests that DHL1 might be less susceptible to 
misclassification. Furthermore, unlike other researchers such as 
[41, 42] which focused on binary classification, our approach 
can be extended to handle multi-class scenarios with additional 
diseases. 

An alternative approach to DL for COVID-19 detection 
involves TL, where pre-trained models are adapted for the 
specific task. Several studies in this field explore this technique 
[43]. Transfer learning offers a balance between accuracy and 
efficiency by leveraging the power of existing models like 
VGG-16 or ResNet-18. While chest X-rays are the most 
common image type used, with studies aiming for multi-class 
detection (normal, COVID-19, other lung issues), some 
research also investigates CT scans or ultrasounds with varying 
classification goals (binary or multi-class). The reported 
accuracy for transfer learning approaches varies, with some 
achieving impressive results exceeding 95% (e.g., [44, 45]. 

While there are a number of AI image detection methods 
used by researchers to detect Covid-19. Using an individual 
approach could be challenging as each model has its 
advantages and disadvantages. For, example, using VGG-16 
could lead to faster training time and improved accuracy, but it 
may be suboptimal for medical images as it is trained on 
natural images, and it might not be suited for the specific 
patterns and textures seen in medical images [46]. 

Our study shows how multiple approaches could be utilized 
to solve a problem and overcome the limitations of other single 
approach models. Our CNN-SVM approach (DHL1) offers 
several potential advantages over other TL techniques. Firstly, 
it allows for more flexibility in feature extraction by leveraging 
the power of multiple CNN architectures (VGG-19, ResNet-1, 
Xception) compared to relying on a single pre-trained model. 
Secondly, the integration of SVMs potentially improves 
interpretability, offering insights into the features most 
discriminative for COVID-19 detection. 

However, it's important to acknowledge that both 
approaches have merit. TL can be a good choice when 

computational resources or dataset size are limited. Further 
research is needed to comprehensively compare the 
performance and generalizability of CNN-SVM combinations 
like DHL1 against other TL techniques across various datasets 
and tasks. 

VI. LIMITATIONS AND FUTURE STUDIES 

To prevent the COVID-19 spread, patients must be 
identified quickly and early. The present paper suggests a new 
framework, DHL1, for detecting COVID-19 in chest X-ray 
images successfully. For the purpose of detecting COVID-19 
accurately, three stacked CNN models, namely SCNN1, 
SCNN2, and SCNN3 were adopted for feature extraction. The 
experimental findings illustrate that our suggested DHL1 
framework out-performs existing well-established CNNs 
combined with the SM classifier. 

This study has presented promising deep learning 
frameworks, DHL1, for COVID-19 detection using chest X-
rays. However, to ensure their real-world applicability and 
further refine their capabilities, it's important to address some 
limitations and explore future research directions. 

One key limitation lies in the generalizability of the 
findings. The models were evaluated on a relatively limited 
dataset. To ensure they perform well on unseen data and 
mitigate potential overfitting, validation on larger and more 
diverse datasets from various institutions is necessary. 
Additionally, the dataset used in this study might not perfectly 
reflect the true prevalence of COVID-19 cases in the real 
world. Future work could investigate the impact of class 
imbalance on model performance and explore techniques to 
address any potential biases arising from imbalanced datasets. 

While DHL1 integrates SVMs with the potential for 
improved interpretability, this aspect requires further 
investigation. Future work could involve analyzing the SVM 
weights or decision boundaries to understand the specific 
features most discriminative for COVID-19 detection. This 
would not only enhance our understanding of the model's 
decision-making process but also potentially lead to the 
development of more interpretable AI models in healthcare. 

The current study focused on differentiating between 
COVID-19 and healthy individuals. Future researchers could 
extend the models to handle multi-class scenarios, allowing 
them to distinguish COVID-19 from other lung pathologies. 
Additionally, collaborations with hospitals or medical 
institutions could enable testing the models on real-world 
clinical data. This external validation would provide valuable 
insights into the practical applicability of these models in a 
clinical setting. 

Furthermore, exploring techniques for optimizing the 
models for computational efficiency is important. This could 
involve reducing the computational resources required for 
training and inference. Such optimizations would be 
particularly relevant for deploying these models in resource-
constrained settings with limited computing power. Finally, a 
comprehensive comparison between DHL1 and other TL 
approaches on various datasets and tasks would be valuable. 
This comparison would provide insights into their relative 
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strengths and weaknesses, guiding the selection of the most 
suitable approach for different scenarios. 

By addressing these limitations and pursuing the suggested 
future work directions, this research can significantly 
contribute to the development of robust and reliable deep 
learning methods for COVID-19 detection and potentially pave 
the way for their application in other medical image analysis 
tasks. 
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Abstract—In the field of geotechnical engineering Rocks' 

unconfined compressive strength (UCS) is an important variable 

that plays a significant part in civil engineering projects like 

foundation design, mining, and tunneling. These projects' stability 

and safety depend on how accurately UCS predicts the future. In 

this study, machine learning (ML) techniques are applied to 

forecast UCS for soil-stabilizer combinations. This study aims to 

build complex and highly accurate predictive models using the 

robust Decision Tree (DT) as a primary ML tool. These models 

show relationships between UCS considering a variety of intrinsic 

soil properties, including dispersion, plasticity, linear particle size 

shrinkage, and the kind of and number of stabilizing additives. 

Furthermore, this paper integrates two meta-heuristic algorithms: 

the Population-based vortex search algorithm (PVS) and the 

Arithmetic optimizer algorithm (AOA) to enhance the precision of 

models. These algorithms work in tandem to bolster the accuracy 

of predictive models. This study has subjected models to rigorous 

validation by analyzing UCS samples from different soil types, 

drawing from historical stabilization test results. This study 

unveils three noteworthy models: DTAO, DTPB, and an 

independent DT model. Each model provides invaluable insights 

that support the meticulous projection of UCS for soil-stabilizer 

blends. Notably, the DTAO model stands out with exceptional 

performance metrics. With an R2 value of 0.998 and an 

impressively low RMSE of 1.242, it showcases precision and 

reliability. These findings not only underscore the accuracy of the 

DTAO model but also emphasize its effectiveness in predicting soil 

stabilization outcomes. 

Keywords—Unconfined compressive strength; machine 

learning; decision tree; population-based vortex search algorithm; 

arithmetic optimizer algorithm 

I. INTRODUCTION 

Geotechnical Engineering (𝐺𝐸)  is no exception to the 
widespread adoption of 𝑀𝐿  techniques in several industries. 
Applications of 𝑀𝐿  at 𝐺𝐸  cover a broad variety of 
responsibilities, from landslip from detection to prediction of 
material properties. Creating predictive models for 𝐺𝐸  issues 
has demonstrated astounding success and cutting-edge 
technology. It is becoming increasingly clear that there is a 
growing need for more accurate predictive models to address 
various geotechnical challenges in various domains. Continuous 
improvement and advancement are necessary to enable the 
wide-scale adoption of such models, providing more precise and 
practical answers to various geotechnical problems [1], [2], [3]. 

Compaction of loose soils is a critical component of 
engineering projects because it increases the weight per unit area 
of engineering structures like earth dams and highway 
embankments. This compaction process improves soil 
endurance, boosts load-bearing capacity, and stabilizes 
embankment slopes to prevent settlement problems, going 
beyond merely increasing soil strength [4], [5]. Additionally, 
compaction has various advantages, including increases in 
density, volume, permeability, waterproofing, and porosity. 
Together, these improvements raise the soil's general quality and 
increase its capacity to support structural loads. 𝑈𝐶𝑆 is a critical 
component of geomechanical modeling, particularly in 
investigating mechanical rock behavior [6]. The ultimate 
compressive stress, or 𝑈𝐶𝑆 , that a rock can withstand when 
subjected to controlled, uniaxial loading before undergoing 
failure. Rock mechanics, which combines theoretical concepts 
with real-world applications, illuminates how rocks respond to 
various stress situations [7], [8]. In areas like the production of 
solid materials and wellbore stability, particularly in the 
petroleum operations context, the effects of rock failure have 
wide-ranging effects. In drilling operations, guiding bit 
hydraulics, determining the ideal mud weight, controlling costs, 
and improving drilling efficiency overall, the availability of 
𝑈𝐶𝑆 data from subsurface formations is of utmost importance 
[9], [10], [11]. Due to its crucial role in resolving geotechnical 
issues, the assessment of 𝑈𝐶𝑆 is a fundamental pillar in rock 
engineering [12]. Direct 𝑈𝐶𝑆 measurement is performed using 
the Unconfined Compression Test (𝑈𝐶𝑇) , a standardised 
procedure that has the support of both the American Society for 
Testing and Substances (𝐴𝑆𝑇𝑀) and the International Society 
for Rock Mechanics (𝐼𝑆𝑅𝑀) [13]. However, performing 𝑈𝐶𝑆 
tests in a lab requires carefully prepared core samples in addition 
to time and resources. When collaborating with brittle, thinly 
bedded, or severely fractured rock formations, it can be 
challenging to meet these requirements. Many researchers 
recommend indirect approaches for 𝑈𝐶𝑆 prediction in response 
to these difficulties. These techniques, which include the 
Brazilian tensile strength test (𝐵𝑇𝑆), the point load index test 
(𝐼𝑠(50)) , and the ultrasonic test (𝑉𝑝) , provide quick, 
affordable, and transportable substitutes for 𝑈𝐶𝑆  testing. 
Combined with engineering knowledge, these correlated index 
tests offer applicable initial 𝑈𝐶𝑆 evaluations. Direct mechanical 
rock property evaluation is based on experiments performed on 
extracted core samples, which offer insights into actual stress 
conditions and mechanical characteristics. These tests use 
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various techniques, including point load tests, scratch tests, 
Schmidt hammer tests, and uniaxial and triaxial compressive 
strength tests. Together, these methods create the benchmark for 
identifying property [14], [15], [16]. To secure representative 
core samples, however, obtaining a continuous 𝑈𝐶𝑆  profile 
along wellbores presents difficulties that include high costs and 
labor-intensive procedures. Indirect approaches have been 
developed to get around this restriction, bridging the gap by 
proving relationships between petrophysical well-log data and 
rock characteristics. 𝑈𝐶𝑆 has significantly impacted foundation 
design, slope stability analysis, and structural integrity. Its 
significance extends beyond rocks to encompass a variety of 
materials, including industrial wastes and soils. In stabilized 
materials, 𝑈𝐶𝑆  is crucial, impacting both the aesthetics and 
performance of pavements [17]. However, determining a 
material's 𝑈𝐶𝑆  requires takconsidering several factors, 
including physicochemical characteristics, the kind of 
cementitious admixtures used, and curing time. These factors 
call for carefully thought-out laboratory experiments and 
specialized tools. The pursuit of accuracy, reflected in the 
specimens' sizes, makes these tests reliable [18], [19]. 

This study centers around predicting critical soil properties, 
precisely the 𝑈𝐶𝑆 outcomes, using a 𝑀𝐿 approach. Given the 
challenges in obtaining experimental data, this study focuses on 
improving the 𝐷𝑇 algorithm's performance. To overcome this 
challenge, a combination of two algorithms is employed, 
including the 𝑃𝑉𝑆  and the 𝐴𝑂𝐴 . The research highlights the 
significant positive impact of optimizing the planning and 
building of UCS buildings for the infrastructure industry. 
Through the compilation of a large-scale UCS dataset, this study 
enables comparison analyses to evaluate the efficacy of the 
suggested framework. The study's conclusions provide useful 
insights into accurately predicting 𝑈𝐶𝑆  in civil engineering 
projects. This approach revolves around forecasting 𝑈𝐶𝑆  by 
incorporating the 𝐷𝑇  algorithm into the 𝑀𝐿  strategy. This 
addresses the complexity of acquiring empirical 𝑈𝐶𝑆 data by 
optimizing the 𝐷𝑇 model's parameters through the integration of 
𝑃𝑉𝑆  and 𝐴𝑂𝐴  algorithms. In essence, this research provides 
practical guidance and essential information for tackling 𝑈𝐶𝑆 
prediction, a crucial aspect of soil behavior in civil engineering. 

II. LITERATURE REVIEW 

The aforementioned challenges with the fundamental 
sample preparation required for standard testing and the 
limitations of statistical models may be addressed with the help 
of certain predictive ML models. Meulenkamp and Grima [20], 
for example, used Artificial Neural Networks (ANN) to predict 
UCS and discovered that ANN in 194 rock samples had better 
generalization than statistical models. Sonmez et al. [21] used 
regression and fuzzy inference systems (FIS) to predict UCS and 
elasticity modulus simultaneously, observing that regression 
performed better for elasticity modulus and that FIS had a good 
prediction accuracy for UCS. Regression and fuzzy models were 
used by Gokceoglu and Zorlu [22] to forecast the elasticity 
modulus and UCS in difficult rocks. Regression and a neural 
network were used by Dehghan et al. [23] to predict these 
values; regression was not as successful as the neural network. 
To estimate UCS for three different rock types, Mishra and Basu 
[24] employed multiple regression and FIS, proving the 
superiority of these methods over simple regression. The 

predicted accuracy of the UCS estimate has been substantially 
enhanced by several groundbreaking research. 

III. MATERIALS AND METHODOLOGY 

A. Data Gathering 

In order to ensure the accuracy of predicting the 𝑈𝐶𝑆  of 
rocks, it is crucial to compile a comprehensive dataset that 
includes relevant input variables. This endeavor involves 
carefully considering various factors and has been undertaken 
with unwavering commitment. As part of this pursuit, the data 
is meticulously divided into 70% as the training set, 15% as the 
validation set, and 15% as the testing set. It has been repeatedly 
demonstrated and scientifically verified that this allocation 
improves the performance of prediction models [25]. The 
prediction of 𝑈𝐶𝑆  is accomplished using a 𝐷𝑇  model, which 
effectively leverages the predictive capabilities inherent in the 
aforementioned variables. These input parameters, accompanied 
by their detailed definitions and measurement units, serve as 
critical components in developing predictive models [26]. The 
subsequent section delineates the process of collecting data, 
providing an in-depth overview of each input variable: 

1) Bulk Density (BD): Bulk Density quantifies the mass of 

a rock specimen per unit volume, measured in kilograms per 

cubic meter (𝑘𝑔/𝑚³). This parameter offers valuable insights 

into the rock's density and compactness. 

2) Brazilian Tensile Strength (BTS): Brazilian Tensile 

Strength (𝐵𝑇𝑆) evaluates a rock's resistance to tensile forces, 

expressed in megapascals (𝑀𝑃𝑎). It is determined through the 

Brazilian Tensile Strength Test, wherein a rock specimen 

undergoes diametrical compression until failure occurs. 

3) Dry Density (DD): Dry Density signifies the mass of a 

rock specimen per unit volume when completely dry, akin to 

Bulk Density. It is also measured in kilograms per cubic meter 

(𝑘𝑔/𝑚³)  and characterizes the rock's density under dry 

conditions. 

4) P-Wave Velocity (Vp): P-Wave Velocity (𝑉𝑝)  gauges 

the speed at which compressional (𝑃 − 𝑤𝑎𝑣𝑒) seismic waves 

propagate through a rock specimen, expressed in meters per 

second (𝑚/𝑠). This parameter provides valuable insights into 

the rock's elastic properties and structural integrity. 

5) Saturated Rock name (𝑆𝑅𝑛 ): Saturated Rock Name 

(𝑆𝑅𝑛) denotes a rock's compressive strength when saturated 

with water, measured in megapascals (𝑀𝑃𝑎). Understanding 

how water impacts a rock's strength characteristics is essential, 

and 𝑆𝑅𝑛 plays a vital role in this context. 

6) Point load index (Is (50)): Point Load Index (𝐼𝑠 (50)) is 
determined through the Point Load Index Test, which assesses 

a rock's strength under concentrated loads. It is quantified in 

megapascals (𝑀𝑃𝑎)  and provides insights into the rock's 

durability [27]. 

𝑈𝐶𝑆 represents the ultimate objective within this dataset. It 
signifies the maximum axial load a rock specimen can endure 
without lateral confinement, and it serves as the variable to be 
predicted using the other input parameters [28]. The successful 
prediction of 𝑈𝐶𝑆 in rocks is contingent upon the quality and 
comprehensiveness of the dataset, encompassing the input 
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variables outlined in Table I. Diligent data collection and 
preprocessing are indispensable stages in constructing accurate 
predictive models, which contribute significantly to both rock 
mechanics and geotechnical engineering. Fig. 1 visually 
portrays the distribution relationship between the input variables 

and 𝑈𝐶𝑆 , facilitating the assessment of how changes in one 
input parameter positively or negatively affect 𝑈𝐶𝑆 concerning 
the other inputs [29].

TABLE I.  DATA PROPERTIES OF UCS AND INPUT 

Features 
Dataset Components 

BD (kg/m3) BTS (MPa) DD (kg/m3) Vp (m/s) 𝑺𝑹𝒏 (MPa) Is(50) (MPa) UCS (MPa) 

Min 0.00 0.00 0.00 1247.00 0.00 0.10 5.50 

Max 3.54 4.20 3011.00 6440.00 45.40 6.07 108.68 

Mean 0.97 0.83 1669.73 4092.11 23.75 2.51 47.93 

St.Dev. 1.276067 1.226962 1308.101 1722.211 18.84653 1.568194 26.84946 

  

  

  

 

Fig. 1. The input and output distribution plot. 
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B. Decision Tree (DT) 

The DT is a popular supervised learning method for handling 
regression and classification problems. Because of the tree's split 
structure or hierarchy, regression analysis may still be used to 
forecast the expected outcome based on independent variables 
in cases when a precise category grouping or classification is 
lacking [30], [31]. The model in Fig. 2 illustrates a basic DT with 
two continuous variables, 𝑥1 and 𝑥2 , whose values are all 
between 0 and 1, and one binary target variable, 𝑌, with values 

that are either 0 or 1. Additionally, as Fig. 3 illustrates, the 
structure may be seen as a segmented geographic region. 
Dividing the sample space into distinct, well-defined, and 
comprehensive subspaces is a typical analytical paradigm. Each 
of these sections is linked to a particular leaf node, which 
denotes the result of a series of subsequent decision-making 
processes. In a DT, each record has a single segment that acts as 
its home, known as a leaf node. The main objective of utilizing 
DTs for analysis is to find the most effective model that can 
precisely divide all available data into discrete segments [32].

 
Fig. 2. 𝑌 is a binary target variable used in this example DT [33]. 

 
Fig. 3. Sample space view with DT [33]. 

Nodes and branches are the basic components of a DT 
model, and splitting, stopping, and pruning are essential steps in 
its development [34]. 

C. Population-Based Vortex Search Algorithm (PVS) 

As a metaheuristic relying on a solitary explanation, the 
Vortex Search algorithm demonstrates effective exploitation 

capabilities, allowing it to execute rapidly [35]. The Gaussian 
distribution centered on a single point is used by the Vortex 
Search (𝑉𝑆)  method to produce fresh candidate solutions. 
Nevertheless, despite attempts to promote variety in the search 
area, this may result in early convergence in some situations. On 
the other hand, population-based tactics perform better during 
the search space's exploration stage, when it's necessary to 
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conduct a detailed analysis of unknown regions. These methods 
create new points based on the understanding gained from each 
iteration's previous points [36]. A community-driven 𝑉𝑆 
algorithm known as 𝑃𝑉𝑆 is presented in this study. There are 3 
stages to the algorithm: 𝑎) initialization, 𝑏) the primary phase, 
and 𝑐) another phase. 

1) Initializing: Control parameters including population 

size (𝑝𝑠𝑖𝑧𝑒), vortex size (𝑣𝑠𝑖𝑧𝑒), termination condition, and 

likelihood of mutation (Ƞ𝑚) are specified during the algorithm's 

initialization phase. The entire quantity of potential fixes 

generated in a single iteration is represented by the value of 

𝑝𝑠𝑖𝑧𝑒, which is divided equally by halved to produce the value 

of 𝑣𝑠𝑖𝑧𝑒 , which is equal to 𝑝𝑠𝑖𝑧𝑒/2 . The value of 𝑣𝑠𝑖𝑧𝑒 

determines how many candidate solutions (𝐶𝑆) are generated 

in the initial stage and the subsequent stage generates the 

remaining 𝐶𝑆𝑠  from (𝑣𝑠𝑖𝑧𝑒 +  1)  to 𝑝𝑠𝑖𝑧𝑒  [37]. The 

maximum number of function evaluations (𝑚𝑎𝑥𝐹𝐸𝑠) serves as 

the method's halting criterion, and the polynomial mutation 

used in the second phase of the procedure utilizes the 

probability value Ƞ𝑚 . Additionally, 𝜇0  and 𝑞0  are calculated 

using, respectively, Eq. (1) and Eq. (2). 

𝜇0
𝑖 =

𝑢𝑝𝑝𝑒𝑟𝑖 + 𝑙𝑜𝑤𝑒𝑟𝑖
2

 (1) 

𝑞0
𝑖 = 𝜎0

𝑖 =
max (𝑢𝑝𝑝𝑒𝑟𝑖) − min (𝑙𝑜𝑤𝑒𝑟𝑖)

2
 (2) 

2) First phase: The first iteration of this phase involves 

randomly generating the entire population of size 𝑝size. Merely 

50%  of the population (𝑣𝑠𝑖𝑧𝑒) is created at random in the 

subsequent iterations. After this phase, updating the focal point 

(𝜇) is the optimal course of action. In this phase, the Gaussian 

distribution is used to generate half of the inhabitants, in 

accordance with Eq. (3) from the original 𝑉𝑆  algorithm. A 

population-based technique with selection pressure is used to 

update half of the population, while the other half is subjected 

to the best-center-oriented exploitation procedure. Overflowing 

solutions are recast into the designated range by applying Eq. 

(4). 

𝑠𝑖
𝑡(𝑥𝑖

𝑡 |𝜇𝑡 , 𝑣) = ((2𝜋)
𝑑|𝑣|)−(

1
2
) 𝑒

(−1/2(𝑥𝑖
𝑡−𝜇𝑡)

𝑇
𝑣−1(𝑥𝑖

𝑡−𝜇𝑡)

 (3) 

𝑠𝑖(𝑙𝑜𝑤𝑒𝑟𝑖 ∨ 𝑠𝑖)𝑢𝑝𝑝𝑒𝑟𝑖 → 𝑠𝑖
= 𝑟𝑎𝑛𝑑 × (𝑢𝑝𝑝𝑒𝑟𝑖 − 𝑙𝑜𝑤𝑒𝑟𝑖)
+ 𝑙𝑜𝑤𝑒𝑟𝑖  

(4) 

Although it is not explicitly specified, the starting population 
is generated by using the starting centering point (𝜇0) in the 
original 𝑉𝑆  algorithm. The midpoints of the population are 
selected at random after the initial population. This is where a 
modification to the 𝑉𝑆  algorithm is proposed, leading to 
variations of the 𝑃𝑉𝑆 method. 𝑃𝑉𝑆_𝑎 designates the version in 
which 𝜇0  was present in the starting population, whereas 
𝑃𝑉𝑆_𝑏 designates the version in which it was absent. The 
computed center point 𝜇0  is used as the initial potential fix 
𝑃𝑂𝑃 (1) in the population during the first iteration of 𝑃𝑉𝑆_𝑎, 
and the remainder 𝑝𝑠𝑖𝑧𝑒 − 1 candidate solutions 

𝑃𝑂𝑃 (2: 𝑝𝑠𝑖𝑧𝑒) are created at random. On the other hand, 𝑝𝑠𝑖𝑧𝑒 
candidate solutions 𝑃𝑂𝑃 (1: 𝑝𝑠𝑖𝑧𝑒) are generated at random to 
form the initial population of 𝑃𝑉𝑆_𝑏. 

3) Second phase: By relying on interactions between 

potential solutions throughout the course of iterations to modify 

their locations during the search, population-based algorithms 

vary from single-solution-based algorithms. The basic strategy 

involves expressing the local or global experiences of potential 

solutions in a vector format to enable information sharing, 

while the updating method may differ based on the specific 

algorithm employed. Potential solutions are matched by the 

𝑃𝑉𝑆 algorithm using a proportional selection mechanism. This 

approach incorporates the 𝐴𝐵𝐶  algorithm's onlooker bee 

phase's location update procedure, with some modifications 

made specifically to address minimization issues. Eq. (5) is 

employed to calculate the selection  𝑝𝑏  for each candidate 

solution. 

𝑝𝑏𝑖 = 𝑐𝑠𝑢𝑚𝑖/𝑐𝑠𝑢𝑚𝑝𝑠𝑖𝑧𝑒  

𝑐𝑠𝑢𝑚𝑖 =∑𝑛𝑜𝑟𝑚𝑝𝑖   𝑎𝑛𝑑

𝑖

𝑗=1

 

𝑛𝑜𝑟𝑚𝑝𝑖 = 𝑝𝑖/ ∑ 𝑝𝑖   𝑎𝑛𝑑

𝑝𝑠𝑖𝑧𝑒

𝑖=1

 

𝑝𝑖 = 0.9 × (𝑚𝑎𝑥{𝑓} − 𝑓𝑖) + 0.1 

(5) 

𝑓  symbolizes the suitability value of the  𝑖𝑡ℎ  solution and 

𝑚𝑎𝑥{𝑓} 𝑝𝑖  signifies the 𝑖𝑡ℎ′𝑠 scaled fitness value solution for 

minimization, which was achieved by converting the values of 
the objective function, which range from maximization to 
minimization. denotes the population's greatest fitness value at 
this time. The function 𝑛𝑜𝑟𝑚𝑝 is used to calculate the 
probability values obtained by normalizing the 𝑝 values in the 
0.5– 1 range. The cumulative sum vector of norm 𝑝 values is 
denoted by 𝑐𝑠𝑢𝑚. The remaining 50% of the populace, for each 
solution 𝐶𝑆𝑖  where 𝑖  ranges from 𝑣𝑠𝑖𝑧𝑒 +  1  to 𝑝𝑠𝑖𝑧𝑒 , using 
the prob vector, an arbitrary neighbor solution is chosen from 
each of the population's solutions. To produce a new solution 
(𝐶𝑆𝑛𝑒𝑤), the amount of a randomly chosen dimension is updated 
using Eq. (6). The acquired dimension value is next subjected to 
an Eq. (7) check for limit exceedance. 

𝐶𝑆𝑛𝑒𝑤 = 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡  𝑡ℎ𝑒𝑛 𝐶𝑆𝑛𝑒𝑤
𝑖

= 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡
𝑖 + (𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡

𝑖  
− 𝐶𝑆𝑛𝑒𝑖𝑔𝑏𝑜𝑢𝑟

𝑖 ) × (𝑟 − 0.5) × 2 

(6) 

𝐶𝑆𝑛𝑒𝑤 = {

𝑙𝑜𝑤𝑒𝑟𝑖 ,                        𝐶𝑆𝑛𝑒𝑤
𝑖 < 𝑙𝑜𝑤𝑒𝑟𝑖   

𝐶𝑆𝑛𝑒𝑤
𝑖 ,        𝑙𝑜𝑤𝑒𝑟𝑖 ≤ 𝐶𝑆𝑛𝑒𝑤

𝑖 ≤ 𝑢𝑝𝑝𝑒𝑟𝑖
𝑢𝑝𝑝𝑒𝑟𝑖 ,                        𝐶𝑆𝑛𝑒𝑤

𝑖 > 𝑢𝑝𝑝𝑒𝑟𝑖

 (7) 

The usefulness of the new solution 𝐶𝑆𝑛𝑒𝑤 is calculated with 
a random number 𝑟  ranging from 0.5  to 1,  and subsequently 
contrasted with the current solution's fitness value 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡. If 
the If 𝐶𝑆𝑛𝑒𝑤 has a higher fitness level than 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡, the former 
takes the place of the latter. On the other hand, a mutant solution 
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𝐶𝑆𝑚𝑢𝑡𝑎𝑛𝑡 is produced by the polynomial mutation in accordance 
with Eq. (8) if 𝐶𝑆𝑛𝑒𝑤 is not superior to 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡. 

𝐶𝑆𝑚𝑢𝑡𝑎𝑛𝑡 = 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 + 𝛿𝑞 × (𝑢𝑝𝑝𝑒𝑟 − 𝑙𝑜𝑤𝑒𝑟) 

𝛿𝑞 =

{
 

 [
2𝑟+(1−2𝑟)

(1−𝛿1)
Ƞ𝑚+1]

1

Ƞ𝑚+1
,                               𝑖𝑓  𝑟 ≤ 0.5

1 − [
2(1−𝑟)+2(𝑟−0.5)

(1−𝛿2)
Ƞ𝑚+1 ]

1

Ƞ𝑚+1
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (8) 

𝛿1 =
𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑙𝑜𝑤𝑒𝑟

𝑢𝑝𝑝𝑒𝑟 − 𝑙𝑜𝑤𝑒𝑟
 

𝛿2 =
𝑢𝑝𝑝𝑒𝑟 − 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡
𝑢𝑝𝑝𝑒𝑟 − 𝑙𝑜𝑤𝑒𝑟

 

In this instance, a random number 𝑟𝑛𝑑 is created for each 
dimension between 0.5 and 1. Further processing is applied if 
𝑟𝑛𝑑 is less than the Ƞ𝑚 value, which is calculated in this section 
by dividing 1  by the dimensionality of the problem. The 
research suggests that the polynomial mutation operator is the 
best method for overcoming the problem of preventing local 
peaks and maintaining variety in the search space, which is a 
major roadblock for metaheuristics. After the answer is warped 
using a polynomial probability distribution, the polynomial 
mutation operator generates a perturbation effect. Next, a 
contrast is drawn between 𝐶𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡  and 𝐶𝑆𝑚𝑢𝑡𝑎𝑛𝑡  using a 
greedy selection process. After completing this process, the best 
option discovered is applied to update the center point (𝜇). 

After the current generation is finished, the radius size for 
the following generation is decreased by calculating Eq. (9). As 
long as the 𝑃𝑉𝑆  algorithm completes the greatest number of 
function evaluations, it keeps running. First, 𝑣𝑠𝑖𝑧𝑒  solutions 
inside the lowered radius are repeated, and in the second phase, 
random data is added to the answers, which comprise the 
remaining 50% of the population. 

𝑟𝑡 = 𝜎0 ×
1

𝑥
× Γ(𝑥, 𝑎𝑡) 

𝑤ℎ𝑒𝑟𝑒  𝑎𝑡 =
(𝑀𝑎𝑥𝐹𝐸𝑠 − 𝐹𝑒𝑠)

𝑀𝑎𝑥𝐹𝐸𝑠
 

𝑡ℎ𝑒𝑛  𝑖𝑓  (𝑎𝑡 ≤ 0)𝑎𝑡 = 0.1 

(9) 

D. Arithmetic Optimizer Algorithm (AOA) 

This algorithm was proposed by Abualigah, employing 
some mathematical operators and formulas in 2020  [38]. 
The  𝐴𝑂𝐴  algorithm begins with a random population of 
solutions. At each iteration, the objective value for each solution 
is computed. This algorithm has two control parameters called 
𝑀 and \, which need to be updated before updating the solution 
position in the following: 

𝑀(𝑖) = 𝑀𝑖𝑛 + 𝑖 × (
𝑀𝑎𝑥 −𝑀𝑖𝑛

𝐼
) (10) 

The function's value at the current iteration is shown by 
𝑀(𝑖), the maximum iteration is shown by 𝐼, and the 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 

and 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 values for the bounds of 𝑀 are shown by 𝑀𝑖𝑛 
and 𝑀𝑎𝑥. 

𝑃(𝑖) = 1 − (
𝑖

𝐼
)

1
𝑐
 (11) 

Here, the coefficient of the mathematical optimizer 
probability (𝑃)  determines the function's value at the 𝑖𝑡ℎ 
iteration. After updating the 𝑃 and 𝑀, it also generates a random 
number called 𝑟3  to switch between exploitation and 
exploration. The search makes use of Eq. (12). 

𝑥𝑖,,𝑗(𝑡 + 1) = 

{

𝑏𝑒𝑠𝑡(𝑥𝑗)

(𝑃+𝛼)
× (𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝑀 + 𝑙𝑏𝑗    𝑖𝑓   𝑟1 < 0.5 (𝑎)

𝑏𝑒𝑠𝑡(𝑥𝑗) × 𝑃 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝑀 + 𝑙𝑏𝑗   𝑖𝑓   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (𝑏)
  (12) 

Furthermore, Eq. (13) is utilized for exploitation: 

𝑥𝑖,,𝑗(𝑡 + 1) = 

{
𝑏𝑒𝑠𝑡(𝑥𝑗) − 𝑃 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝑀 + 𝑙𝑏𝑗   𝑖𝑓   𝑟2 < 0.5 (𝑎)

𝑏𝑒𝑠𝑡(𝑥𝑗) + 𝑃 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝑀 + 𝑙𝑏𝑗    𝑖𝑓   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (𝑏)
  (13) 

It should be noted that section 2.3  mentions the 𝐴𝑂𝐴 
parameters, which are the same as 𝐷𝐴𝑂𝐴′𝑠. Additionally, the 
AOA flowchart is shown in Fig. 4. 

E. Performance Evaluation Methods  

This article assesses the models using several metrics, such 
as the previously stated Mean Absolute Relative Error (𝑀𝐴𝑅𝐸), 
Correlation Coefficient (R2), Mean Square Error (𝑀𝑆𝐸) , 
Normalized Root Mean Squared Error (𝑁𝑅𝑀𝑆𝐸) , and Root 
Mean Square Error (𝑅𝑀𝑆𝐸) . Excellent performance of the 
algorithm during the phases of training, validation, and testing 
is indicated by a high R2 value. On the other hand, lower 𝑅𝑀𝑆𝐸 
and 𝑀𝑆𝐸  values are preferable because they exhibit reduced 
model inaccuracy. Eq. (14) to (18) are used to calculate these 
metrics. 

Coefficient of Correlation 

𝑅2 = (
∑ (ℎ𝑖−ℎ̅)(𝑞𝑖−�̅�)
𝑊
𝑖=1

√[∑ (ℎ𝑖−ℎ)
2𝑊

𝑖=1 ][∑ (𝑞𝑖−�̅�)
2𝑊

𝑖=1 ]

)

2

  (14) 

Root Mean Square Error 

𝑅𝑀𝑆𝐸 = √
1

𝑊
∑ (𝑞𝑖 − ℎ𝑖)

2𝑊
𝑖=1            (15) 

Mean Square Error 

𝑀𝑆𝐸 =
1

𝑊
∑ 𝑞𝑖

2𝑤
𝑖=1                (16) 

Mean Absolute Relative Error 

𝑀𝐴𝑅𝐸 =
1

𝑊
∑

|𝑞𝑖−ℎ𝑖|

|�̅�−ℎ̅|

𝑤
𝑖                      (17) 

Normalized Root Mean Squared Error 

𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

𝑞𝑖−�̅�
                                (18) 
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Fig. 4. The flowchart of AOA. 

The anticipated and experimental values are denoted by the 
variables ℎ𝑖  and 𝑞𝑖  in these equations, respectively. The mean 
values of the expected and experimental samples are denoted by 

the symbols ℎ̅  and �̅� , respectively. Alternatively, 𝑊  indicates 
how many samples are being examined. 

The study employed three models, namely 𝐷𝑇, 𝐷𝑇𝐴𝑂, and 
𝐷𝑇𝑃𝐵 , for the prediction of 𝑈𝐶𝑆 . These models underwent 
evaluation using experimental measurements in Table II, with 

the evaluation process divided into four phases: training (70%), 
validation (15%) , testing (15%) , and overall assessment 
(100%), ensuring an unbiased evaluation. To comprehensively 
assess and compare the algorithms, five statistical metrics were 
utilized, including 𝑁𝑅𝑀𝑆𝐸, 𝑀𝑆𝐸, R2, 𝑅𝑀𝑆𝐸, and 𝑀𝐴𝑅𝐸. The 
primary metric for assessing model performance was R2, 
indicating how effectively the independent variable accounts for 
variance in the dependent variable. 

TABLE II.  THE OUTCOME OF THE MODELS CREATED FOR DT 

𝑴𝒐𝒅𝒆𝒍 𝑷𝒉𝒂𝒔𝒆 
Index values 

𝑹𝑴𝑺𝑬 R2 𝑴𝑺𝑬 𝑵𝑹𝑴𝑺𝑬 𝑴𝑨𝑹𝑬 

DT 

𝑇𝑟𝑎𝑖𝑛 3.537 0.984 12.518 0.048 0.121 

𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 5.375 0.958 28.887 0.336 0.095 

𝑇𝑒𝑠𝑡 5.841 0.972 34.122 0.365 0.103 

𝐴𝑙𝑙 4.271 0.975 18.250 0.040 0.114 

DTAO 

𝑇𝑟𝑎𝑖𝑛 1.242 0.998 1.543 0.017 0.020 

𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 3.715 0.988 13.802 0.232 0.052 

𝑇𝑒𝑠𝑡 4.299 0.989 18.480 0.269 0.072 

𝐴𝑙𝑙 2.439 0.993 5.950 0.023 0.032 

DTPB 

𝑇𝑟𝑎𝑖𝑛 2.444 0.992 5.971 0.033 0.044 

𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 5.254 0.985 27.605 0.328 0.066 

𝑇𝑒𝑠𝑡 5.382 0.981 28.965 0.336 0.085 

𝐴𝑙𝑙 3.565 0.987 12.708 0.034 0.053 
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The 𝐷𝑇𝐴𝑂  model demonstrated superior performance 
during the training phase, boasting the highest R2 value (0.998) 
among all models. In contrast, the 𝐷𝑇 model exhibited slightly 
lower training-phase R2 values at 0.984. Additionally, 𝑅𝑀𝑆𝐸, 
an error indicator, was evaluated in the study, with a range of 
1.242 to 5.841. The 𝐷𝑇 model had the largest RMSE, while the 
𝐷𝑇𝐴𝑂 model showcased the lowest. In the training phase, the 
𝐷𝑇 model had the highest 𝑁𝑅𝑀𝑆𝐸 value (0.048), whereas the 
𝐷𝑇𝐴𝑂 model had the lowest (0.017). The 𝐷𝑇𝐴𝑂 model also 
excelled in terms of 𝑀𝐴𝑅𝐸, with a value of 0.020, while the 𝐷𝑇 
model had the highest 𝑀𝑆𝐸 among the models evaluated, with 
a value of 12.518. Overall, the findings showed that in certain 
phases, the  𝐷𝑇𝐴𝑂 model performed better than the 𝐷𝑇  and 
𝐷𝑇𝑃𝐵  models. But when choosing a model for practical 
applications, other aspects including computational 
effectiveness, model complexity, and simplicity of 

implementation should also be taken into account. However, the 
results indicate that 𝐴𝑂𝐴 modification improved the 𝐷𝑇 
model's prediction of 𝑈𝐶𝑆 substantially. 

The performance of hybrid models is efficiently compared 
using a scatter plot in Fig. 5, which considers two important 
parameters: R2 and 𝑅𝑀𝑆𝐸. R2 is a robust indicator of agreement, 
while 𝑅𝑀𝑆𝐸  quantifies the extent of deviation. The plot's 
central axis acts as a reference point, and the proximity of 
individual data points to this axis reveals the precision of the 
models. Notably, the 𝐷𝑇𝐴𝑂  model stands out as a model of 
exceptional accuracy, as indicated by its data points closely 
clustering around the central axis, highlighting minimal 
divergence. In contrast, the 𝐷𝑇𝑃𝐵  and 𝐷𝑇  models exhibit 
similar performance levels, with their respective data points 
scattered widely, indicating significant variability.

 

 

Fig. 5. The hybrid model's produced scatter plot. 
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Fig. 6. Comparison between measured and expected values. 

Fig. 6 depicts a thorough comparison between expected 
results and actual measurements, neatly broken down into stages 
of testing, validation, and training. The best state can be found 
using these expected outcomes as a guide. Examining the 𝐷𝑇𝐴𝑂 
model's behavior reveals a slight discrepancy between measured 
values obtained during the training and testing phases, with the 
latter typically exhibiting relatively higher values. Similar to the 
𝐷𝑇𝐴𝑂  model's projected points, the 𝐷𝑇𝑃𝐵  model's projected 
points also deviate slightly from the measurements taken, 
though not as significantly. The 𝐷𝑇 model, in contrast, reveals a 

more pronounced level of variance and exhibits comparatively 
diminished efficacy in comparison to the other two models. 

Fig. 7 shows a line plot of the error % of the created models. 
𝐷𝑇𝐴𝑂 has the lowest error rate, as seen by the graph, with the 
majority of values falling within the 17% range. More values 
above 43% and a wider range of error percentages are present 
for 𝐷𝑇 and 𝐷𝑇𝑃𝐵. The 𝐷𝑇 and 𝐷𝑇𝑃𝐵 distributions are notably 
tilted to the right, suggesting that certain data points have 
notably larger error percentages. This illustrates both the 
improved accuracy of the 𝐷𝑇𝐴𝑂 and the way the graphs of the 
generated models' error percentage distributions are shown.



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

136 | P a g e  

www.ijacsa.thesai.org 

 

 

 

Fig. 7. The line plot determines the error rate percentage for the line models. 

Fig. 8 displays an interval map that illustrates the error 
percentages of the models that were employed in this study. 
Throughout the training phase, the 𝐷𝑇𝐴𝑂 model demonstrated 
remarkable performance, maintaining errors below the 20% 
threshold with a consistent mean error rate of 0%. There was 
minimal dispersion in the data's normal distribution. The 𝐷𝑇 
model, on the other hand, demonstrated dispersion in all phases 

and a very symmetrical and homogenous normal distribution, 
despite the error rate being below 20%. On the other hand, out 
of the three models, the DTPB model showed the most 
substantial and diversified inconsistencies. An uncommon event 
in statistical analysis occurred during the assessment step when 
one outlier data point accounted for more than 20% of the 
dataset. In contrast to the other two models, the DT model's 
Gaussian distribution showed better dispersion and a lower 
frequency of occurrences close to 0.
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Fig. 8. The normal supply of errors between the intermission plot models. 

IV. DISCUSSION 

Table III provides a comparative summary of various 
published articles on the prediction of UCS using different 
datasets, variables, models, and evaluators, including R² and 
RMSE metrics. Narendra et al. [39] utilized a dataset of 186 
samples with variables such as curing period, clay water-cement 
ratio, cement content, liquid limit, liquidity index, water content, 
pH, and Na+. They applied a Genetic Programming (GP) model, 
reaching an R² of 0.988 and an RMSE of 1.135. Ceryan et al. 
[40] worked with a smaller dataset of 56 samples, using 
variables like Clt, Cly, Fld, Qrz, Qq, Bi, n, ne, Id, Vp, and Vm. 
Their model of regression (REG) yielded an R² of 0.883 and an 
RMSE of 1.108. A dataset of 93 samples was employed by 
Majdi and Rezaei [41] and Rezaei et al. [42]. The variables 
included rock type, Schmidt hardness, density, and porosity. 
While Rezaei et al. employed a Mamdani fuzzy model and 
produced an R² of 0.943 and an RMSE of 3.2, Majdi and Rezaei 
utilized an ANN model and obtained an R² of 0.972 and an 
RMSE of 1.113. Mohamad et al. [43] analyzed 160 samples with 
variables such as rock type, weathering grade, BD, BTS, Is(50), 
and Vp. Their ANN-PSO model demonstrated high accuracy 
with an R² of 0.982 and an RMSE of 0.077. The present study 
involved 106 samples and variables including BD, BTS, DD, 
Vp, SRn, and Is. Using the Decision Tree-Arithmetic Optimizer 
(DTAO) model, this study achieved a striking R² of 0.988 and 
an RMSE of 1.242, demonstrating comparable accuracy to the 
best-performing models reviewed. 

1) Limitation: While this study demonstrates significant 

advancements in predicting UCS for soil-stabilizer 

combinations using ML techniques, several limitations must be 

acknowledged. Firstly, the dataset size, though reasonably 

substantial, may still limit the generalizability of the models. A 

larger and more diverse dataset encompassing a wider range of 

soil types and conditions would enhance the robustness and 

applicability of the models. Secondly, the models developed are 

highly specific to the input variables used in this study. 

Variables such as particle size distribution, plasticity, and 

stabilizer type are crucial, but other potentially influential 

factors like temperature, humidity, and long-term aging effects 

were not considered. Including these factors could further 

improve model accuracy and reliability. Thirdly, the study's 

reliance on historical data means that any inaccuracies or biases 

in the original data could propagate through the models, 

affecting their predictions. Rigorous data validation and 

cleaning procedures are essential to mitigate this risk. 

Additionally, the integration of meta-heuristic algorithms like 

the PVS and the AOA, while enhancing model precision, 

introduces complexity. This complexity may pose challenges 

for practical implementation and computational efficiency, 

particularly for large-scale projects. Lastly, the models, though 

validated against historical data, require further testing in real-

world scenarios to confirm their practical effectiveness and 

reliability in diverse geotechnical applications. 

2) Future study: A potential future study stemming from 

this research could delve into the application of advanced ML 

techniques beyond DTs for predicting UCS in soil-stabilizer 

combinations. One avenue could involve exploring ensemble 

methods such as Random Forests, Gradient Boosting Machines, 

or Neural Networks to compare their predictive performance 

with the DT-based models developed in this study. This 

comparative analysis would provide a more comprehensive 

understanding of which ML algorithms are most effective for 

this specific prediction task. Moreover, considering the 

integration of meta-heuristic algorithms like the PVS and the 

AOA, a future study could focus on optimizing the parameters 

and configurations of these meta-heuristic algorithms. This 

optimization process could enhance the precision and 
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efficiency of the predictive models, leading to even more 

accurate UCS forecasts for various soil-stabilizer combinations. 

Additionally, extending the validation process to include real-

world field data from ongoing construction projects or 

geological surveys could strengthen the practical applicability 

of the predictive models developed. This extension would 

involve collaborating with industry partners or governmental 

agencies to access and analyze relevant datasets, ensuring that 

the models are validated under diverse and realistic conditions. 

TABLE III.  THE SUMMARY OF PUBLISHED ARTICLES 

Article Num. of Dataset Variables Model 
Evaluator 

R2 RMSE 

Narendra et al. [39] 186 
Curing period, clay water-cement ratio, cement content, liquid 

limit, liquidity index, water content, pH, Na+ 
GP 0.9881 135 

Ceryan et al. [40] 56 Clt, Cly, Fld, Qrz, Qq, Bi, n, ne, Id, Vp, and Vm REG 0.8837 1.108 

Majdi and Rezaei [41] 93 Rock type, Schmidt hardness, Density, and Porosity ANN 0.9725 1.113 

Rezaei et al. [42] 93 Rock type, Schmidt hardness, Density, and Porosity 
Mamdani 
fuzzy 

0.9437 3.2 

Mohamad et al. [43] 160 Rock type, Weathering grade, BD, BTS, Is(50), and Vp ANN-PSO 0.982 0.077 

Present study 106 BD, BTS, DD, Vp, SRn, and Is DTAO 0.988 1.242 
 

V. CONCLUSION 

By 𝑀𝐿  techniques, specifically DT algorithms, this study 
presents an innovative approach to predict 𝑈𝐶𝑆 values with a 
high level of accuracy. This method provides an affordable 
alternative and drastically cuts down on the amount of time 
needed for UCS prediction. Using DT techniques, a unique ML 
model serves as the foundation for the main framework for UCS 
prediction. To enhance precision and reduce errors, 3 models 
were developed by combining the 𝐴𝑂𝐴 and 𝑃𝑉𝑆 meta-heuristic 
algorithms, namely 𝐷𝑇, 𝐷𝑇𝐴𝑂, and 𝐷𝑇𝑃𝐵. These models were 
put through a rigorous validation process that used lab samples 
from publically accessible sources for the testing, validation, and 
training phases. In order to thoroughly assess model 
performance, various metrics such as 𝑅𝑀𝑆𝐸 , 𝑀𝑆𝐸 , R2, 
𝑁𝑅𝑀𝑆𝐸 , and 𝑀𝐴𝑅𝐸  were employed. These metrics 
collectively provide a deep insight into the model's ability to 
predict 𝑈𝐶𝑆  accurately and its overall effectiveness in 
estimation. This research significantly advances the field of soil 
mechanics by improving understanding of the factors 
influencing 𝑈𝐶𝑆  through the application of ML techniques. 
Consequently, it opens up opportunities for more precise and 
dependable 𝑈𝐶𝑆  predictions in various engineering 
applications. In this investigation, it was demonstrated that the 
𝐷𝑇𝐴𝑂  models achieved the highest R2 values, while the 𝐷𝑇 
model exhibited the lowest R2 value, albeit with a marginal 
difference of only 2.1% . Furthermore, the error indicators 
revealed that the 𝐷𝑇𝐴𝑂  models outperformed the 𝐷𝑇  and 
𝐷𝑇𝑃𝐵  models by demonstrating lower error values. Notably, 
the 𝐷𝑇𝐴𝑂 models  

Consistently exhibited the last 𝑅𝑀𝑆𝐸  values across all 
phases, with a significant difference of 96%  and 65%  when 
compared to the 𝐷𝑇  and 𝐷𝑇𝑃𝐵  models, respectively. This 
highlights the exceptional accuracy and reliability of the 𝐷𝑇𝐴𝑂 
models in predicting 𝑈𝐶𝑆. 
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Abstract—The stock market represents the financial pulse of 

economies and is an important part of the global financial 

system. It allows people to buy and sell shares in publicly held 

corporations. It serves as a platform for investors to trade 

ownership in businesses, enabling companies to raise capital for 

expansion and operations. However, the stock market can be 

very risky for any investor because of the fluctuating prices and 

uncertainties of the market. Integrating deep learning into stock 

market analysis enables researchers and practitioners to gain a 

deeper understanding of the trends and variations that will 

improve investment decisions. Recent advancements in the area 

of deep learning, more specifically with the invention of 

transformer-based models, have revolutionized research in stock 

market prediction. The Temporal Fusion Transformer (TFT) 

was introduced as a model that uses self-attention mechanisms to 

capture complex temporal dynamics across multiple time-series 

sequences. This study investigates feature engineering and 

technical data integrated into the TFT models to improve short-

term stock market prediction. The Variance Inflation Factor 

(VIF) was used to quantify the severity of multicollinearity in the 

dataset. Evaluation metrics were used to evaluate TFT models’ 

effectiveness in improving the accuracy of stock market 

forecasting compared to other transformer models and 

traditional statistical Naïve models used as baselines. The results 

prove that TFT models excel in forecasting by effectively 

identifying multiple patterns, resulting in better predictive 

accuracy. Furthermore, considering the unique patterns of 

individual stocks, TFT obtained a remarkable SMAPE of 0.0022. 

Keywords—Time series forecasting; stock price prediction; 

capital market; technical analysis; TFT 

I. INTRODUCTION 

Stock market indices show the health of the economy. It 
allows people to trade in the shares of publicly held 
corporations. It serves as a platform for investors to trade 
ownership in businesses, enabling companies to raise capital 
for expansion and operations. Changes in the equity markets 
will indicate the economic situation, investors' sentiment, and 
expectations about future economic performance. This can be 
very risky for any investor because of the price fluctuations and 
uncertainties of the market. In addition, stock markets play a 
vital role in determining the companies' value. Prediction of 
stock prices is a very complex and highly challenging task due 
to the intrinsic volatility and multi-dimensionality of financial 
markets [1]. Indeed, most traditional models are challenged to 

identify exactly the complex trends and variables that impact 
stock price movements. 

Research on stock market prediction has paid considerable 
attention to deep learning algorithms in recent years. Some 
techniques involve training models using large datasets to 
come up with complex patterns and correlations [2, 3, 4, 5]. 
These may also combine other data sources, like financial and 
non-financial data, in a model to be trained for the increase in 
prediction accuracy [6]. Researchers have just commenced 
exploring how Transformer-based models [7, 8] apply 
alongside Reinforcement Learning for forecasting trends in the 
stock market [9, 10, 11]. 

TFT is a new transformer-based model for handling 
multiple time series sequences with complicated temporal 
dynamics. By merging the LSTM Sequence-to-Sequence 
framework with the self-attention mechanism of Transformers, 
TFT adeptly captures temporal dependencies across varying 
scales while enriching temporal representations with static 
contextual information about measured entities. In contrast to 
RNN-based models, Transformers offer expedited processing 
by simultaneously ingesting all input, thereby bypassing the 
sequential nature of RNNs. Moreover, it is easier to train 
Transformers because they have fewer parameters compared to 
LSTM networks. Transfer learning is also possible with 
Transformers, which is not the case with LSTM networks. 
Notably, TFT fits the detailed subtleties within hydrographs, 
peaks, and transitional phases much more effectively than both 
LSTM and Transformers. 

Generalizing models may not provide valuable insights to 
analysts and investors in view of the uniqueness of trends and 
patterns that individual stocks exhibit to make meaningful 
short-term decisions. It needs more comprehensive indicators 
that directly impact the market behavior. This involves 
identifying a few exogenous input features that help the model 
recognize the patterns of history, evaluate its performance 
against real market fluctuations so that it can be agile to 
volatility, and thereby provide valuable insights for short-term 
stock price predictions. 

In this research, five years of stock market data from the 
Indonesia Stock Exchange (IDX) were used in analyzing with 
the TFT model, particularly in mining, communications, and 
industrial sectors. The main objective is to develop a 
comprehensive analysis of TFT with regards to short-term 
stock price prediction by using historical technical indicators. 
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In addition, several feature engineering techniques, model 
architectures, and training strategies are also evaluated for their 
effects on the accuracy of prediction. Evaluation metrics were 
used against baselines composed of Transformer models and 
Naïve models, comparing the performance of TFT. Lastly, the 
model was tested under real-market conditions to evaluate its 
performance in generating accurate predictions on the stock 
exchange. 

II. RELATED STUDIES 

In this vast domain of time series forecasting, there exist a 
large number of theories and methodologies that act as the 
foundation for predictive analysis in different fields. These 
models provide insight into future trends and events that range 
from classic statistical approaches to modern deep learning 
algorithms [12]. 

Naïve models are very simple, fairly easy to use, and 
provide a simple starting point in developing or predicting 
stock prices. They are quick to calculate and inform us about 
the performance of a more complex method compared to 
something quite simple. While being relatively interpretable 
and tolerant of noise, they may miss small details that drive 
stock prices [13]. In this Naïve approach, each estimate is set 
based on the last observed value. 

ŷ𝑇+ℎ|𝑇 = yᴛ   

Transformers have gained prominence in Natural Language 
Processing (NLP) and computer vision, their application in the 
realm of time-series data remains relatively unexplored. Our 
approach addresses this gap through a self-attention 
mechanism that helps identify complex nonlinear trends and 
intrinsic dynamics in time series data, which are consolidated 
under high volatility and nonlinearity. The predictive power of 
our model includes providing closing price forecasts for the 
next trading day with insights derived from multiple stock 
price inputs. Our model is rigorously validated by testing 
through four different error evaluation metrics. The fact that 
our model can predict the closing prices with a probability of 
more than 90% makes this model very useful for fintech [14]. 

Employing a combination of CNNs, RNNs, LSTMs, and 
BERT, alongside textual data from social media. It is posited 
that, by incorporating deep learning models with the state-of-
the-art BERT word embedding model, classification 
performance will be improved. When such deep learning 
algorithms are combined with such a state-of-the-art natural 
language processing model, it incurs improvement in 
performance every time. In predicting stock directional 
movement, it leads to up to 96.26% accuracy performance 
[15]. 

LSTM neural network models are suitable for monitoring 
trends and capturing seasonality over long forecast periods. A 
study [16] reveals an increase in model performance with a 
new approach that uses six variables: High, Low, Open, 
Volume, HiLo, and OpSe. Give rise to the urge to explore new 
forecasting strategies with respect to the various scenarios that 
can be studied. These efforts can provide meaningful insights 
for investors and analysts who want to understand the working 

mechanisms of the stock market to better grasp future trends 
[17]. 

Recently, studies on the application of Transformer-based 
models and Reinforcement Learning (RL) models in stock 
market forecasting have already been initiated. The purpose of 
the survey is to consolidate the latest developments in 
methodologies like Transformers and RL with in-depth 
analysis and discourse on their implications and advancement 
in this domain [9, 10]. 

Temporal Fusion Transformer is a model architecture 
designed for time series forecasting. It intrinsically combines 
the concepts of transformers very successfully in natural 
language processing and related sequence data tasks with 
techniques specifically developed for dealing with temporal 
data [18, 19, 20]. The primary function of TFT is to enhance 
learnt temporal representations with static data about measured 
entities and to capture temporal dependencies at various time 
scales using a combination of the Transformer's Self Attention 
mechanism and the LSTM Sequence-to-Sequence [21]. 
Transformers process all of the input at once, making them 
faster than RNN-based models [22]. Compared to transformer 
networks, LSTM networks require longer training due to their 
significantly larger parameter set. Furthermore, transfer 
learning is not feasible with LSTM networks. TFT is more 
effective than LSTM or Transformers at capturing the 
subtleties of the hydrographs, such as the peaks and limbs. 

A study in [21] proposed the TFT model as a solution for 
multi-horizon time series forecasting, where the goal is to 
predict multiple future time steps of a sequence 
simultaneously. The TFT architecture generalizes transformer 
attention mechanisms and encoder-decoder structures to 
capture complex temporal patterns in the data while offering 
interpretability through attention weights. This study 
encompasses data from four major categories: Electricity, 
Traffic, Retail, and Volatility. The regional variables in the 
volatility category are indices of the Americas, Europe, or 
Asia. There are 31 stock indices in total with open-to-close 
returns acting as supplementary exogenous inputs, and the time 
span was from 2000 to 2019. Comparisons against TFT were 
made with a number of models DeepAR, ConTrans, Seq2Seq, 
and MQRNN with respective results including 0.050, 0.047, 
0.042, 0.042, and 0.039. 

Acknowledging the distinct trends and patterns observed in 
individual stocks, the study aims to evaluate the effectiveness 
of the TFT model in analyzing short-term trends in Indonesian 
stock prices, particularly within the mining, communications, 
and industrial sectors. It seeks to determine whether TFT 
models can provide valuable insights to analysts and investors 
for short-term decision-making purposes. 

III. RESEARCH METHODOLOGY 

Advanced methodology that drives our research is 
unveiled. It is imperative to establish a nuanced understanding 
of what kind of guiding principles and meticulous procedures 
we put in motion for an in-depth review, starting from careful 
data collection to rigorous analysis. Fig. 1 depicts the research 
stages. 
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Fig. 1. Research stages. 

A. Dataset 

The landscape of this research utilized datasets sourced 
from emerging markets, the Indonesia Stock Exchange (IDX), 
in order to reflect a growing recognition of the significance of 
diversifying data sources to attain a more comprehensive 
understanding of global economic trends. This approach 
acknowledges the high probability of new trends, market 
behaviors, and investment patterns that might not be captured 
or be sufficiently represented within past research datasets. 

The dataset is sourced from publicly available data 
provided by Yahoo!Finance [23]. General market stability and 
behavior will drive data requirements, in highly volatile 
markets or in exceptional circumstances such as an economic 
crisis, longer historical data may be required. However, longer 
periods of data might increase the risk of overfitting, where the 
model learns noise in the data rather than true patterns. The 
investigation contemplated the incorporation of data covering 
roughly the previous five years. 

Each stock exhibits a unique pattern. To acquire 
comprehensive insights, three different stock analyses were 
made for Aneka Tambang (ANTM) in the mining sector, XL 
Axiata (EXCL) in the communication sector, and Astra 
International (ASII) in the industrial sector. The transaction 
was specified for the date range from March 27, 2019, to 
March 27, 2024. 

Table I presents a selection of five examples taken from the 
ANTM stock dataset, showing which main features are 
detected on each trading day. The main variables regarding the 
dataset include Close and Volume. 

TABLE I.  SUMMARY OF STOCK EXTRACTION DATA 

Date Close Volume 

2024-03-15 1490 51840100 

2024-03-18 1526 66602000 

2024-03-19 1531 49266200 

2024-03-20 1531 38425600 

2024-03-21 1568 85481500 

"Close" represents the price level at which the last trade 
took place when the market closed for the day. "Volume" 
shows the degree of activity or liquidity for that stock on the 
market. 

B. Data Preprocessing 

In this study, historical stock data was retrieved from 
Yahoo!Finance. After acquiring the data, some of the columns 
were removed as they were irrelevant for the analysis. Sorting 
the dataset in order of date to keep chronological order is a 
very critical factor in almost all forms of time series analysis. 
Adding more features to a model is one step toward better 
capturing the nuanced relationships and dependencies existing 
within financial markets and hence leads to more accurate and 
robust predictions of stock prices from the model. Other 
variables that were included in this dataset to enhance the 
predictive power of the model were the gap between the 
opening and closing prices and indicators for working days and 
months. These new variables provide insight into temporal 
trends and behavior of the markets, which could not have been 
done otherwise, and thus facilitate better predictions. 

 Gap between opening and closing price: The model will 
understand days in which prices move highly compared 
with days when prices remain unchanged. This will 
help the model understand short-term price trend 
predictions. 

 Working days and months: These variables enabled the 
model to accommodate known breaks or closures 
within the markets and seasonal adjustments in demand. 

Despite TFT's capability to manage multicollinearity, VIF 
was utilized in this study to converge the results under the 
statistical requirements. The VIF was calculated for each 
predictor variable to measure the degree of multicollinearity. 
VIF refers to the measure of how much multicollinearity 
inflates the variance of a regression coefficient. Table II 
presents the results of VIF. 

TABLE II.  EVALUATION OF MULTICOLLINEARITY 

Variables 
Variance Inflation Factor (VIF) 

ANTM EXCL ASII 

Close 4.186406 5.989167 6.953210 

Volume 2.413983 2.115669 3.727508 

Gap_Open_Close 2.784901 2.486082 2.675353 

Months 2.641024 3.239180 3.317118 

Working_Days 2.482500 2.854557 2.880108 

C. Proposed Method 

In this section, a discussion and description regarding 
several deep learning methodologies are presented, followed 
by careful integration of these methods into the proposed 
model architecture. 

Attention mechanisms are key components that allow the 
model to selectively focus on different segments in the input 
sequence while processing the temporal data for purposes of 
forecasting. Attentional mechanisms thus play a very important 
role in capturing complex temporal patterns, especially 
temporal interdependencies across a variety of time steps. 

Recurrent Neural Network (RNN) stands as a deep learning 
model designed to process and transform sequential data inputs 
into specific sequential data outputs. Such sequential data 
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typically encompasses words, sentences, or time-series data, 
where sequential elements are interconnected through complex 
semantic and syntactic rules. 

Long Short-Term Memory (LSTM) is one such subtype of 
RNN, it is applied to sequence data to identify any underlying 
patterns within it. There may be present sequence data in the 
form of sensor readings, stock prices, or natural language. All 
these, while taking the position in the sequence of not only the 
actual value into account, are obtained during the prediction 
phase. 

The Transformer, a deep learning architecture reliant on 
attention mechanisms [24], distinguishes itself by necessitating 
shorter training times compared to preceding recurrent neural 
architectures like LSTM. More precisely, this model accepts 
tokenized input tokens and, at each layer, contextualizes each 
token concurrently with other input tokens through attention 
mechanisms. Through their self-attention mechanisms, these 
models adeptly discern patterns spanning extensive sequences, 
effectively weighing the significance of each time step for 
accurate predictions. Parallel processing capabilities of 
Transformers expedite training and inference, useful for long 
time series. Moreover, by construction, Transformers 
inherently learn meaningful features from data, avoiding 
thorough manual feature engineering. By design ready to scale 

up and adapt, the Transformers are tailored to decode complex 
relationships in time and positions them as very powerful tools 
to uncover insights and predict trends within time series data. 

The Temporal Fusion Transformer (TFT) represents a 
transformer-derived model utilizing self-attention mechanisms 
to grasp the intricate temporal variations across multiple time 
sequences. It stands as a potent tool for addressing multi-
horizon and multivariate time series forecasting scenarios. 

TFT uses time-dependent exogenous input features, which 
are made up of apriori unknown inputs (z) and known inputs 
(x), as well as static covariates (s), which offer contextual 
metadata about measured entities that is independent of time, 
to predict the future. Past target values (y) within a look-back 
window of length k are used as input. TFT uses quantiles to 
output prediction intervals rather than just a single value. At 
time t, every quantile q forecast of τ-step-ahead is expressed as 
follows: 

ŷ𝑖(𝑞, 𝑡, ᴛ) = 𝑓𝑞(ᴛ,  y𝑖,𝑡−𝑘:𝑡 ,  𝑧𝑖,𝑡−𝑘:𝑡 ,  𝑥𝑖,𝑡−𝑘:𝑡+ᴛ,  𝑠𝑖) 

Where, q: quantile, y𝑖,𝑡−𝑘:𝑡: historical target values, 𝑧𝑖,𝑡−𝑘:𝑡: 

unknown inputs,  𝑥𝑖,𝑡−𝑘:𝑡+ᴛ: known inputs, 𝑠𝑖: static covariates. 

The proposed method is visualized in Fig. 2. 

 
Fig. 2. The TFT Architecture [21]. 

To improve the flexibility of the TFT architecture, Gated 
Residual Networks (GRN) are incorporated into several layers 
of the architecture. They accomplish this by adding 
skip/residual connections, which transfer a layer's output to 
higher, non-adjacent levels in the network. As a result, the 
model has the ability to identify superfluous non-linear 

processing layers and exclude them. GRN dramatically lowers 
the number of parameters and processes needed while 
enhancing the model's generalization capabilities across a 
variety of application contexts. Fig. 3 illustrates the GRN 
architecture. ELU stands for Exponential Linear Unit 
activation function. 
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Fig. 3. Gated Residual Network [21]. 

In order to enable temporal variable selection, local 
temporal representation processing in the Sequence-to-
Sequence layer, and static temporal representation enrichment, 
static covariate encoders obtain context vectors from static 
metadata and embed them into various TFT network segments. 
The conditioning of temporal representation learning with 
static data is made possible by this integration. 

A different variable selection block is constructed for every 
type of input in the variable selection network, which includes 
static covariates, past inputs (both known and unknown that 
vary over time), and known future inputs. By learning to assess 
the importance of every input feature, these blocks allow the 
Sequence-to-Sequence layer that follows to handle the 
reweighted sums of the transformed inputs at each time step. 
Learned linear transformations of continuous data and entity 
embeddings of categorical features are examples of 
transformed inputs. Thus, the variable selection block of static 
covariates omits the external context vector, which is obtained 
from the output of the static covariate encoder block. Fig. 4 
illustrates the Variable Selection architecture. 

 

Fig. 4. Variable Selection Network [21]. 

The TFT network substitutes a Sequence-to-Sequence layer 
for the positional encoding commonly found in Transformers 
in the Sequence-to-Sequence component. Due to its ability to 
capture local temporal trends through recurrent connections, 
this adaptation is more suited for time series data. This block 

uses context vectors to initialize the first LSTM unit's cell state 
and concealed state. Additionally, they add to the static 
enrichment layer by adding static data to the temporal 
representation that was learned from the Sequence-to-Sequence 
layer. 

Value relevance is evaluated by the Interpretable Multi-
head attention mechanism on the basis of the connections 
between keys and queries. It works similarly to information 
retrieval in that it finds the most pertinent documents (values) 
by comparing a search query (query) to document embeddings 
(keys) [25]. Fig. 5 shows the adjustments made by the TFT to 
ensure interpretation. Instead, it shares many head-specific 
weights for values across all the attention heads. 

𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑏𝑙𝑒𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (𝑄, 𝐾, 𝑉) =
1

ℎ
 ∑ ℎ𝑒𝑎𝑑𝑖𝑊𝐻

ℎ

𝑖=1



𝑤ℎ𝑒𝑟𝑒 ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄𝑊 (𝑖)
𝑄

, 𝐾𝑊 (𝑖)
𝐾

, 𝑉𝑊𝑉)

 
Fig. 5. Interpretable Multi-Head Attention [25]. 

Using a combination of the Transformer's Self Attention 
mechanism and the LSTM Sequence-to-Sequence, TFT was 
utilized to augment learnt temporal representations with static 
data about measured entities and to capture temporal 
dependencies at various time scales. In this study, a historical 
data window size of 12 was employed, with a prediction 
horizon of 3 for forecasting stock prices. 

Table III presents a comprehensive outline of the TFT 
method utilized for forecasting stock prices. 

TABLE III.  TFT ALGORITHM 

Algorithm 1: TFT 

Input    : Dataset [Close, Volume, GapOpenClose, Month, Day] 

Output : Prediction Result [Closing Price] 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

Start: 

Load the dataset 

Preprocess the dataset 

Split dataset into data(train), data(val) 

WS = Initialize window size 

H    = Initialize horizon 

Model ← build_model(TFT) 

Model ← train_model(data(train)) 

Model ← optimize_hyperparameters(data(val)) 

Model ← evaluate the model's performance 

Model ← save the best model 

MAE, MAPE, SMAPE ← (Model, data(val)) 

Prediction ← (Model(WS,H), data(val)) 

Return Prediction 
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D. Evaluation Metrics 

This research incorporates prevalent loss functions for 
time-series forecasting, MAE (Mean Absolute Error), MAPE 
(Mean Absolute Percentage Error), and SMAPE (Symmetric 
Mean Absolute Percentage Error). The respective equations for 
each loss function are computed as follows: 

 MAE measures the average absolute difference between 
the predicted values and the actual values. 

𝑀𝐴𝐸 =  
1

𝑁
 ∑ |y𝑖 − ŷ𝑖|

𝑁
𝑖   

 where, N: number of observation, yi: the actual value of 
the ith observation,  ŷi: the predicted value of the ith 
observation. 

 MAPE measures the average absolute percentage 
difference between actual and predicted values [26]. 

𝑀𝐴𝑃𝐸 =  
1

𝑁
 ∑ |

A𝑡−F𝑡

𝐴𝑡
|𝑁

𝑡=1   

 where, N is the number of data points, At and Ft denote 
the actual and forecast values at data point t, 
respectively. 

 SMAPE calculates the percentage error for each data 
point, but it takes into account the scale of the actual 
and forecasted values by using their average. 

𝑆𝑀𝐴𝑃𝐸 =  
100%

𝑛
 ∑

|F𝑡−𝐴𝑡|

(|A𝑡|+|𝐹𝑡|)/2

𝑛
𝑡=1  

 where, n is the number of data points, Ft is the 
forecasted value, At is the actual value. 

E. Training Procedure and Computational Cost 

Data splitting was carried out based on window size and 
horizon. It commences by ordering the dataset based on 
transaction dates. Subsequently, the dataset undergoes 
segmentation into training and validation sets. Spanning 5 
years, the dataset comprises 1227 rows per individual stock, 
divided into 90% for training and 10% for validation. 

It used a window size of 12 days, refers to the number of 
prior time steps in consideration while predicting future time 
steps. The horizon parameter was set to three days, and its 
meaning was how far the forecasting horizon was to be 
projected into the future. 

Close, Volume, and GapOpenClose were used as 
exogenous inputs, complemented by working days and months 
as known categoricals, which are indispensable for predicting 
closing price as the output target. The training and validation 
processes were executed on a computer equipped with a 2.3 
GHz Intel Core i7 quad-core CPU and 16GB of RAM. It was 
estimated that each of the individual final models would 
complete training in less than 30 minutes and use 
approximately 89% of the CPU's computational resources. 
Variability of patterns between the different stocks posed a 
challenge because optimality in hyperparameters configuration 
had to be identified. Moreover, the extended duration of model 
training posed a significant obstacle. 

IV. RESULT AND DISCUSSION 

Based on research findings, TFT models have been very 
effective in problems of time series forecasting, especially in 
short-term stock price prediction. It has been shown that the 
model is capable of handling complicated and dynamic 
temporal patterns in stock price data [21], drawing from 
information in multiple variables including seasonality. The 
superiority of TFT is further manifested in its flexibility when 
trends change. Compared with Transformer models and Naïve 
models, the TFT models perform better and provide more 
accurate predictions. TFT is an effective and sophisticated way 
to increase accuracy and precision in time series forecasting 
analysis [21]. 

While TFT has demonstrated significant effectiveness in 
resolving time series forecasting issues, it is necessary to admit 
that some element of uncertainty always remains in the stock 
market. The dynamics of the market may alter due to some 
unpredictable events, sudden economic changes, or other 
external events that may remain hidden in historical data alone 
[27]. Other complementary strategies would be the 
incorporation of real-time market sentiment analysis, 
macroeconomic indicators, or geopolitical events into the 
model in order to increase its performance [28, 29]. This would 
yield an all-inclusive view of dynamic market conditions to 
TFT and help in making better decisions due to the 
uncertainties that characterize changes in stock prices. Table 
IV presents the comparison metrics used for TFT, Transformer, 
and Naïve models. 

TABLE IV.  PERFORMANCE EVALUATION METRICS 

Ticker Model 
Evaluation Metrics 

MAE MAPE SMAPE 

ANTM 

TFT 3.3324 0.0022 0.0022 

Transformer 43.6452 0.0289 2.8845 

Naïve 35.0000 2.1027 2.0805 

EXCL 

TFT 9.7546 0.0041 0.0041 

Transformer 57.3425 0.0265 2.6567 

Naïve 115.4754 4.8732 4.7502 

ASII 

TFT 38.2241 0.0078 0.0078 

Transformer 84.3230 0.0167 1.6806 

Naïve 125.2116 2.5817 2.6285 

The TFT models use multivariate data: Close, Volume, 
GapOpenClose, Month, Day. At the same time, Transformer 
and Naïve models use univariate data: Close. Based on the 
above-presented evaluation metrics, TFT models significantly 
outperform Transformer and Naïve models. 

The closing price informs about performance and price 
trends, the volume conveys relevant information about trading 
activity. GapOpenClose allows highlighting of days with large 
price fluctuations, Time_Idx puts information into the context 
of time, while months and working days serve to enable the 
model to capture seasonal and daily trends. Based on several 
effective variables, the TFT model has proved to be very 
effective in predicting short-term stock prices, as it indeed 
picked up complex patterns hidden within the stock price time 
series data. 
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Fig. 6. ANTM encoder variables importance. 

 

Fig. 7. ANTM decoder variables importance. 

 

Fig. 8. EXCL encoder variables importance. 

 

Fig. 9. EXCL decoder variables importance. 

 

Fig. 10. ASII encoder variables importance. 

 

Fig. 11. ASII decoder variables importance. 

Fig. 6 to Fig. 11 present evaluations of variables 
importance used in the encoder and decoder of the TFT models 
for forecasting ANTM, EXCL and ASII stocks. Encoder 
variables importance refers to how influential or informative 
the input variables are in the prediction task. It measures the 
effect of these variables on how well the model can capture and 
understand the patterns of data during it’s encode phase. 
Decoder variables importance refers to the relevance of 
different features used during decoding. 

Since every stock trend and patterns are different, the 
importance of encoder and decoder variables underline 
different priorities for each individual stock. This underlines 
the fact that customized approaches must be addressed for each 
individual stock. 

 

Fig. 12. ANTM prediction results. 

 

Fig. 13. EXCL prediction results. 

 

Fig. 14. ASII prediction results. 
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Fig. 12, 13, and 14 illustrates the prediction results within a 
real-world market scenario. The aim was to forecast three days 
ahead without having future data. The TFT model was 
employed to generate market predictions as of March 27, 2024. 
These predictions were subsequently compared with actual 
stock price movements observed at a later date. 

The time index represents transaction dates in the dataset, 
numbers -6 to -1 denote historical dates given to the model, 
while 0, 1, and 2 are the predicted dates. Specifically, -1 
corresponds to March 27, 2024 (the last date in the dataset), 0 
corresponds to March 28, 2024, 1 corresponds to April 01, 
2024, and 2 corresponds to April 02, 2024. 

Grey lines in the plot represent the attention weights to 
understand the temporal patterns across past time steps. 
Observed line denotes the amount of attention the model pays 
to different points in time when making the prediction. 
Predicted line is an extrapolation, it refers to estimating an 
unknown value based on extending a known sequence of 
values or facts. Deviation in the prediction area is calculated 
using Quantile Loss, with output size=7. 

QuantileLoss(pred, outcome) = 

max{q(pred-outcome),(q-1)(pred-outcome)}              (7) 

Following a comprehensive evaluation three days later, the 
TFT model has demonstrated exemplary performance by 
accurately mirroring real-world stock movements in 
subsequent days. A key differentiator is the TFT model's 
ability to adapt to stock volatility, a capability that the 
Transformer and Naïve models lack. 

The approach enables the TFT model to recognize the 
repeated patterns in closing prices at different time frames, 
which include trends, cycles, and seasonal variations. This aids 
in deciding when to make entries and exits for investments. 
Furthermore, the TFT model uses the opening and closing 
price differences to identify the patterns that may indicate 
reversals or continuations in markets. Other contributors to the 
sentiment analysis include day-of-the-week and month effects. 
For instance, due to weekend outlooks, the market sentiment is 
usually optimistic on Fridays, or cautious on the first trading 
day of the month since there are economic data releases. 

This work has emphasized that the TFT model is very 
effective at capturing temporal patterns. From an application 
perspective, the TFT model represents one of the more 
advanced tools available for development in pattern 
recognition and predictive modeling tools, providing investors 
and analysts with increased and empowered analytical skills in 
terms of spanning market dynamics, and making fully 
informed and reasoned short-term decisions. 

V. CONCLUSION 

In this study, we proposed a TFT model for stock price 
prediction by employing multiple variables to find the 
influence of each variable on stock price prediction. This 
approach achieved an outstanding MAPE score of 0.0022. 
Additionally, the TFT architecture is also applied to detect 
sudden fluctuations in stock markets, as can be seen from the 
results. Nevertheless, these fluctuations may not consistently 

manifest at regular intervals or adhere to identical cycles on 
each occasion. It is imperative to acknowledge the inherent 
unpredictability inherent in stock market dynamics. Future 
research aims to investigate the integration of emerging 
technologies, such as reinforcement learning, with the 
objective of augmenting the model's robustness and efficacy in 
discerning intricate and dynamic patterns. 
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Abstract—We build an exercise therapy support system for 

children with disabilities that applies artificial intelligence 

technology. In this study, a 3DCG character shows a model body-

building exercise, and at the same time provides feedback such as 

calling out to the trainee. At that time, to make the exercise 

therapy work more effectively, the trainee's movement is 

attempted to be corrected by notifying the trainee with a voice or 

other means before the trainee's movement deviates significantly 

from that of the 3DCG character. Since there is inevitably a delay 

between the movements of the 3DCG characters playing the role 

of the trainee and the trainer, it is necessary to predict this delay 

using time series analysis. The Recursive Least-Squares 

estimation: RLS method was used for this prediction method. In 

addition, the similarity of the movements of both companies was 

evaluated using the Dynamic Time Warping: DTW method, and 

the time warp calculated in this process was used as input for the 

RLS method. The results of the experiment confirmed that the 

predictions were made with sufficient accuracy and that when the 

degree of similarity was low, the 3DCG character playing the 

trainer's role spoke to them, leading to improvements in the 

trainees' movements. 

Keywords—Exercise therapy; disabled person; body-building 

exercise; 3D character; Recursive Least-Squares estimation: RLS 

method; Dynamic Time Warping: DTW method 

I. INTRODUCTION 

There are various body-building exercises as exercise 
therapy for children with disabilities [1]. Physical training is 
important not only for overcoming functions that are impaired 
by a disability, but also for mental and emotional stability, 
releasing stress, adapting to a group, and developing social 
skills. However, because children with disabilities have 
significantly different physical fitness characteristics depending 
on their stage of growth and the type and severity of their 
disability, it is necessary to provide guidance tailored to 
everyone, rather than one-size-fits-all guidance. It is also 
important to determine the appropriate amount of exercise for 
the trainee. However, many years of teaching experience and 
knowledge are required to select the type and amount of exercise 
that are appropriate for the trainee. Therefore, it is important to 
develop trainers who can select body-building exercises that are 
suitable for each individual and show them model movements.  

In this research, we build an exercise therapy support system 
for children with disabilities that applies artificial intelligence 
technology. In this study, a 3DCG character shows a model 

body-building exercise, and at the same time provides feedback 
such as calling out to the trainee. At that time, to make the 
exercise therapy work more effectively, the trainee's movement 
is attempted to be corrected by notifying the trainee with a voice 
or other means before the trainee's movement deviates 
significantly from that of the 3DCG character. 

Since there is inevitably a delay between the movements of 
the 3DCG characters playing the role of the trainee and the 
trainer, it is necessary to predict this delay using time series 
analysis. The Recursive Least-Squares estimation: RLS method 
[2] was used for this prediction method. In addition, the 
similarity of the movements of both companies was evaluated 
using the Dynamic Time Warping: DTW method [3], and the 
time warp calculated in this process was used as input for the 
RLS method. This approach is original. Namely, using time 
warp information as a time series of data, trainee’s action is 
predicted with a one-period ahead prediction based on RLS 
method is a new method. Conventional methods evaluate a 
user's action after it is completed, but the proposed method 
provides instructions to the user in real-time while the user is 
performing the action. By providing instructions to users in real-
time, it is expected that the learning effect will be improved 
compared to conventional methods. 

Meantime, using ThreeDPose [4], save the 3DCG character 
of the trainer and the movement of the trainee, that is, 
information on the skeletal coordinates of the positions and 
angles of each joint of the human body, in CSV formatted data. 
Based on this information, the difference in movement between 
the two is detected, and time-series prediction (one-period ahead 
prediction) is performed considering the delay in movement 
between the two, if the difference is likely to become large, a 
3DCG character playing the role of a trainer is created. 
Accordingly, the character makes suggestions to the trainees. 

The results of the experiment confirmed that the predictions 
were made with sufficient accuracy and that when the degree of 
similarity was low, the 3DCG character playing the trainer's role 
spoke to them, leading to improvements in the trainees' 
movements. 

In the next section, related research works are described 
followed by the proposed methods. Then, experiments are 
described followed by a conclusion with some discussions. 
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II. RELATED RESEARCH WORKS 

As for the RLS method related research works, there are the 
following papers, prediction method for time series data 
including many missing data based on RLS method is proposed 
[5]. On the other hand, limits of application of RLS method in 
parameter estimation of Kalman filter is clarified [6]. 

Meanwhile, there are the following papers which deals with 
time series analysis, prediction method for time series of 
imagery data in eigen space is proposed [7]. On the other hand, 
Geography Markup Language: GML based representation of 
time series of assimilation data and its application to animation 
content creation and representations are created [8]. Meantime, 
recovering method of missing data based on the proposed 
modified Kalman filter when time series of mean data is known 
is proposed [9]. Furthermore, time series analysis for shortened 
labor mean interval of dairy cattle with the data of BCS, RFS, 
weight, amount of milk and outlook is conducted [10]. Moreover, 
Recursive Least Square: RLS method-based time series data 
prediction for many missing data is attempted [11]. 

Meanwhile, there are the following skeleton related research 
works, 3D skeleton model derived from Kinect depth sensor 
camera and its application to walking style quality evaluations 
is proposed [12]. Human gait skeleton model acquired with 
single side video camera and its application and implementation 
for gender classification is attempted [13]. Furthermore, human 
gait skeleton model acquired with single side video camera and 
its application and implementation for gender classification is 
also conducted [14]. 

On the other hand, there are the following similarity related 
research works, Fuzzy Genetic Algorithm: FGA for 
prioritization determination with techniques for order 
performance by similarity to ideal solution is proposed [15]. 

Meantime, there are the following matching related research 
works, Ground Control Point: GCP acquisition using simulated 
Synthetic Aperture Radar: SAR and evaluation of GCP 
matching accuracy with texture features is attempted [16]. Also, 
Dynamic Programming: DP matching based image retrieval 
method with wavelet Multi Resolution Analysis: MRA which is 
robust against magnification of image size is proposed [17]. On 
the other hand, methods for wild pig identifications from 
moving pictures and discrimination of female wild pigs based 
on feature matching methods are proposed [18]. 

Meanwhile, there are the following prediction-related 
research works, a comparative study between eigen space and 
real space-based image prediction methods by means of the 
Autoregressive Model: AR is conducted [19]. Also, a 
comparative study on image prediction methods between the 
proposed morphing utilized method and the Kalman filtering 
method is conducted [20]. A prediction method for time series 
of imagery data in eigen space is proposed [21]. On the other 
hand, image prediction method with non-linear control lines 
derived from Kriging method with extracted feature points 
based on morphing is proposed [22]. 

III. PROPOSED METHODS AND SYSTEM 

A. System Overview 

The motivation of this study is to provide guidance tailored 
to everyone, rather than one-size-fits-all guidance for physical 
therapy, training to disabled person. It is also important to 
determine the appropriate amount of exercise for the trainee. 
Therefore, encouragement to trainees is very important. Fig. 1 
shows an example of an encouragement system using 3DCG 
character in a personalized basis for physical trainings. If the 
trainee action is just the same as 3DCG character of trainer 
action, then 3DCG character praise the trainee and if the trainee 
action is differed from the trainer action, then 3DCG character 
encourage trainee with the correct message. 

 
Fig. 1. Example of encouragement system using 3DCG character on a 

personalized basis for physical training. 

Always trainee follows trainer's actions so that time delay 
would occur. Therefore, prediction of trainee action would be 
required for the creation of the most appropriate message for 
correction. Also, distance measurements between trainer and 
trainee actions are required as well. RLS method is used for the 
prediction while DTW is applied for distance measurements. To 
measure the distance of joint positions and angles between 
trainee and trainer, skeletons which are derived from 
ThreeDPose are used. 

B. Procedure 

The procedure of the proposed method is as follows: 

1) Analysis of trainee movement by skeletal estimation: 

Extract the trainee's three-dimensional coordinate data using 

skeleton estimation technology (ThreeDPose), 

2) Creating trainers’ and leaners’ movements using 3DCG 

characters: Create exercise motion animations of 3DCG 

characters to present sample body-building exercises which are 

made by the trainer. 

3) Calculating the similarity between the ideal trainer’s 

action and the trainee's action using DTW: Find the ideal 

trainer’s movement in the body-building exercise and the 

movement of the trainee's skeleton and calculate the degree of 

similarity between them using DTW. 
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4) Judging the quality of physical movement in trainees: 

Determine the quality of the trainee's body movement based on 

the similarity obtained in Eq. (3) and the trainee's skeletal 

coordinate data. 

5) Predicting trainee movement using RLS: Predict 

abnormal behavior (large discrepancy between both 

movements) in advance using the RLS method based on the 

similarity obtained in Eq. (3) 

6) Make a caution (give a notice) to the trainees to correct 

their movement (behavior). 

C. Methods 

1) Creation of 3DCG characters: Unity3D is a game 

engine with a built-in IDE developed and sold by Unity 

Technologies. Content can be developed mainly by 

programming using C#. It is compatible with cross-platforms 

such as PC (Windows, macOS), mobile (iOS, Android), web 

browsers (WebGL), home game consoles (PlayStation 4, Xbox 

One, Nintendo Switch, etc.), and supports VR/AR/ It also 

supports content development for MR equipment. 

2) Detection of skeleton: We use skeleton estimation AI to 

extract the coordinate information of the model 3D character 

and the learner. ThreeDPose, the skeleton estimation system 

used this time, has a program inside the script that manages the 

current coordinate data, and each script is written in C#. 

Information such as rotation and position is stored in it, and we 

use this to extract and understand the movements of the learner. 

Python/MediaPipe is an alternative to a motion capture 
method, which is a technology that converts the movements of 
people and objects into data. With motion capture, it is possible 
to check the player's movements in real-time. The gymnastics 
movements performed by the trainer were filmed in advance, 
and the coordinates and angles of each body part and joint were 
converted into time-series data. By using this data as correct 
gymnastics movements, the trainee's movements captured with 
a web camera are scored. 

3) Similarity measurement: DTW (Dynamic Time 

Warping) A method for comparing and matching time-series 

data and temporal fluctuations. The focus is on time warps. It is 

mainly used in various fields that require comparison and 

matching of temporal patterns, such as speech recognition and 

action recognition. 

4) Prediction of movement: RLS method: The model that is 

often modeled using the RLS method is the ARX (Auto-

Regressive with eXogenous input) model (it is not a particularly 

complex model, and the image is the output of 1, 2,…,n steps 

before or the output of 1, 2,…,n steps before). is a model whose 

input depends on the current output. The features are as follows, 

Predictions are stable even with little data, Prediction accuracy 

does not decrease significantly. 

5) Quality evaluation of trainees’ movement in comparison 

to the movement of trainers. The ideal amount of movement can 

be determined from the amount of movement of the trainer. 

Using this method, ideal coordinates are calculated and 

compared with the actual movements of the trainee. 

IV. EXPERIMENT 

A. Skeleton Extraction 

Coordinates were extracted by comparing with a model 
3DCG character. Information on each joint was managed using 
a C# script under the name "jointpoint." This stores information 
such as rotation (angle) and position (coordinates). An example 
of skeletal data read by ThreeDPose is shown in Fig. 2. 

 
Fig. 2. Example of skeletal data read by ThreeDPose. 

B. Comparison of Actions Between Trainer and Trainee 

The method of calculating pass/fail differs depending on the 
exercise, but let's use the exercise of raising the left hand as an 
example (see Fig. 3). First, calculate the amount of movement 
from the change in coordinates before and after exercise. If the 
amount of movement of the trainer data is the ideal amount of 
movement, calculate the amount of movement of the trainee in 
the same way. By comparing these, it is determined whether the 
user is performing the same movements as the trainer. 

 
                       Before the action                    After the action 

 
No change in x, z. Find the amount of movement of y 

Fig. 3. An example of the exercise of raising the left hand. 
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We calculated the similarity using the speed of each part of 
the trainee and trainer characters. However, this method defeats 
the purpose of determining the similarity of "movements" 
because the speed at which the trainees move their bodies differs. 
Furthermore, there is also the problem that the speed changes 
rapidly, such as increasing, decreasing, or becoming 0, making 
the calculation of similarity unstable as shown in Fig. 4. 
Therefore, we conducted an experiment to perform DTW using 
information obtained through observation. An object that serves 
as an observation device is placed in 3D space, and it is 
programmed to collect information A and information B seen 
from the observation device. In this research, we mainly collect 
the coordinate distance between the observation device and the 
learner, and the coordinate distance between the observer and 
the 3DCG character as shown in Fig. 5. 

 
Fig. 4. Similarity calculation using the speed of each part of the trainee and 

trainer characters. 

 
Fig. 5. Coordinate distance between the observer and the 3DCG characters. 

C. Calculate Similarity by DTW (DTW Distance) 

The distance from the observation point to each part of the 
trainee and the distance to each part of the trainer was recorded 
for every frame. Fig. 6 shows an example of the time series data 
of joint points. 

Also, Fig. 7 shows an example of the time series of 
corresponding joint points connected. The graph below shows 
the difference in similarity when comparing the data of the upper 
trainer and the data of the lower trainee. 

D. One-Period Ahead Prediction of Trainee’s Actions 

Next, we will explain how to predict learner movements 
(surveys and experiments) to eliminate feedback delays. To 
explain, there is a time delay between when the system detects 
the learner's movements and when the learner calls out to them. 
Even if the system can detect the learner's movement, the 

learner's behavior may have already finished by the time the 
system detects the learner's abnormal behavior and calls out to 
him. Therefore, we thought that it would be possible to correct 
the movements by predicting the movements of the learner using 
time-series data from time warp and giving feedback such as 
calling out to the learner before the learner engages in abnormal 
behavior. 

LightGBM is a typical prediction method based on linear 
regression. Therefore, firstly, the LightGBM is tried to predict 
the actions of trainer and trainee. An example of the result is 
shown in Fig. 8. 

 
Fig. 6. Example of the time series data of the observed joint points between 

trainer and trainee. 

 
Fig. 7. Example of the time series of corresponding joint points connected. 

 
Fig. 8. Example of the prediction of action based on LightGBM. 
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As shown here, the prediction results with LightGBM can 
predict to some extent in the first half, but the prediction 
accuracy drops significantly in the second half. Also, adjusting 
various hyperparameters is made, but it did not stabilize. 
Furthermore, predictions were difficult with little data. 

The actual DTW distance and the RLS predicted value 
match to some extent, and if this data can be incorporated into 
the system, it is inferred that it will be possible to predict the 
trainee's movements in advance and provide feedback based on 
that prediction. 

Fig. 9 shows an example of one period ahead prediction of 
the action based on RLS (Comparison of the action between 
actual action and the predicted action). 

 

Fig. 9. Example of one period ahead prediction of the action based on RLS 

(Comparison of the action between actual action and the predicted action). 

V. CONCLUSION 

In this study, we build an exercise therapy support system 
for children with disabilities that applies artificial intelligence 
technology. In this study, a 3DCG character shows a model 
body-building exercise, and at the same time provides feedback 
such as calling out to the trainee. At that time, in order to make 
the exercise therapy work more effectively, the trainee's 
movement is attempted to be corrected by notifying the trainee 
with a voice or other means before the trainee's movement 
deviates significantly from that of the 3DCG character. 

Since there is inevitably a delay between the movements of 
the 3DCG characters playing the role of the trainee and the 
trainer, it is necessary to predict this delay using time series 
analysis. The RLS method was used for this prediction method. 
In addition, the similarity of the movements of both companies 
was evaluated using the DTW method, and the time warp 
calculated in this process was used as input for the RLS method. 
The results of the experiment confirmed that the predictions 
were made with sufficient accuracy, and that when the degree of 
similarity was low, the 3DCG character playing the trainer's role 
spoke to them, leading to improvements in the trainees' 
movements. 

FUTURE RESEARCH WORKS 

Further experiments are required for evaluation of the effect 
on physical trainings using the proposed methods and the system. 
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Abstract—The steady progression of information technology 

today is opening up opportunities for extensive automation across 

various sectors, including the automotive industry. The active 

development of IT systems has paved the way for V2X (Vehicle-

to-Everything) technology, which enables communication such as 

"vehicle-to-vehicle" and "vehicle-to-road infrastructure". This 

article focuses on exploring the use of V2X technology to create 

"intelligent transportation". Currently, V2X technologies are not 

widely adopted due to the limited coverage of 5G networks. 

Although the existing 4G network is adequate for streaming HD 

content and playing online games, it cannot support the safer and 

smarter operation required for autonomous cars. Nevertheless, 

within the 4G network framework, it is possible to develop a 

comprehensive solution for automating car traffic. This would 

significantly reduce the number of road accidents and optimize 

traffic flow. This article explores the implementation of V2X 

technology in road traffic to achieve these goals. 

Keywords—V2X; V2V; autonomous vehicles; DSRC; scenarios; 

frequency spectrum 

I. INTRODUCTION 

In recent years, there has been a trend towards the 
widespread adoption and development of Internet of Things 
(IoT) systems, which enable various smart devices to fully 
interact through data transmission networks [1-9]. Within the 
IoT framework, a notable trend is the development of V2X 
(Vehicle-to-Everything) technology. This technology allows for 
the automation of all traffic and ensures synchronization with 
road systems, traffic lights, and road signs. Examples of the 
implementation of this technology are presented in publications 
[10-15]. 

The relevance of this study lies in the fact that V2X 
technology has not yet been implemented in neighboring 
countries. For the widespread adoption of such solutions, it is 
important to thoroughly examine their advantages and 
disadvantages before project development. The V2X system can 
provide complete connectivity between all vehicle systems, 
optimizing many processes. As shown in study [16-19], such 
systems enhance road safety and reduce road maintenance costs. 
This technology enables vehicles to connect to all devices 
through data transmission networks, with real-time data 
exchange [20-25]. 

As demonstrated in study [26-29], a more optimal approach 
to vehicular communication technology is cellular 
communication. For this purpose, the 3GPP organization has 

developed a specialized solution known as C-V2X. This solution 
can utilize LTE technology. LTE-V offers low cost, rapid 
development, and high efficiency. 

The data transmission network between vehicles can use 
unlicensed frequencies, increasing the frequency range. 
However, licensed frequencies can be used for transmitting 
video and audio information from subscribers. Cloud access can 
be provided based on a commercially licensed spectrum for 
information transmission. This technology ensures data 
transmission to the cloud using a commercially licensed 
spectrum. All objects in the C-V2X data transmission network 
exchange data through the PC5 Sidelink data channel interface. 
Data transmission is based on Rel.14 and Rel.15 technologies. 
Data can be transmitted with low latency in two modes: Mode 1 
and Mode 2. Data transmission can occur both within and 
outside the coverage area. As shown in [30-31], the technology 
can work with both the LTE radio interface and the wireless data 
transmission interface. The two data transmission modes are 
demonstrated in Fig. 1 [32]. 

Another type of data transmission using V2X technology can 
be organized based on the LTE-Uu wireless communication 
channel - this is a type of wireless interface for organizing 
communication between subscriber devices and the base station. 
Data transmission over such a line occurs in both the 
downstream and upstream directions with the allocation of 
special resources to subscribers for various information transfer 
processes. Most of the data traffic on such a channel will be 
periodic and have the same packet volumes. 

If we consider data transmission based on the PC5 wireless 
communication channel, then during such transmission security 
messages are also transmitted, which makes it possible to ensure 
data confidentiality. This standard was developed by the 5GAA 
Association and operates at a frequency of 5900 MHz. 

 
Fig. 1. Mode 1 and 2 data transmission in the V2X network. 
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Sidelink 1 mode provides scheduled data transmission when 
a base station is available. This mode uses three scheduling 
mechanisms: semi-persistent scheduling, UE message-based 
scheduling, and inter-carrier scheduling. The first mechanism is 
problematic when used on high mobility highways where all 
vehicles must be connected to a base station. 

UE message-based scheduling mode operates regardless of 
the presence of a base station with direct communication 
between different devices. Interoperability can be achieved via 
PC5 interfaces at 5900 MHz. This means that this mode can be 
characterized as autonomous. Interaction is ensured within line 
of sight. This mode provides higher speed characteristics 
compared to the IEEE 802.11p protocol. In addition, the security 
of information in this mode is quite high. 

Below in Table I we demonstrate the comparative 
characteristics of cellular communication technologies and 
DSRC. 

TABLE I.  COMPARATIVE CHARACTERISTICS OF CELLULAR  

COMMUNICATION TECHNOLOGIES AND DSRC 

Options DSRC Cellular 

Completion of 

technology 
Fully developed 

Versions 14 and 15 are 

fully developed, 

version 16 is under 
development 

Data network WI-FI standard LTE/4G 

Modulation technology OFDM CK-FDM 

Relay technology Not supported HARQ 

Communication model Hybrid Mixed 

Support for network 

communication 
functionality 

Limited 

functionality 
Support available 

Resource selection CSMA-CS 
Semi-permanent 

transmitter 

Data transmission delay 
level 

Low latency Minor delay 

Range of action Short range 
For long-term 

communication 

Mobility Up to 300 km/h Up to 500 km/h 

High traffic density There will be losses No losses 

Security 
Not much 

functionality 
Have support 

From Table I, it can be show that mobile communication 
technology has excellent characteristics for high traffic density 
and high reliability. 

For roads with little traffic, DSRC technology is sufficient. 

The modeling will be carried out on the basis of C-V2X, 
since Almaty can be classified as a city with high traffic density. 

II. RESEARCH INTO POTENTIAL V2V WORK 

The basis is the section of roads around Energo University, 
where numbers 1-5 are base stations (Fig. 2). 

This is only a theoretical calculation, since at the moment 
leading telecom operators have just begun to launch 5G 
networks. As we know, the current 4G network is fast enough to 
stream HD content and play online games, but it cannot support 
safer and smarter autonomous cars. 

 
Fig. 2. Location of base stations. 

Vehicles move in groups in two divided lanes down and up, 
respectively. It is assumed that the direction of propagation of 
messages is N, and the vehicles are moving at a constant speed 
c [m/s]. 

To integrate existing network infrastructure (V2I) with 
vehicle-to-vehicle (V2V) communications with lower 
transmission latencies, we use time latency as a key performance 
indicator to evaluate the effectiveness of this protocol switching 
mechanism. In particular, we measure the propagation rate of 
time latency when vehicles transmit warning messages via V2V 
or V2I protocols [33]. 

The time delay d for a message propagating within a group 
of connected machines can be expressed as the difference 
between the reception timestamps of the message at the 
destination and source machines. Specifically, if a message is 
sent from machine A and received by machine B, the time delay 
d is calculated using the reception timestamps TB and TA 
recorded at machines B and A, such as: 

   𝑑 = 𝑇𝐵 − 𝑇𝐴             (1) 

This measurement assumes that the clocks on machines A 
and B are synchronized. If the clocks are not synchronized, 
additional methods, such as clock synchronization protocols or 
time-stamping with a common reference, may be needed to 
accurately determine the time delay. 

The time interval d(i,j) required for the successful end-to-
end transmission of a message of length L (bits) between a pair 
of vehicles i and j, where the i-th vehicle transmits the message 
to the j-th vehicle, can be expressed using the data transfer rate 
f(i,j) (Mbit/s), such as: 

   𝑑(𝑖, 𝑗) =
𝐿

𝑓(𝑖,𝑗)
              (2) 

L= 1024. As you know, in 5G networks the speed can reach 
20 Gbit/s, but let’s take only 1000 Mbit/s. 

Respectively: dIJ=0,128 s. 
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In vehicle communication systems, ensuring high 
throughput and low latency is critical, particularly for safety and 
emergency prevention. The total delay D within a group of 
vehicles is influenced by the propagation speed and the time 
delays across individual links between pairs of vehicles. For the 
entire a group of vehicles, the total delay D is the sum of the 
delays across all links (i,j) in the path of communication: 

  𝐷 = ∑ 𝑑(𝑖, 𝑗) = 𝐿 ∑
1

𝑓(𝑖,𝑗)𝑖,𝑗𝑖,𝑗 ,          (3) 

If we assume a constant data rate f for each link (i,j) in the a 
group of vehicles, and denote d(i,j) as the propagation delay for 
the communication channel between vehicle i and vehicle j, the 
total delay D for transmitting a message of length L across the 
cluster can be reformulated, Eq. (3) becomes: 

  𝐷 =
𝐿∗ℎ

𝑓
           (4) 

This equation highlights the total delay as a combination of 
the constant transmission delay and the cumulative propagation 
delays in the network. This is crucial for evaluating the 
performance and reliability of vehicle communication networks, 
especially in scenarios requiring low latency. 

To incorporate the role of roadside units (RSUs) in the 
overall communication delay within a vehicular network, we 
consider the propagation delay dRSU specifically associated 
with the network infrastructure. This delay is defined as the time 
required to transmit a message of length L between two 
consecutive RSUs, denoted as the m-th and (m+1)-th RSUs, at 
an effective data rate fRSU. The formula for the propagation 
delay dRSU is given by: 

   𝑑𝑅𝑆𝑈 =
𝐿

𝑓𝑅𝑆𝑈
            (5) 

This consideration of RSUs is critical in vehicular 
communication networks, especially in scenarios of low traffic 
density where vehicle-to-vehicle (V2V) communication may 
not always be reliable. By integrating RSUs, the network can 
ensure more consistent and uninterrupted communication, 
enhancing the overall communication potential and resilience of 
the system. 

Eq. (5) describes the propagation rate of the time delay 
within the existing network infrastructure in a VANET, focusing 
on both uplink and downlink communications between vehicles 
and roadside units (RSUs). The propagation rate of the time 
delay can vary depending on the direction of communication 
uplink (vehicle to RSU) or downlink (RSU to vehicle): 

𝑑𝑈𝑃 =
𝐿

𝑔(𝑖,𝑚)
, 𝑑𝐷𝑂𝑊𝑁 =

𝐿

𝑔(𝑚,𝑖)
          (6) 

Uplink Delay is the time delay for a message sent from a 
vehicle to an RSU. It depends on the message length L and the 
effective data rate g (i,m) for uplink communication. 

Downlink Delay is the time delay for a message sent from 
an RSU to a vehicle. It similarly depends on the message length 
L and the effective data rate g (m,i)  for downlink 
communication. 

In practical scenarios, factors such as network congestion, 
signal interference, and infrastructure capacity can impact these 

delays, influencing the overall performance of the vehicular 
communication system. 

The propagation rate of the time delay dV2I for 
communication between vehicles and RSUs via Vehicle-to-
Infrastructure (V2I) depends on the effective data transmission 
rates in both the uplink and downlink channels, as well as within 
the RSU itself. These delays can be denoted as dUP and dDOWN 
for the uplink and downlink, respectively, and dRSU for the 
internal RSU communication delay. 

The total time delay dV2I for V2I communication can be 
expressed as the sum of these individual components: 

𝑑𝑉2𝐼 = 𝑑𝑈𝑃 + 𝑑𝑅𝑆𝑈 + 𝑑𝐷𝑂𝑊𝑁 = 𝐿 (
1

𝑔(𝑖,𝑚)
+

1

𝑓𝑅𝑆𝑈
+

1

𝑔(𝑚,𝑖)
)   (7) 

Similarly, we define the propagation speed with time delay 
for communication via V2V (i.e., d_V2V [s]) as: 

   𝑑𝑉2𝑉 = 𝑑 + ∆𝑇            (8) 

As defined in Eq. (3), d represents the time delay within the 
group of vehicles, which includes the message length L, data 
transfer rate f, and the propagation delays d(i,j) between vehicles 
in the cluster. The average value of d is approximately 0.128 
seconds. 

The time interval ΔT can be calculated using as: 

  ∆𝑇 =
∆𝑥

𝑐
50 км/ч = 15 м/с          (9) 

∆𝑇 =
3

15
= 0,2 с 

To calculate the average transmission time delay davg in a 
vehicular network, we consider various communication 
scenarios including Vehicle-to-Vehicle (V2V) and Vehicle-to-
Infrastructure (V2I) communications, as well as the impact of 
traffic density and vehicle speed. 

In the proposed model, the entire system is considered as an 
alternating update process, where the vehicle connection cycles 
through three distinct phases: 

 Phase 1: No connection, where a vehicle moves alone in 
the vehicle grid, indicating a completely disconnected 
scenario. This can occur in low-density areas or in 
remote regions due to the lack of network infrastructure 
such as roadside units (RSUs). 

 Phase 2: Short-range communication, where vehicles 
form clusters when the distance between vehicles is 
below a certain threshold, which typically favors V2V 
communication. The effectiveness of V2V 
communication depends on the distance between 
vehicles being within the upper communication bound 

(e.g. ≤  125 meters). It is assumed that V2I 

communication is not available either due to the lack of 
infrastructure or due to a preference for using V2V in a 
cluster. 

 Phase 3: Long-range communication, where vehicles 
enter a wireless cell, allowing them to connect to an RSU 
via V2I. This phase typically occurs in areas with 
established network infrastructure. V2I communication 
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is available, allowing vehicles to communicate with the 
network infrastructure. V2V communication is not 
considered in this phase, possibly due to network policies 
or infrastructure-based communication priority. 

In Phase 1, where a vehicle is initially isolated, the likelihood 
of establishing a multihop connection to another vehicle 
depends on the occupancy of cells in its path. For a vehicle to 
connect to the next vehicle via multihop V2V communication, 
each of the cells along the intended path must be occupied by at 
least one vehicle. 

To calculate the average transmission time delay davg in a 
vehicular network based on the alternating phases of 
connectivity, we use the characteristics and assumptions defined 
for each phase: 

𝑑𝑎𝑣𝑔 = 𝑝(𝜏 = 1)∆𝑇 + 𝑝(𝜏 = 2)𝑑 + 𝑝(𝜏 = 3)𝑑𝑉2𝐼      (10) 

Since Almaty is taken as the starting point, R will be taken 
as 10 m (Figure 3). 

 
Fig. 3. Vehicle mesh. 

Fig. 3 shows a vehicular network model where the coverage 
area is divided into cells shaped like honeycombs, each with a 
diameter L of 500 meters, we consider the connectivity of 
vehicles moving within these cells. Each cell can be occupied by 
one or more vehicles, and this occupancy affects the probability 
of establishing multihop communication, as: 

             (𝑝𝑒,𝑤)𝑁 = (1 − exp (−𝜆𝑒,𝑤𝑅))𝑁,        (11) 

where, λ(e,w) is represents the density of cars per meter, 
indicating how vehicles are distributed along a particular 
direction (e.g., east-west); G is denotes the gap or distance 
between vehicles. In this context, G is set equal to R, the 
minimum inter-vehicle distance required for communication. 

N = 1: The number of cells, N, is set to 1 because we are 
considering only the immediate gap (or cell) between two 
vehicles for determining connectivity. 

In the scenario described, we are focusing on a situation 
where vehicles are distributed across a grid of cells, and the 
connectivity between vehicles is determined by the occupancy 
of these cells. 

This equation reflects the likelihood of establishing a 
connection based on vehicle density and the minimum inter-
vehicle distance required for communication: 

𝑝𝑒,𝑤 = (1 − exp (−𝜆𝑒,𝑤𝑅))        (12) 

       N =
G

R
                        (13) 

pe,w  =  0,99 

This equation reflects the likelihood of establishing a 
connection based on vehicle density and the minimum inter-
vehicle distance required for communication. The model 
highlights that higher vehicle densities (larger λe,w) increase the 
probability of occupied cells, thereby enhancing connectivity 
within the vehicular network. 

Density is taken as 0,2 auto/m according to Almaty statistics 
[33]. 

In Phase 3, the focus is on Vehicle-to-Infrastructure (V2I) 
communication, where vehicles rely on roadside units (RSUs) 
to establish and maintain connectivity. The probability that a 
vehicle moving in a specific direction (e.g., up/down) will 
connect via V2I to the next vehicle depends on the presence of 
RSUs within the network, then where in this case the number of 
cells N is: 

      𝑁 =
𝐺

𝐾∗𝑅
         (14) 

N=0,002. 

In the context of vehicular networks partially covered by a 
wireless network, the mesh size L is defined as L=K−Rl = K - 
Rl=K−R, where K is a constant greater than zero, and R 
represents the minimum inter-vehicle distance. This setup 
suggests that the wireless network has larger coverage cells 
compared to the vehicular network's inter-vehicle 
communication range. 

Given these parameters, we can state the following theorem 
regarding the average time delay dV2I for transmitting a 
message of length L from a vehicle in a vehicular network to 
another vehicle via a wireless network (V2I communication). 

Theorem: the average time delay required for a vehicle 
moving in a vehicular network, which is partially covered by a 
wireless network, to transmit a message of length L is: 

𝑑𝑎𝑣𝑔 = 𝑝𝑒,𝑤(𝑁 = 1) ∗ ∆𝑇 + 𝑝𝑒,𝑤 (𝑁 =
𝐺

𝑅
) ∗ 𝑑 + 

+𝑝𝑤,𝑒 (𝑁 =
𝐺

𝐾∗𝑅
) ∗ 𝑑𝑉2𝐼          (15) 

𝑑_𝑎𝑣𝑔  =  0,99 ∗  0,2 +  0,99 ∗  0,128 + 0,002 ∗ 0,128
= 0,324 𝑠 

This theorem implies that, under the given conditions, the 
average delay for transmitting a message from a vehicle to the 
infrastructure is approximately 0,128 seconds. This delay is 
assumed to be consistent across different scenarios, possibly due 
to uniform network conditions, standard data rates, and minimal 
variation in transmission distances. 

The average delay of 0,128 seconds is an idealized constant, 
likely based on empirical data or theoretical models. In practice, 
this value may vary depending on factors such as network 
congestion, data rate variability, and environmental conditions. 
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Fig. 4. Proposed location of BS. 

This theorem provides a simplified model for understanding 
the delay characteristics in a vehicular network with partial 
wireless coverage, offering insights into the expected 
performance in terms of latency. 

At a car speed of 15 m/s. This result complies with all V2X 
safety standards (3gpp rel.14). 

In heavy traffic: the length of the selected section is 2500 m. 
Let's say there are 4 rows on each street, then it comes out to 10 
000 m. The average length of a light car is 4 m. 2500 cars / 10 
000 m = 0,25. 

During traffic jams, the density reaches 0,25 cars/m. 
Accordingly, the speed will be lower - 20 km/h = 6 m/s. The 

distance between cars will also decrease to 1 m: d_avg ≈ 0,6 s. 

Vehicle communication requires high throughput and low 
latency. Any delay can affect the prevention of an emergency. 
This is the result of 5G not being at its full potential. 

BS are located around the perimeter of the block, but BS are 
located along the main roads. By placing the base station as in 
Fig. 4, it would be possible to solve two problems: reduce the 
delay for those driving along the streets (Fig. 5) and raise the 
level of customer service for students living in hostel #1. 

 
Fig. 5. Dependence of delay on traffic density. 

III. SOFTWARE MODELING 

With the advent of 5G solutions for automotive networks, 
the range of radio technologies is expanding to include the 
millimeter wave spectrum. This expansion is also supported by 
the recent move towards radar communications (RADCOM), 
which involves the integrated use of the 77 GHz band for both 
communications and sensing. The capabilities of existing 
programs for use in a transportation environment are being 
explored. Examples include WinProp, which uses deterministic 
ray tracing techniques, and NYUSIM, which relies on stochastic 
channel modeling. 

Both modeling platforms have their unique advantages and 
disadvantages. WinProp provides results that closely match 
individual scenarios but requires more effort to model each 
scene accurately. On the other hand, NYUSIM is highly flexible 
and can be quickly adapted, although justifying a specific 
channel model parameterization can be challenging. The 
parameters were taken from the transmitting part (Fig. 6). 

 

Fig. 6. Input parameters. 
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Fig. 7. The intensity map of spatially correlated shadow attenuation (dB). 

User speed – 15 m/s (≈50 km/h). The intensity map of 

spatially correlated shadow attenuation (dB) is shows in the Fig. 
7. 

5G will operate at 28 GHz and it is important to consider 
signal attenuation when calculating the system's energy budget. 
Based on the graph, it can be seen that as the distance from the 
base station (BS) increases, the signal level decreases, and at the 
end the client receives an attenuation of 7 dB.  

Signal attenuation (path loss) is measured in decibels (dB) 
and is usually expressed by the formula: 

      𝑃𝐿(𝑑𝐵) = 20 𝑙𝑜𝑔10(𝑑) + 20 𝑙𝑜𝑔10(𝑓) + 𝐶,     (16) 

where d - distance between transmitter and receiver, f - 
signal frequency, C –constant. 

Therefore, you can use this formula to calculate the signal 
attenuation over the distance to the end. Knowing that the client 
receives 7 dB of attenuation, given that SF (shadow fading) 
varies continuously from -20 dB to 20 dB, this parameter can be 
included in the energy budget calculation. 

The energy budget of a system is defined as the difference 
between the transmitted power and the signal attenuation, taken 
into account by various factors such as losses in cables, 
amplifiers and others. 

This information allows you to evaluate how effectively the 
signal transmission system copes with environmental conditions 
and how much power must be transmitted to ensure an 
acceptable signal level at the end (Fig. 9). 

 
Fig. 8. Map of spatially correlated LOS/NLOS state. 
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The model clearly accounts for NLOS (non-line of sight) 
conditions, which are typical in urban environments. Urban 
areas often feature obstacles such as buildings and other 
structures that can create shadows and block signals. 

Given that 5G utilizes millimeter waves, which have a higher 
frequency than previous generations of networks, these waves 
are more susceptible to attenuation when passing through 
obstacles. Consequently, a denser placement of base stations 
along roads is required to ensure reliable coverage in urban 
areas. 

These base stations, placed along roads, will help improve 
signal availability for moving objects, reducing the effects of 
shadows and blocking. However, it is always important to 
consider specific characteristics of the urban environment, such 
as geography, building height, population density, and other 
factors, when designing and deploying a 5G network. 

The power delay profile (PDP) is a crucial parameter for 
characterizing a multipath channel. PDP represents the intensity 
of the signal received through a channel with different time 
delays (Fig. 9). 

 
Fig. 9. Omnidirectional Power Delay Profile (PDP) (average values). 

Recommendation ITU-R P.1407 specifies that the shape of 
the delay profile depends on the propagation parameters 
associated with the conditions under which the waves travel 
through the medium. The profile is created by multiple waves 
with different amplitudes and time delays. Waves with long 
delays have lower amplitudes due to propagation along a longer 
path. 

From Fig. 9, it can be observed that an object located at 20-
25 meters experiences maximum delay and minimum power. 
This may be attributed to the characteristics of the wave 
propagation path in the given medium, such as reflections and 
diffractions, which lead to multipath propagation of the signal. 
This observation is further supported by Fig. 8. 

IV. CONCLUSION 

The model of such a network represents a high-quality and 
expensive solution. Implementing it in Kazakhstan requires 
significant investments of both time and money. Discussions on 
the implementation of such networks are ongoing. To 
implement this solution, complete coverage of all highways and 
roads is necessary. Given the current challenges with full 
coverage in our country, the issue remains unresolved. 

The research theorem considered allows us to estimate the 
average time delay for transmitting a message in a vehicular 
network that is partially covered by a wireless network. The 

average transmission time delay davg for a vehicle moving in a 
vehicular network, which is partially covered by a wireless 
network, is stated to be 0,324 seconds. This delay value is 
significant as it aligns with the safety standards for Vehicle-to-
Everything (V2X) communications, particularly those specified 
in the 3GPP Release 14 standards. 

In a heavy traffic scenario where the density reaches 0,25 
cars per meter, the average time delay increases to 
approximately 0.6 seconds. This underscores the importance of 
delivering high throughput and low latency in high traffic 
environments. 

The study results indicate the significant potential of 5G 
technology to provide reliable communications in vehicular 
networks. However, to fully realize this potential, additional 
infrastructure improvements and optimization of base station 
placement are required. 

Message delay is critical to road safety, and the proposed 
solutions comply with 3GPP Rel.14. However, higher 
throughput and low latency are emphasized as necessary for 
vehicle interactions in dense traffic conditions. 

Thus, the article highlights the importance of further 
research and development in the field of 5G networks to ensure 
secure and efficient communication in vehicular networks, 
especially under heavy traffic conditions. 
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Abstract—Integrating Internet of Things (IoT)-assisted eye-

related recognition incorporates connected devices and sensors 

for primary analysis and monitoring of eye conditions. Recent 

advancements in IoT-based retinal fundus recognition utilizing 

deep learning (DL) have significantly enhanced early analysis 

and monitoring of eye-related diseases. Ophthalmologists use 

retinal images in the diagnosis of different eye diseases. 

Numerous computer-aided diagnosis (CAD) studies have been 

conducted by using IoT and DL technologies on the early 

diagnosis of eye-related diseases. The retina is susceptible to 

microvascular alterations due to numerous retinal disorders. 

This study creates a new, non-invasive CAD system called IoT-

Opthom-CAD. It uses Swin transformers and the gradient 

boosting (LightGBM) method to find different eye diseases in 

colored fundus images after applying data augmentations 

techniques. We introduce a Swin transformer (dc-swin) that is 

efficient and powerful by connecting a dynamic cross-attention 

layer to extract local and global features. In practice, this 

dynamic attention layer suggests a mechanism where the model 

dynamically focuses on different parts of the image at other 

times, learning to cross-reference or integrate information across 

these parts. Next, the LightGBM method is used to divide these 

features into multiple groups, including normal (NML), diabetic 

retinopathy (DR), tessellation (TSN), age-related macular 

degeneration (ARMD), Optic Disc Edema (ODE), and 

hypertensive retinopathy (HR). To find the causes of eye-related 

diseases, the Grad-CAM is used as an explainable artificial 

intelligence (xAI). To develop the Opthom-CAD system, 

preprocessing, and data augmentation steps are integrated to 

strengthen this architecture. Multi-label three retinal disease 

datasets, such as MuReD, BRSET, and OIA-ODIR, are utilized 

to evaluate this system. After ten times of cross-validation tests, 

the proposed Opthom-CAD system shows excellent results such 

as an AUC of 0.95, f1-score of 95.7, accuracy of up to 96.5%, 

precision of 95%, recall of 94% and f1-score of 95.7. The results 

indicated that the performance of the Opthom-CAD system is 

much better than that of numerous baseline state-of-the-art 

models. As a result, the Opthom-CAD system can assist 

dermatologists in detecting eye-related diseases. The source code 

is public and accessible for anyone to view and modify from 

GitHub (https://github.com/Qaisar256/Opthom-CAD). 

Keywords—Computer-aided diagnosis; ophthalmology; 

multiclass classification; tessellation; age-related macular 

degeneration; Optic Disc Edema (ODE); hypertensive retinopathy; 

data augmentation; transformers; Swin; explainable AI; Internet 

of Things 

I. INTRODUCTION 

The global burden of eye disorders, affecting 2.2 billion 
people, highlights fundus diseases as a significant cause of 
blindness (WHO [1]). These conditions, such as diabetic 
retinopathy (DR), age-related macular degeneration (ARMD), 
and hypertensive retinopathy (HR), often go undetected until 
they are severe due to their asymptomatic early stages. Early 
diagnosis and intervention are crucial to prevent irreversible 
vision loss [2, 3]. Traditional machine learning has helped 
analyze small datasets with manually engineered features. 
Deep learning (DL) has revolutionized the identification of a 
wide range of eye ailments, including tessellation (TSN) and 
optic disc edema (ODE), through extensive screening with 
fundus photographs [4, 5]. In ophthalmology, computer-aided 
diagnosis (CAD) systems have been developed to increase the 
accuracy of detecting eye-related diseases [6]. The researchers 
used image processing and machine-learning techniques to 
create CAD systems to distinguish various eye-related 
diseases. Retinal fundus images obtained by fundus cameras 
provide detailed patterns of each eye disease. Alterations in 
retinal arteries in fundus images can indicate vascular 
disorders, such as cardiovascular conditions. However, it is still 
challenging to identify eye diseases like glaucoma, cataracts, 
DR, TSN, ARMD, ODE, and HR through CAD systems [7–
10]. 

When AI (artificial intelligence) [11–15] techniques like 
ML are added to CAD systems, they make it easier to classify 
eye diseases that are found through fundus devices. Nowadays, 
deep learning (DL) methods are categorized as ML, capturing 
more complex features from images to recognize eye-related 
disease disorders. In the past, the CAD systems diagnosed 
limited categories of eye-related diseases. Therefore, to address 
this issue, we have developed the IoT-Opthom-CAD system. 
This system, which incorporates the Internet of Things (IoT) 
technology, presents an innovative DL system. It is specifically 
designed to diagnose various eye-related diseases efficiently 
and test using IoT devices. The IoT-Opthom-CAD has excelled 
in classifying eye-related diseases through several 
hyperparameter fine-tuning and optimization steps. 

The major contributions of this paper are given as follows: 

1) We introduce a Swin transformer (Swin-DCL) that is 

efficient and powerful by connecting a dynamic cross-
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attention layer to extract local and global features. In practice, 

this dynamic attention layer suggests a mechanism where the 

model dynamically focuses on different parts of the image at 

other times, learning to cross-reference or integrate 

information across these parts. 

2) The study introduces a novel IoT-based framework 

approach in ophthalmology diagnostics by combining 

lightweight Swin transformers with gradient boosting 

techniques, specifically LightGBM. This innovative method 

balances computational efficiency and high diagnostic 

performance, potentially revolutionizing disease detection in 

this field. 

3) Applying Grad-CAM to explain the decision-making 

process for identifying eye diseases enhances model 

transparency and interpretability. While Grad-CAM is used in 

various fields, its application in elucidating diagnostic 

pathways in eye health through this new architecture is 

innovative. 

4) The system has been validated across multiple datasets, 

demonstrating superior performance metrics compared to 

numerous baseline state-of-the-art models. The thorough 

validation and achieved metrics highlight the system's 

practical and clinical relevance, adding to its novelty. 

II. LITERATURE REVIEW 

Eye-related disease can result in several retinal 
abnormalities, including hard exudates, hemorrhages, 
microaneurysms, and other symptoms. On a short and 
constrained dataset, many machine-learning techniques were 
created to identify eye-related diseases using various image 
processing and computer-vision-based algorithms for analysis 
and feature extraction [16]. Advanced deep neural networks, 
particularly convolutional neural networks (CNN), have 
recently contributed substantially to medical imaging, as 
briefly described below. Utilizing a multi-branch neural 
network (MB-NN), this re-search leverages domain knowledge 
and retinal fundus images for glaucoma detection [17]. The 
effectiveness of this model was validated on real datasets, 
achieving an accuracy of 91.51%, sensitivity of 92.33%, and 
specificity of 90.90%. This showcases the model's capability to 
diagnose glaucoma, even with limited data, efficiently. This 
study developed a deep learning (DL) algorithm to predict 

referable glaucomatous optic neuropathy (GON) [18] from 
color fundus images. The research in study [19] utilizes 
convolutional neural networks (CNNs) to automate the 
identification of glaucoma by segmenting the optic cup and 
disc. This study examines the efficacy of the proposed method 
in comparison to conventional gradient-based learning [20] and 
other optimization techniques. The method employs an 
artificial algae optimization technique to enhance a novel deep 
learning system. 

These studies address cataract detection and classification 
through various methodologies, including hybrid approaches 
and novel networks [21–25]. Utilizing datasets from several 
open-access sources and employing different CNNs, the 
methods achieve up to 96.25% accuracy in 4-class 
classification. These results underscore the potential of AI for 
enhancing cataract diagnosis and classification accuracy. 
Focusing on AMD, these papers propose different deep 
learning frameworks for its early detection and classification 
[26–29], achieving high diagnostic accuracy. For instance, one 
study utilized a comprehensive CAD framework, extracting 
local and global appearance markers from fundus images, and 
achieved an accuracy of 96.85%. These studies illustrate the 
efficacy of deep learning in identifying and categorizing AMD 
stages accurately. 

Addressing DR, these studies introduce various deep 
learning approaches, from hybrid techniques to novel 
algorithms [30–34], significantly improving detection and 
classification. One method, using transfer learning on pre-
trained CNN models, achieved an accuracy of 97.8% for binary 
classification. The advancements demonstrate the critical role 
of AI in early DR detection, potentially preventing vision loss. 
Spanning a wide range of deep learning methodologies, these 
studies collectively push the boundaries of ocular disease 
diagnostics [35–37]. For instance, a system that aimed to 
identify various ocular diseases achieved F1 scores as high as 
88.56% and an AUC of 99.76%. These diverse approaches 
showcase the power of AI in diagnosing a broad spectrum of 
ocular conditions with high accuracy and efficiency. Each 
study's use of specific datasets and results highlights the 
transformative impact of deep learning in ophthalmology, 
offering new avenues for early detection, accurate diagnosis, 
and effective treatment of various eye diseases. Those state-of-
the-art systems are compared in Table I. 

TABLE I. STATE-OF-THE-ART COMPARISONS OF DEEP LEARNING MODEL FOR RECOGNITION OF EYE-RELATED DISEASES 

Cited Work Methodology Targeted Disease Classes Results Limitations 

[17] 
Multi-branch neural network model for 
combining domain knowledge with retinal 

fundus images 

Glaucoma 
Binary 
(Glaucomatous/N

on-Glaucomatous) 

Accuracy: 91.51%, 
Sensitivity: 92.33%, 

Specificity: 90.90% 

Relies on domain 
knowledge and important 

image regions 

[18] 
Deep learning algorithm for predicting 
referable glaucomatous optic neuropathy 

from fundus images 

Glaucomatous 

Optic Neuropathy 

Binary 
(Referable/Non-

Referable) 

AUC: 0.945, 0.855, 
0.881 depending on 

dataset 

Requires large dataset for 

training 

[19] 
Deep Learning with CNN for optic disc and 

cup segmentation 
Glaucoma 

Binary 

(Glaucomatous/N
on-Glaucomatous) 

Accuracy: 95.8% for 

disc, 93% for cup 
segmentation 

Focuses on optic disc and 

cup segmentation 

[20] 

Deep learning with artificial algae 

optimization algorithm for glaucoma 
diagnosis 

Glaucoma 

Binary 

(Glaucomatous/N
on-Glaucomatous) 

High performance 

metrics (Accuracy: 
98.15%) 

Compares with traditional 

and other optimization 
methods 

[21]-[24] 

Various methodologies involving pre-trained 

CNNs, ensemble learning, and SVMs for 

cataract detection and classification 

Cataract 

Multi-class 

(Normal, Mild, 

Moderate, Severe) 

Up to 96.25% 
accuracy 

Varies, including image 
quality selection 
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[25] 
Supervised miniature U-Net integrated with 

CNN for cataract detection and localization 
Cataract 

Binary 

(Cataract/Normal) 

Accuracy: 96% with 

CLR 

Focuses on early detection 

with CLR optimization 

[26]-[28] 

Various deep learning approaches for 

detecting and classifying age-related macular 

degeneration 

Age-related 

Macular 

Degeneration 

Multi-class for 

various AMD 

stages and types 

Up to 98.76% AUC 

Emphasizes on early 

detection and precise 

diagnosis 

[29] 

Explainable deep learning approach for 

AMD diagnosis through retinal lesion 
identification 

Age-related 

Macular 
Degeneration 

Binary/Multi-class 
for AMD and 

associated retinal 

lesions 

- 
Offers lesion-specific 

information for clinicians 

[30]-[34] 
Various deep learning models for detecting 
and classifying diabetic retinopathy 

Diabetic 
Retinopathy 

Binary and 

Multiclass for 

various DR stages 

Up to 97.8% 

accuracy for binary 

classification 

Focuses on early detection 
and classification 

[35]-[37] 
Deep learning models for retinal vessel 
segmentation 

Various retinal 
disorders 

- 
High segmentation 
performance metrics 

Addresses challenges in 
vessel segmentation 

 

III. PROPOSED METHODOLOGY 

The approach seeks to improve the precision and 
effectiveness of diagnosis by combining various processes, 
utilizing the capabilities of IoT and cloud technologies. This 
technique aims to offer a resilient solution for remote 
healthcare diagnostics. The proposed framework for detecting 
and classifying multi-class retinal disorders, known as the IoT-
Opthom-CAD framework, is graphically depicted in Fig. 1. 

B. Data Acquisition 

In this study, an effective IoT-enabled technique has been 
developed for skin lesion diagnosis in IoT environment. We 
have developed and trained the IoT-Opthom-CAD system 
based on three online sources, such as multilabel retinal disease 
(MuReD) [38], the Brazilian multilabel ophthalmological 
dataset of retina fundus photos (BRSET) [39], and the 
ophthalmic image analysis-ocular disease intelligent 
recognition (OIA-ODIR) dataset [40]. We have collected 
initially 6,00 fundus images from these sources, including an 
average (NOM) of 1900, diabetic retinopathy (DR) of 2000, 
glaucoma (GLC) of 400, cataracts (CAT) of 200, age-related 
macular degeneration (AMD) of 300, and hypertension 

retinopathy (HR) of 1200 images. To balance the selected 
dataset, we have applied data augmentation and preprocessing 
to convert 6,000 images into 12,000 retinographics. Given that 
the images come from different sources, the resolution can 
vary from 520x520 to 3400x2800, depending on the source of 
the image. We have resized them to 224x224. Among these, 
the MuReD dataset stands out for its comprehensive collection 
of 2,208 images spanning 20 distinct categories. In parallel, the 
Brazilian Multilabel Ophthalmological Dataset (BRSET) 
emerges as a groundbreaking resource within Latin America, 
aiming to bridge the gap in the availability of public 
ophthalmological datasets. BRSET encompasses 16,266 color 
fundus photographs from 8,524 Brazilian patients, 
incorporating rich sociodemographic data to bolster its value as 
both a research tool and an educational resource. The 
Ophthalmology Image Analysis and Ocular Disease Intelligent 
Recognition (OIA-ODIR) dataset, a pioneering global resource 
for identifying multiple ocular diseases using fundus imagery. 
With 10,000 fundus images from 5,000 patients, it covers eight 
different ocular conditions, making it a vital tool for 
developing and testing deep-learning models in 
ophthalmology. All the numerical collected samples are shown 
as distribution in Fig. 2. 

 

Fig. 1. A systematic flow diagram of proposed IoT-Opthom-CAD system. 
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Fig. 2. A visual diagram of collection of datasets from different sources. 

The MuReD, BRSET, and OIA-ODIR datasets as shown in 
Fig. 3 improve ophthalmic medical imaging and computer 
vision. By providing varied, high-quality data sources, they 
allow sophisticated diagnostic tools that are more accurate, 
moderate, and representative of the real-world population. This 
advancement helps diagnose and treat eye disorders early and 
advances artificial intelligence in healthcare, offering improved 
patient outcomes and medical research. 

Amplification of the dataset is done to prevent 
misclassification caused by unbalanced data since the standard 
class of the finalized dataset has the most retinographics, and 
other classes have fewer images than the regular class. Based 
on the numerous fundus image acquisition capabilities, 
augmentation techniques were chosen. Different geometric 
transformations, such as proper 15 rotations, left 15 rotations, 
right 8 rotations, left 8 rotations, and horizontal flips, are 
included in the selected augmentation techniques. Training, 
validation, and testing sets were created from the supplemented 
dataset in the following ratio: 14:3:3. 

 

Fig. 3. An example of dataset acquired from different resources such as 

MuReD, BRSET, and OIA-ODIR, where figure (a) Shows the normal, (b) 

Represents the diabetic retinograph (DR) , figure (c) SHOWS the Glaucoma, 

figure (d) Display Cataracts, figure (e) Shows age-related macular degeneration 

(AMD), and (f) Represents hypertensive retinopathy (HR). 

C. Color Preprocessing 

All images are transformed into CIECAM02 color 
appearance model. This study introduces a novel method as 
shown in Algorithm 1 for enhancing low-light images, 
specifically aimed at improving the contrast and brightness of 
retinograph images while preserving intricate details. Initially, 
the non-uniform RGB retinograph images are transformed into 
the uniform CIECAM02 color space, where J denotes 

lightness, C represents chroma, and H signifies hue. 
Subsequently, a bicubic kernel is employed to extract both low 
and high frequencies from the J-plane of the CIECAM-02 color 
space. Color correction is then implemented using a sigmoid 
function to normalize the low frequencies. Following this, a 
white balancing step determines the ideal linear combi-nation 
of color-corrected channels. We got this combination by using 
constrained linear least squares minimization and focusing on 
the C component and its Jch color space counterpart that its 
histogram has equalized. Finally, the high frequencies are 
adjusted relative to the updated low frequencies and 
reintegrated to generate a sharper output. 

Algorithm 1:  Preprocessing : Color space transformation RGB to 

CIECAM02 and enhance the contrast 

 

 Input:  A 2D array of RGB(x, y) where each row represents a time sample,  

𝑙𝑜𝑤𝑓𝑟𝑒𝑞:   Lower frequency bound for bandpass filter 

ℎ𝑖𝑔ℎ𝑓𝑟𝑒𝑞:  Upper frequency bound for bandpass filter 

 Output: contrast-enhance-image(x, y): preprocessed retinograph images 

 

Function color-transformation (𝑖𝑚𝑎𝑔𝑒𝑟𝑔𝑏): 

𝐽𝑐ℎ = 𝑖𝑚𝑎𝑔𝑒𝑟𝑔𝑏 → 𝐶𝐼𝐸𝐶𝐴𝑀02 − 𝐽𝐶𝐻(𝐽, 𝑐, ℎ) 

𝐽 = 𝑐𝑎𝑝𝑡𝑢𝑟𝑒 − 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠(𝐽𝑐ℎ(𝑖, 𝑗)) ; 

𝑐 = 𝑐𝑎𝑝𝑡𝑢𝑟𝑒 − 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠(𝐽𝑐ℎ(𝑖, 𝑗)) ; 

ℎ = 𝑐𝑎𝑝𝑡𝑢𝑟𝑒 − 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠(𝐽𝑐ℎ(𝑖, 𝑗)) ; 

end 

Function extract-frequency-low-high (𝐽𝑖𝑚𝑎𝑔𝑒): 

 Ly = 𝐵𝑖𝑐𝑢𝑏𝑖𝑐𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛 − 𝑙𝑜𝑤(𝐽𝑖𝑚𝑎𝑔𝑒 , 𝜃, 𝑚𝑜𝑑𝑒 = ′𝑠𝑎𝑚𝑒′ ) ; 

 𝐻𝑖𝑚𝑎𝑔𝑒 = 𝐸𝑥𝑡𝑟𝑎𝑐𝑡 − ℎ𝑖𝑔ℎ𝑡 − 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 𝐽 − 𝐿𝑦(𝑄); 

 end 

Function color-balance (𝐿𝑦,μ, 𝜎): 

𝐿𝑦: 𝑙𝑜𝑤 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠 

μ: 𝑀𝑒𝑎𝑛 𝑜𝑓 𝑙𝑜𝑤 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠 

𝜎: 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑙𝑜𝑤 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠 

 G = 𝑐𝑜𝑙𝑜𝑟 − 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 − 𝑙𝑜𝑤(1/(1 + exp (𝐿𝑦 − μ)/𝜎) ) ; 

 𝑟𝑒𝑡𝑢𝑟𝑛 𝐺; 

 end 

Function histogram- equalization (𝐺𝑖𝑚𝑎𝑔𝑒): 

 L-prime = ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 − 𝑒𝑞𝑢𝑎𝑙(𝐺𝑖𝑚𝑎𝑔𝑒 ) ; 

 Return L-prime ; 

 end 

Function modify-high-frequencies (𝐿 − 𝑝𝑟𝑖𝑚𝑒,H): 

𝐿
− 𝑝𝑟𝑖𝑚𝑒: 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑 𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 

H: 𝐻𝑖𝑔ℎ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠 

 Gy = 𝐿 − 𝑝𝑟𝑖𝑚𝑒 + (𝐿 − 𝑝𝑟𝑖𝑚𝑒 / 𝐿)  ×  𝐻 ; 

 𝑟𝑒𝑡𝑢𝑟𝑛 𝐺𝑦; 

 end 

 

 End of algorithm 

D. Proposed Swin-DCL Architecture for Features Extraction 

The Swin-DCL design proposes many stages or layers of 
processing, each serving a distinct purpose. The initial stage 
involves supplying the preprocessed retinographics as input to 
the IoT-Opthom-CAD system for feature extraction. This can 
enhance the accuracy and dependability of the diagnosis. 
Incorporating dynamic cross-attention into the Swin 
Transformer was done strategically at crucial stages in the 
network, such as after the initial patch embedding or within 
specific transformer blocks. This enhancement enables the 
model to effortlessly shift its attention across the network, 
prioritizing the most significant image regions for accurate 
diagnosis. By combining the Swin Transformer and the 
dynamic cross-attention layer, the IoT-Opthom-CAD system 
makes it easy to examine retinograph images. The system 
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efficiently processes images through hierarchical stages as 
shown in Fig. 4, extracting features with increasing levels of 
abstraction. The dynamic cross-attention layer enhances this 
process by ensuring optimal allocation of the model's attention 
to the most informative parts of the image for ocular condition 
diagnosis. 

Swin Transformer Block: A standard Swin Transformer 

block, S, operates on an input feature map, X∈RH×W×C, 

where H, W, and C represent the height, width, and number of 
channels, respectively. The block contains two main operations 
such as the self-attention mechanism and the multilayer 
perceptron (MLP). The self-attention mechanism can be 
represented as follows: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝑘𝑇

√𝑑𝑘
) × 𝑉         (1) 

Where Q, K, and V are the queries, keys, and values 
obtained from X, and dk is the dimension of the key vectors. In 
the case of the Swin Transformer, the self-attention mechanism 
is computed within non-overlapping local windows to reduce 
computational complexity: 

𝑋′(𝐿) = 𝑊 − 𝑀𝑆𝐴(𝐿𝑁(𝑋(𝑙)) + 𝑋(𝐿)) (2) 

Where LN denotes Layer Normalization, W-MSA is the 

window-based multi-head self-attention, and ′X′  is the 

output feature map that will be passed to the MLP. The MLP 
with GELU non-linearity is then applied: 

𝑌′ = 𝑀𝐿𝑃(𝐿𝑁(𝑋′(𝑙)) + 𝑋′(𝐿))    (3) 

Where Y is the output of the Swin transformer block, and it 
is visually represented in Fig. 4. 

Dynamic Cross-Attention Layer: The dynamic cross-
attention layer, D, aims to allow the attention mechanism to 
change adaptively based on the input and internal state. This 
could be formulated as a function that varies the attention 
weights dynamically: 

𝐷𝐴(𝑋𝑡) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(fθ(𝑋𝑡 − 1, P)K𝑇) × 𝑉   (4) 

Where, Xt is the input at time t, P is a set of parameters or 
features that influence the dynamic behavior (e.g., learned 
parameters or context-dependent features), and fθ is a learnable 
function parameterized by θ that computes the queries 
dynamically. Now, the DynamicSwinTransformer (DST), 
would integrate the dynamic cross-attention layer into the 
standard swin transformer block sequence. The composite 

operation for DST with N blocks could be represented as 
follows: 

DST(X) = S𝑁(DST(S𝑁−1(⋯ DST(S1(X)) ⋯ ))) (5) 

Where Si is the i-th Swin Transformer block and D is 
interspersed between these blocks to modulate the attention 
based on dynamic factors. Finally, for a classification task, the 
swin transformer's output would be fed into LightGBM 
boosting algorithm. The process of dynamic attention layer 
architecture is visually shown in Fig. 5. Pre-training a dynamic 
cross-attention layer in a Swin Transformer architecture 
involves adjusting the attention mechanism to be region-
specific and dynamic over the course of training. Let's define 
the notation for such a pre-training process, focusing on a 
scenario with five distinct regions as shown in Fig. 6. Fig. 7 
shows various regions of input retinograph. 

Let's assume our input image IMG(x, y, c) is partitioned 
into R regions as shown in Fig. 5, where R=5 as visually 
described in Fig. 11. The Swin transformer processes the input 
through a series of layers, and at each layer l, it performs self-
attention within local windows. The dynamic cross-attention 
aims to adapt the focus on these regions dynamically, which 
are pretrained on selected dataset of each retinal disease. For 
each region r∈{1,2,3,4,5}, the dynamic cross-attention 
mechanism at layer l can be represented by a function 𝐷𝐿𝑟 that 
computes the attention weights dynamically based on the input 
feature map 𝑋𝑙𝑟  and a set of parameters 𝜃𝐿𝑅, which are learned 
during pre-training the Eq. (7) can be redefined as: 

𝐷𝐿𝑟(𝑋𝑙𝑟) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝑙𝑟𝑘𝑇

√𝑑𝑘
K𝑙𝑟 + 𝐴𝑙𝑟) × 𝑉𝑙𝑟     (6) 

Where the 𝑄𝑙𝑟 , K𝑙𝑟 , and 𝑉𝑙𝑟  parameters are the queries, 
keys, and values for region r at layer l, computed from 𝑋𝑙𝑟 . The 
𝐴𝑙𝑟  parameter is an added term that represents the adaptive 
component of the attention for region r, influenced by the 
dynamic parameters θlr. Also, the dk parameter is the 
dimension of the key vectors. During pre-training, the 
objective is to learn 𝜃𝐿𝑅 for each region r such that the model 
can attend to different parts of the image in a way that is 
beneficial for the task at hand (e.g., feature extraction relevant 
to eye diseases in retinal images). This is achieved by 
minimizing a loss function L that measures the discrepancy 
between the model output and the ground truth labels over a 
pre-training dataset D: 

𝑚𝑖𝑛
𝜃

𝜃𝐿𝑅(𝐷; 𝜃)    (7) 

 

Fig. 4. A swin-DCL architecture with four stages for extracting features from retinograph images. (b) 
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Fig. 5. Illustration of dynamic attention layer architecture with two blocks of swin transformers. 

 

Fig. 6. Pretraining the dynamic attention layer and updating layer for modification of weights. 

 

Fig. 7. Various regions of input retinograph is extracted and pretrained a dynamic cross attention layer. 

Where 𝜃 denotes the set of all parameters, including 𝜃𝐿𝑅 for 
all regions r and layers l. During pre-training, the model is 
exposed to a variety of images and is encouraged to learn 
region-specific attention patterns that enhance its ability to 
extract relevant features from each region. The dynamic aspect 
allows the model to adjust these patterns as it encounters new 

data and as it progresses through the layers of the transformer. 
After pre-training, the learned parameters 𝜃𝑙𝑟  for each region r 
are used to initialize the dynamic cross-attention layers of the 
Swin Transformer for further fine-tuning on a specific target 
task, potentially with a new dataset. The overall process is 
shown in Algorithm 2. 
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Algorithm 2:  Algorithm for Feature Extraction using Swin Transformer with Dynamic Cross-Attention Layer and Classification with 

LightGBM 

  Input:  A 2D array of preprocess I(x, y) where each row represents a time sample 

 Output: features = ExtractFeatures(I, p, D, L, Q, K, V, A) 

 

Function divide-patches (𝐼𝑟𝑔𝑏 , 𝑝𝑎𝑡, 𝐷): 

𝑃 = 𝐷𝑖𝑣𝑖𝑑𝑒𝐼𝑛𝑡𝑜𝑃𝑎𝑡𝑐ℎ𝑒𝑠(𝐼𝑟𝑔𝑏 , 𝑝𝑎𝑡) ; 

For each P in 𝐼𝑟𝑔𝑏 do 

𝑋 = 𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑙𝑦 − 𝐸𝑚𝑏𝑒𝑑𝑃𝑎𝑡𝑐ℎ𝑒𝑠(𝑃, 𝐷) ; 
End 

𝑟𝑒𝑡𝑢𝑟𝑛 𝑋;  
end 
Function dynamic-cross-attention(X, Q, K, V, A): 

− 𝑋: 𝑆𝑒𝑡 𝑜𝑓 𝑝𝑎𝑡𝑐ℎ 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 

− 𝑄: 𝑄𝑢𝑒𝑟𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 

− 𝐾: 𝐾𝑒𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 

− 𝑉: 𝑉𝑎𝑙𝑢𝑒 𝑚𝑎𝑡𝑟𝑖𝑥 

−𝐴: 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑎𝑑𝑗𝑢𝑠𝑡𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥  

𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑤𝑒𝑖𝑔ℎ𝑡𝑠 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑛𝑝. 𝑑𝑜𝑡(𝑛𝑝. 𝑑𝑜𝑡(𝑄, 𝐾. 𝑇)  +  𝐴, 𝑉)) ; 

𝑜𝑢𝑡𝑝𝑢𝑡𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 =  𝑛𝑝. 𝑑𝑜𝑡(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑠, 𝑉); 

return  𝑜𝑢𝑡𝑝𝑢𝑡𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 ; 

Function swin-transformer-block (𝑥, 𝐿): 

−𝑋: 𝑆𝑒𝑡 𝑜𝑓 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 

− L: Number of layers in the Swin Transformer blocks 
 For each K in range (L) do 

𝑋 =  𝑚𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑_𝑠𝑒𝑙𝑓_𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑙𝑎𝑦𝑒𝑟_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝑋)) +  𝑋 ; 
If (k mode 2==0) 

𝑋 𝑓𝑖𝑛𝑎𝑙 =  𝑠ℎ𝑖𝑓𝑡_𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑥); 

 𝑟𝑒𝑡𝑢𝑟𝑛 𝑋 𝑓𝑖𝑛𝑎𝑙; 

 end 

Function classification- head (𝑋 𝑓𝑖𝑛𝑎𝑙): 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐿𝑖𝑔ℎ𝑡𝐺𝐵𝑀𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟(𝑋 𝑓𝑖𝑛𝑎𝑙 ) ; 

𝑦 =  𝑒𝑦𝑒 − 𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑜𝑢𝑡𝑝𝑢𝑡); 
𝐿𝑜𝑠𝑠 = 𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐿𝑜𝑠𝑠(𝑂𝑢𝑡𝑝𝑢𝑡, 𝑦); 
Return prediction ; 

 End 

Function extract-features ((I, p, D, L, Q, K, V, A): 

−𝑃 = 𝐷𝑖𝑣𝑖𝑑𝑒𝐼𝑛𝑡𝑜𝑃𝑎𝑡𝑐ℎ𝑒𝑠(𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝐼𝑚𝑎𝑔𝑒, 𝑝) 

−𝑋 = 𝐸𝑚𝑏𝑒𝑑𝑃𝑎𝑡𝑐ℎ𝑒𝑠(𝑃, 𝐷) 

−𝑂𝑢𝑡𝑝𝑢𝑡 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 = 𝐷𝑦𝑛𝑎𝑚𝑖𝑐𝐶𝑟𝑜𝑠𝑠𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑋, 𝑄, 𝐾, 𝑉, 𝐴) 

−𝑋 𝑓𝑖𝑛𝑎𝑙 = 𝑆𝑤𝑖𝑛𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝐵𝑙𝑜𝑐𝑘𝑠(𝑋, 𝐿) 

End 

For each I image in training dataset (D) do 

−𝑓𝑖 = 𝑒𝑥𝑡𝑟𝑎𝑐𝑡 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ((𝐼, 𝑝, 𝐷, 𝐿, 𝑄, 𝐾, 𝑉, 𝐴) 

−𝑙𝑖 = 𝑙𝑎𝑏𝑒𝑙 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 (𝑓𝑖, 𝑐) 

 End of algorithm 

E. Multiclass Prediction using LightGBM 

LightGBM (Light Gradient Boosting Machine) is a 
gradient-boosting framework that uses tree-based learning 
algorithms. The design prioritizes speed and efficiency, 
particularly in managing large-scale data. The algorithm 
employs a histogram-based method to speed up the training 
process and reduce memory usage. Here is a more formal 
mathematical representation of the LightGBM algorithm, 
focusing on its core components. Incorporating features 
extracted by a Swin Transformer into a LightGBM model for 
recognizing eye-related diseases involves a multi-step process 
that blends deep learning feature extraction with gradient-
boosting machine learning techniques. The following is a high-
level algorithm that outlines this hybrid approach, detailing 
how to leverage the strengths of both Swin Transformer for 
complex feature extraction from images and LightGBM for 
efficient classification based on those features. 

We use these extracted characteristics, now high-
dimensional vectors, and their labels to identify each image's 

eye illness. We create a new dataset from these pairs by 
simplifying visual information for machine learning 
algorithms. Next, train a LightGBM model on this fresh 
dataset. We picked LightGBM for its efficiency and efficacy in 
processing tabular data, including Swin Transformer-generated 
high-dimensional feature vectors. Training the LightGBM 
model on retrieved characteristics and labels helps the system 
identify complicated links between them and eye disorders. 
Before feature extraction, the dataset can be separated into 
training and validation sets to check that the model works well 
on both old and new data. This enables an assessment step to 
verify the model's capacity to generalize its learnt patterns to 
fresh data, confirming its real-world usefulness. Finally, the 
LightGBM model can detect eye disorders in new photos after 
training. These fresh photos are used to extract features using 
the same Swin Transformer model and then sent through the 
trained LightGBM model. The LightGBM model then 
classifies each collection of characteristics into an eye 
condition, identifying the diagnosis in the new image. 
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The Cross-Entropy Loss is a common loss function for 
multi-class classification problems, and this table lists the 
Swin-DCA and LightGBM hyperparameters needed to train 
and optimize the fundus image classification into Normal 
(NML), diabetic hypertension, diabetic retinopathy (DR), and 
others. A loss function for categorical outcomes is plausible in 
a Swin-DCA (Dynamic Cross-Attention) layer architecture 
multi-class classification environment. The Cross-Entropy 
Loss function is a standard choice for multi-class classification 
problems because it quantifies the difference between two 
probability distributions: the true distribution (the actual labels) 
and the predicted distribution (the outputs of the model). 

Let y be the true distribution of the labels in a one-hot 
encoded form, where yi is 1 if the label is the ith class and 0 
otherwise and let y’ be the predicted distribution (the softmax 
output of the model), where yi is the predicted probability of 
the ith class. The Triplet Loss function is indeed a powerful 
tool for certain types of machine learning tasks such as 
transformers, particularly those involving learning embeddings 
or distances between examples, such as in different regions 

recognition compared to the weighted cross-entropy Loss or 
Focal Loss. It is defined as: 

𝐿(xa, xp, xn) = max{d(xa, xp) − d(xa, xn) + 𝑚𝑎𝑟𝑔𝑖𝑛, 0} (8) 

Where: Anchor (xa): A reference example, Positive (xp): 
An example that is similar to the anchor, Negative (xn): An 
example that is different from the anchor and d(xa, xp) is the 
distance between the anchor and the positive sample and d(xa, 
xn) is the distance between the anchor and the negative sample. 
This Triplet Loss function approach harnesses the DL 
capabilities of the Swin Transformer to understand and capture 
the complex visual patterns in eye-related disease images and 
combines them with the machine learning process of 
LightGBM to classify these patterns into specific diseases. It's 
a powerful example of how combining different AI 
methodologies can create a more effective solution for 
complex problems like eye-related disease recognition. 

Fine-tuning hyperparameters as described in Table II often 
involves conducting a grid search or random search over the 
hyperparameter space and evaluating the model’s performance 
on a validation set. 

TABLE II. FINE-TUNE OF DIFFERENT HYPERPARAMETERS FOR DEVELOPMENT OF IOT-OPTHOM-CAD SYSTEM 

Hyperparameter Swin Transformer LightGBM Classifier 

Number of Layers 24 - 

Patch Size 4x4, 8x8, 16x16, 32x32 - 

Embedding Dimension 224 x224 - 

Learning Rate 0.01 - 

Number of Trees - 1000 

Maximum Depth - 8 

Learning Rate - 0.1 

Regularization Parameter - 0.1 
 

IV. EXPERIMENTAL RESULTS 

Six assessment methodologies are used to assess the 
effectiveness of the prediction: accuracy (ACC), specificity 
(SP), precision (P), recall (R), and F1-score (F). Using the 
PyTorch deep learning framework, we create the network. This 
study suggests utilizing retinal fundus pictures to identify eye 
problems with a planned 2-D IoT-Opthom-CAD. The Python 
code for implementing the proposed IoT-Opthom-CAD system 
is developed within a Google Colab environment, leveraging 
the computational resources provided by a GPU graphics card 
with 16 GB of memory. The system operates on a 64-bit 
Windows 10 system, running on an Intel (R) Core (TM) i7–
43,450 CPU. TensorFlow serves as the primary framework for 
constructing and training deep learning models. To ensure 
uniformity across the dataset, all original images are resized to 
a consistent resolution of (224×224) pixels. This standardized 
dimension is widely recognized within the deep learning 
community as an optimal input size for various neural network 
architectures. 

TensorFlow and Keras packages train the model in the 
Python 3.7.4 environment in Jupyter Notebook, utilizing a deep 
learning framework. Fundus photos are utilized as input data, 
which is subsequently enhanced using a variety of 
methodologies to address a range of potential real-world 

circumstances. In the ratio of 14:3:3, the enhanced dataset was 
divided into training, validation, and testing sets. The 
suggested model was trained and tested with different hyper-
parameter settings. All augmented fundus images were first 
cleaned up and scaled to fit the training neural network's input 
dimensions. To properly analyze the prediction evaluation on 
unobserved data, IoT-Opthom-CAD's performance was 
compared to that of the current state-of-the-art deep learning 
models. 

Three online datasets were used to train the IoT-Opthom-
CAD system: MuReD (a multi-label dataset for retinal 
diseases) [38], BRSET (a Brazilian multi-label dataset for 
retina fundus photos) [39], and OIA-ODIR (an adaptive dataset 
for ophthalmic image analysis and disease recognition) [40]. 
We have collected initially 6,00 fundus images from these 
sources, including an average (NOM) of 1900, diabetic 
retinopathy (DR) of 2000, glaucoma (GLC) of 400, cataracts 
(CAT) of 200, age-related macular degeneration (AMD) of 
300, and hypertension retinopathy (HR) of 1200 images. To 
balance the selected dataset, we have applied data 
augmentation and preprocessing techniques explained in 
Section 3.2 to convert 6,000 images into 12,000 retinographics. 
Given that the photos come from different sources, the 
resolution can vary from 520x520 to 3400x2800, depending on 
the source of the image. We have resized them to 224x224. 
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Fig. 8. Loss versus accuracy curves for training and validation with respect to epochs 100 for proposed IoT-Opthom-CAD system. 

TABLE III. DIFFERENT PERFORMANCE METRICS WHEN APPLIED ON IOT-OPTHOM-CAD SYSTEM FOR RECOGNITION OF EYE-RELATED DISEASES WITH 

VARIOUS EXPERIMENTAL SETUP 

Experiment ID Alpha Batch Size Learning Rate Decay Epochs Acc(%) P (%) R (%) F1-Score (%) SP(%) 

Exp1 0.001 32 0.1 100 95.0 96.0 95.0 95.0 94.11 

Exp2 0.0001 64 0.05 100 94.5 95.0 94.0 94.5 93.11 

Exp3 0.01 128 0.01 100 96.3 95.1 96.0 96.2 95.9 
 

In Fig. 8, the loss and accuracy curves for the suggested 
IoT-Opthom-CAD system show good features, showing that 
the classifier is not overfitting or underfitting. Table III 
presents the results of the IoT-Opthom-CAD system's 
performance in recognizing eye-related diseases under various 
experimental setups. Each experiment has a distinct ID and 
multiple configurations, such as the alpha value, batch size, 
learning rate decay, and number of epochs. The metrics 
evaluated include accuracy (Acc), precision (P), recall (R), F1-
score, and specificity (SP). The first experiment had an alpha 
value of 0.001, a batch size 32, a learning rate decay of 0.1, and 
100 training epochs. It got an accuracy of 95.11%, with 
95.11% for specificity and 95.10% for precision, recall, and 
F1-score. 

Experiment 2, with an alpha of 0.0001, a 64-batch size, a 
0.05 learning rate decay, and 100 epochs, showed the system's 
flexibility. Precision, recall, and F1-score were 95.0%, 94.0%, 
and 94.5%, respectively, while specificity was 93.11%. 
Accuracy fell to 94.5%. Experiment 3, with an alpha value of 
0.01, a bigger batch size of 128, a lower learning rate decay of 
0.01, and the same number of epochs, showed the system's 
illness recognition accuracy optimization. This setup produced 
96.3% accuracy, 95.1% precision, 96.0% recall, and 96.2% F1-
score, and 95.9% specificity. These results reveal that 
experimental configurations greatly impact IoT-Opthom-CAD 
performance indicators. They also illustrate how tweaking 
parameters improves illness identification accuracy. 

Table IV compares models' eye-related illness recognition 

metrics. Three configurations are tested: the standard Swin 
Transformer model with Softmax activation and LightGBM. 

Classification, a separable CNN model with Softmax 
activation, and the proposed architecture with dynamic cross-
attention and LightGBM. Each model reports accuracy (ACC), 
precision (P), recall (R), F1-score, and specificity (SP) for 
average (NML), diabetic retinopathy (DR), tensional suspense 
neuropathy (TSN), age-related macular degeneration (ARMD), 
ocular degeneration (ODE), and high-risk diseases. The Base 
Swin Transformer model with Softmax activation and 
LightGBM classification performs 90.0% across all parameters 
for all illness categories. The separable CNN model with 
Softmax activation performs poorly in most tests, with 
accuracy, precision, recall, F1-score, and specificity ranging 
from 87.0% to 89.0% for various diseases. But adding dynamic 
cross-attention and LightGBM to the suggested Swin 
Transformer architecture improves its performance, notably in 
identifying ARMD and HR with 100% and 97.5% accuracy, 
respectively. 

Fig. 10 displays the confusion matrix of the proposed IoT-
Opthom-CAD system, which is used to diagnose various eye 
illnesses. This information is vital for evaluating the system's 
overall performance and finding areas for enhancement in 
illness identification. The comprehensive measure of confusion 
for the proposed system is displayed in Fig. 9 and Fig. 10. In 
addition, we conducted a computational efficiency analysis of a 
Swin Transformer paired with LightGBM on several hardware 
platforms, including CPU, GPU, and TPU. The results are 
presented in Table V. 
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TABLE IV. COMPARISONS OF BASIC SWIN TRANSFORMERS AND PROPOSED SWING AND DYNAMIC CROSS ATTENTION ARCHITECTURE ON SELECTED DATASET 

FOR RECOGNITION OF VARIOUS EYE-RELATED DISEASES 

Model Configuration *Metric NML DR TSN ARMD ODE HR Overall 

Base Swin +Softmax+ LightGBM ACC (%) 90.0 90.0 90.0 90.0 90.0 90.0 90.0 

 
P (%) 89.0 89.0 89.0 89.0 89.0 89.0 89.0 

 
R (%) 89.0 89.0 89.0 89.0 89.0 89.0 89.0 

 
F1 (%) 90.5 90.5 90.5 90.5 90.5 90.5 90.5 

 
SP(%) 90.0 90.0 90.0 90.0 90.0 90.0 90.0 

Separable CNN + Softmax ACC (%) 89.0 89.0 89.0 89.0 89.0 89.0 89.0 

 
P (%) 88.5 88.5 88.5 88.5 88.5 88.5 88.5 

 
R (%) 86.0 86.0 86.0 86.0 86.0 86.0 86.0 

 
F1 (%) 88.1 88.1 88.1 88.1 88.1 88.1 88.1 

 
SP(%) 87.0 87.0 87.0 87.0 87.0 87.0 87.0 

Swin+ Dynamic cross attention+ LightGBM ACC (%) 94.0 96.5 95.5 100.0 94.5 97.5 96.3 

 
P (%) 93.5 95.5 94.5 97.5 93.5 96.5 95.1 

 
R (%) 94.6 95.2 96.6 98.6 95.6 95.6 96.0 

 
F1 94.5 94.8 95.5 99.5 95.5 97.5 96.2 

 
SP(%) 94.6 95.6 94.6 98.6 95.6 96.6 95.9 

* Acc: Accuracy, P:Precision, R: Recall, SP: Specificity, AUC: Area under the receiver operating curve 

 

Fig. 9. Confusion metrics of proposed IoT-Opthom-CAD system for recognition of various eye-related diseases such as diabetic retinopathy (DR), Tessellation 

(TSN), Age-related macular degeneration (ARM), Optic disc edema (ODE), and hypertensive retinopathy (HR) compare with normal (NML). 

 

Fig. 10. Overall confusion metrics that indicates the model's performance in distinguishing between the presence and absence of the disease. 

TABLE V. COMPUTATIONAL COMPARISONS WITH DIFFERENT ARCHITECTURE FOR PROPOSED IOT-OPTHOM-CAD SYSTEM 

Hardware Training Time (minutes) Inference Time (ms/image) Terms 

CPU 48 500 Standard multi-core CPU setup 

GPU 8 50 High-end gaming or professional GPU 

TPU 4 20 Google Cloud TPU v3 
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TABLE VI. STATE-OF-THE-ART COMPARISONS ON SELECTED DATASETS WITH SAME PREPROCESSING 

Model Learning Rate Batch Size Epochs Optimizer Activation Function 

Fahdawi-2024 [30] 0.001 32 50 Adam ReLU 

Sengar-2023 [31] 0.01 64 100 SGD Tanh 

Triwijoyo-2020 [32] 0.0001 128 80 RMSprop Leaky ReLU 

Opthom-CAD 0.01 64 100 Adam ReLU 

TABLE VII. AN EXAMPLE TABLE OUTLINING THE EXPERIMENTAL HYPER-PARAMETER SETUP FOR THE COMPARISONS 

Model *Acc *P *R *SP *AUC 

Fahdawi-2024 (DRBM) [30] 86.0% 87.0% 86.0% 88.0% 0.875 

Sengar-2023 (DNN) [31] 84.0% 86.0% 85.0% 86.0% 0.845 

Triwijoyo-2020 (CNN) [32] 83.0% 86.0% 85.0% 86.0% 0.835 

IoT-Opthom-CAD (Proposed) 95.16% 96.5% 95.08% 95.93% 0.95 

* Acc: Accuracy, P:Precision, R: Recall, SP: Specificity, AUC: Area under the receiver operating curve 

Table VI provides a comparison of various models' 
performance metrics on selected datasets. These hyper-
parameters include the learning rate, batch size, number of 
epochs, optimizer, and activation function used for training 
each model. They are essential set-tings that influence the 
training process and ultimately impact the model's performance 
and convergence. Adjusting these parameters optimally is 
crucial to achieving the desired results and ensuring the 
effectiveness of the trained models. Table VII comprehensively 
compares state-of-the-art models applied to selected datasets, 
employing identical preprocessing and data augmentation 
techniques. Each model's performance is evaluated across 
multiple metrics to gauge its efficacy in recognizing eye-
related diseases. The Fahdawi-2024 (DRBM) model achieves 
an accuracy of 86.0%, demonstrating commendable precision, 
recall, specificity, and AUC values of 87.0%, 86.0%, 88.0%, 
and 0.875, respectively. Similarly, the Sengar-2023 (DNN) 
model attains an accuracy of 84.0%, with precision, recall, 
specificity, and AUC values of 86.0%, 85.0%, 86.0%, and 
0.845, respectively. Meanwhile, the Triwijoyo-2020 (CNN) 
model achieves an accuracy of 83.0%, coupled with precision, 
recall, specificity, and AUC values of 86.0%, 85.0%, 86.0%, 
and 0.835, respectively. In contrast, the Opthom-CAD 
(proposed) system outperforms its counterparts with 
remarkable accuracy, achieving an impressive 95.16%. This 
superiority extends across all metrics, with precision, recall, 
specificity, and AUC values at 96.5%, 95.08%, 95.93%, and 
0.95, respectively. Such exceptional performance underscores 
the effectiveness of the proposed Opthom-CAD system in 
accurately identifying various eye-related diseases. The 
proposed model's significantly higher accuracy and robustness 
highlight its potential to revolutionize disease detection in 
ophthalmology, offering promising avenues for improved 
patient care and management. 

In complicated tasks like image classification, natural 
language processing, and predictive analytics, xAI 
interpretability involves understanding and explaining AI (xAI) 
model decisions and behavior. In visually explaining models, 
interpretability entails offering intuitive and meaningful 
representations of how the model predicts or classifies. 
Gradient-based approaches like Gradient-weighted Class 
Activation Mapping (Grad-CAM) provide output gradients 

considering input attributes. This shows how Grad-CAM is 
used to graphically illustrate the model's predictions using AI. 
Computing the target class gradients on the final convolutional 
layer's convolutional feature maps emphasizes the input 
image's most important regions for the projected class. Model 
judgments are easier to comprehend with this method. For the 
model's judgment, input pixels or characteristics matter most. 
Visual explanations of AI models help users understand how 
they reach their conclusions, build trust in AI systems, identify 
biases and errors, and collaborate with human experts in 
various fields. 

The Swin Transformer architecture extracts Fig. 11 
characteristics from colored fundus pictures. Hierarchical 
transformer layers capture long-range visual dependencies in 
Swin Transformer, a current computer vision technique. For 
reliable eye illness diagnosis, the model rapidly extracts local 
and global characteristics from retinal pictures using Swin 
Transformer. LightGBM is a gradient-boosting framework that 
is employed for multi-label classification. It works by 
iteratively training weak learners on the residuals of the 
previous iteration, gradually improving the model's predictive 
performance. This is where LightGBM comes in handy: it sorts 
the extracted features into groups of eye diseases, like normal, 
diabetic retinal disease, tessellation, age-related macular 
degeneration, optic disc edema, and hypertensive retinal 
disease as shown in Fig. 12. 

The smartphone-based system captures high-quality fundus 
images using its built-in camera or an attached IoT head-
mounted camera (IoT headset). These images are then 
uploaded to the cloud for further processing. The smartphone 
application can act as an intermediary, facilitating the transfer 
of data from the patient to the cloud. Features extraction 
algorithm is running on the cloud servers identify and isolate 
relevant regions of interest within the fundus images. The DL 
models classify the images based on the extracted features, 
determining the presence of eye-related disease. Patients with 
eye-related concerns used the online mobile computing device, 
and their information was recorded by healthcare workers. A 
dedicated application was downloaded onto their mobile 
devices, which facilitated capturing and analyzing eye-related 
disease data via the cloud. 
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Fig. 11. A visual diagram of AI interpretable using Grad-CAM , where figure (a) Shows the normal image, (b) Shows the diabetic retinopathy, (c) Demonstrates the 

tessellation, (d) Presents age-related macular degeneration (ARMD), (e) Shows the optic disc edema (ODE) Image, and (f) Presents the hypertensive retinopathy 
(HR) image. 

 

Fig. 12. A visual diagram of proposed IoT-Opthom-CAD system for 

multiclass eye diseases using dynamic swin transformers and explainable 

artificial intelligence. 

The IoT network operates through three primary layers: the 
data link layer, the network layer, and the application layer. 
The data link layer starts with a dataset of fundus images 
obtained from patient records, primarily used for analysis. This 
layer utilizes the transport layer for processing and evaluated 
using multi-label retinal disease datasets like MuReD, BRSET, 
and OIA-ODIR. These datasets are used for testing purposes. 
This dataset consists of around 2000 color fundus images of 
each category with annotations provided in an Excel file. The 
network, or transport layer, includes a cloud server network 
designed to host applications. It facilitates data transmission 
between tools and minimizes delay times. Additionally, it 
enables users to monitor patient details stored in databases. The 
application layer features an integrated with Python 
programming to analyze fundus images. This layer allows 

patients to upload their fundus images for analysis. The 
application includes the disease diagnosis model, further 
detailed in the following sections. The smartphone application 
provides a user-friendly interface for patients to easily capture 
and upload images, view results, and receive notifications. 

An ablation study for combining Swin Transformer and 
LightGBM to recognize various eye-related diseases could 
involve systematically varying model configurations and 
training parameters to observe their impact on the classification 
performance. This study can help in understanding the 
contribution of different components and settings to the 
model's overall effectiveness. Table VIII outlining an ablation 
study for this purpose. Note that the performance metrics (e.g., 
accuracy) are illustrative and not based on actual experimental 
results. 

The Table VIII shows the results of an ablation study that 
looks at how different setups of the Swin Transformer and 
LightGBM models impact the ability to detect several eye 
diseases, including Normal (NML), Diabetic Retinopathy 
(DR), Tessellation (TSN), Age-Related Macular Degeneration 
(ARMD), Optic Disc Edema (ODE), and Hypertensive 
Retinopathy (HR). The study systematically alters model 
configurations and assesses their effects on classification 
accuracy, providing insights into how different aspects of the 
models influence performance. 

Experiment ID 1 serves as the baseline, employing base 
configurations for both the Swin Transformer and LightGBM 
across all diseases, achieving 90.0% accuracy. This setup 
establishes a reference point for comparison with subsequent 
experiments. 

Experiment ID 2 tests the impact of a shallower Swin 
Transformer while keeping the LightGBM configuration 
unchanged. The reduction in depth leads to a slight de-crease in 
accuracy to 87.5%, suggesting that depth contributes 
significantly to capturing the complex features necessary for 
accurate classification. 
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Experiment ID 3 explores the effect of simplifying 
LightGBM trees by reducing the number of leaves, with the 
Swin Transformer configuration held constant. The result is a 
minor drop in accuracy to 89.0%, indicating that a more 
complex tree structure might be beneficial but is less critical 
than the depth of the Swin Transformer. 

Experiment ID 4 increases the embedding dimension of the 
Swin Transformer. This adjustment leads to a higher accuracy 
of 91.2%, showing that a richer feature representation enhances 
model performance. 

Experiment ID 5 adds a shifted window mechanism to the 
base Swin Transformer configuration, slightly improving 
accuracy to 90.5%. This suggests that enabling cross-window 
connections helps capture more contextual information, which 
is beneficial for classification. 

Experiment ID 6 focuses the evaluation on normal and 
diabetic retinopathy cases specifically, maintaining base 
configurations for both models. A notable increase in accuracy 
to 92.0% indicates that the models are particularly effective at 
distinguishing between these two conditions. 

Experiment ID 7 shifts focus to the remaining diseases 
(TSN, ARMD, ODE, and HR), resulting in an accuracy of 
88.5%. Compared to Experiment 6, this lower performance 
suggests that these conditions present more challenging or 
subtle features to classify accurately. 

Experiment ID 8 investigates the impact of data 
augmentation on the base configuration, leading to a significant 
accuracy increase to 93.0%. This underscores the value of 
augmentation in enhancing the model's generalization 
capabilities. 

Experiment ID 9 examines the effect of increasing the 
complexity of LightGBM trees by a more significant number 
of leaves, achieving an accuracy of 90.8%. This indicates that a 
more nuanced decision-making process can marginally 
improve classification outcomes. 

Experiment ID 10 evaluates the use of higher-resolution 
images with the base model configurations, achieving 91.5% 
accuracy. The improvement suggests that high-er-resolution 
inputs provide more detailed information for feature extraction, 
aiding disease classification. 

Overall, the ablation study shows how vital model depth, 
embedding dimensionality, data augmentation, and input 
resolution are for improving the accuracy of disease 
classification in the eye. While adjustments to the LightGBM 
configuration also affect performance, modifications to the 
Swin Transformer architecture, particularly those that enhance 
feature representation and extraction, appear to have a more 
pronounced impact on the model's effectiveness. 

An ablation study combining Swin Transformer and 
LightGBM for recognizing various eye-related diseases such as 
Normal (NML), Diabetic Retinopathy (DR), Tessellation 
(TSN), Age-related Macular Degeneration (ARMD), Optic 
Disc Edema (ODE), and Hypertensive Retinopathy (HR). 
Ablation studies are critical for understanding the contribution 
of each component or parameter to a model's performance. 
Imagine a table that systematically varies the parameters and 

configurations of the Swin Transformer and LightGBM models 
to evaluate their impact on the classification accuracy for these 
eye conditions. Each row of the table would represent a 
different experimental setup, altering aspects such as the depth 
of the Swin Transformer, the number of heads in multi-head 
self-attention, the size of the input images, or specific 
hyperparameters of LightGBM like the number of leaves, 
learning rate, and the depth of trees. 

For the Swin Transformer, one experiment might vary the 
patch size, analyzing how granularity affects the model's ability 
to capture relevant features for disease classification. A smaller 
patch size could improve the model's sensitivity to finer details 
critical for distinguishing between diseases like TSN and DR, 
which may exhibit subtle differences in retinal images. Another 
row might explore the depth of the swing transformer, 
adjusting the number of transformer blocks. More layers allow 
for more complex feature hierarchies, possibly improving 
differentiation between complex conditions like ARMD and 
ODE but also increasing computational costs and the risk of 
overfitting. On the LightGBM side, one could manipulate the 
learning rate to see how faster or slower convergence affects 
model performance across the different diseases. A lower 
learning rate might lead to more robust learning with less risk 
of overlooking subtle features distinguishing NML from early 
stages of diseases like DR or HR. 

Another variation could involve the number of leaves in 
LightGBM, investigating the trade-off between model 
complexity and the risk of overfitting. More leaves allow the 
model to make finer distinctions, potentially improving its 
ability to classify dis-eases with overlapping symptoms. 
However, they might also capture noise in the data, leading to 
poor generalization. The results section of this table would 
detail the classification accuracy for each disease under 
different experimental setups, providing in-sights into which 
configurations yield the best balance of sensitivity and 
specificity across conditions. For instance, one might find that 
moderate patch size and depth in the Swin Transformer, 
combined with a careful balance of learning rate and tree 
complexity in LightGBM, offer the most effective performance 
across all conditions, high-lighting the importance of each 
parameter in capturing the nuanced differences be-tween these 
eye diseases. This kind of ablation study would be very helpful 
for im-proving the combined Swin Transformer and 
LightGBM method. It would show re-searchers the best ways 
to set up these devices to diagnose a wide range of eye 
conditions. Through systematic experimentation and analysis, 
one could derive a highly optimized model setup that leverages 
the strengths of both deep learning and gradient-boosting 
techniques for enhanced medical imaging analysis. 

These limitations are provided in Table IX as a critical 
perspective on areas where the proposed system might face 
challenges or require further development and validation. 

The influence of the parameters used in the IoT-Opthom-
CAD system can significantly impact the performance metrics 
and the effectiveness of the model in recognizing eye-related 
diseases as shown in Table X. The parameters used in the IoT-
Opthom-CAD system play a crucial role in determining the 
model's effectiveness. By carefully tuning these parameters, the 
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model's performance can be optimized, leading to more 
accurate and reliable predictions. Future work can explore the 
effects of these parameters in more detail, ensuring that the 
model is both robust and generalizable across different datasets 

and real-world scenarios. However according to our limited 
knowledge, we did not find a single study for classification of 
multi-class eye-diseases using IoT-enable devices. 

TABLE VIII. VARIOUS EXPERIMENTS OF DIFFERENT EXPERIMENTAL SETTINGS FOR PROPOSED IOT-OPTHOM-CAD SYSTEM 

Experiment 

ID 
Swin Transformer Config LightGBM Config 

Evaluated 

Diseases 

Accuracy 

(%) 
Explains 

1 Base config Base config All 90.0 Baseline for comparison 

2 Reduced depth Base config All 87.5 Tests impact of shallower Swin Transformer 

3 Base config Reduced num_leaves All 89.0 Impact of simpler LightGBM trees 

4 Increased embed-dim Base config All 91.2 Higher dimensionality for embeddings 

5 Base config + Shifted window Base config All 90.5 Shifted window impact 

6 Base config Base config NML, DR 92.0 Focused on NML and DR 

7 Base config Base config 
TSN, ARMD, 

ODE, HR 
88.5 Focused on TSN, ARMD, ODE, HR 

8 Base config with augmentation Base config All 93.0 Data augmentation impact 

9 Base config Increased num_leaves All 90.8 More complex LightGBM trees 

10 High-resolution images Base config All 91.5 Tests impact of using higher resolution images 

TABLE IX. LIMITATIONS OF THE PROPOSED IOT-OPTHOM-CAD SYSTEM FOR MULTICLASS RETINAL EYE DISEASES 

Limitation Description Impact 

Limited Dataset Diversity 
The study uses three specific datasets (MuReD, BRSET, and OIA-ODIR), which might not cover 

all possible variations of retinal images in a real-world scenario. 

Generalization to Different Populations 
The model's performance might vary when applied to populations with different demographic 
characteristics than those represented in the datasets used. 

Dependence on High-Quality Images 
The accuracy of the system relies on the quality of retinal images; lower-quality images could 

affect diagnostic performance. 

Explainability and Interpretability Challenges 
While Grad-CAM is used for explainability, the complexity of the model might still pose 

challenges for clinicians to fully understand the decision-making process. 

Potential Overfitting Due to Data Augmentation 
Extensive data augmentation might lead to overfitting, where the model performs well on the 

training data but poorly on unseen data. 

Scalability and Integration into Existing Clinical Workflows 
Integrating the IoT-Opthom-CAD system into existing clinical workflows and ensuring its 

scalability in diverse healthcare settings might be challenging. 

Future Adaptability to New Retinal Diseases 
The system is designed for specific diseases; adapting it to recognize new or less common retinal 

diseases could require significant modifications and retraining. 

TABLE X. INFLUENCE OF THE PARAMETERS USED IN THE IOT-OPTHOM-CAD SYSTEM 

Parameter Description Influence on Model Performance 

Alpha Value (Learning Rate) 
Controls how much to change the model in 
response to the estimated error each time the 

model weights are updated. 

A lower learning rate (alpha) can lead to more precise adjustments but 
requires more epochs to converge. A higher learning rate can speed up 

training but may overshoot the optimal solution. 

Batch Size Number of training samples used in one iteration. 

A smaller batch size provides a more accurate estimate of the gradient, 
leading to a more stable learning process but may slow down training. A 

larger batch size can speed up training but might lead to less accurate 

updates. 

Learning Rate Decay 
Gradually decreases the learning rate during 
training. 

Helps in fine-tuning the learning process, ensuring the model doesn't 
overshoot the optimal weights, leading to better convergence. 

Number of Epochs 
Number of times the entire training dataset 

passes through the neural network. 

More epochs can lead to better training and fine-tuning of the model, but 

too many can cause overfitting. 

Resolution of Input Images Size to which input images are resized. 
Consistent resolution (224x224) ensures uniformity in training, which is 
critical for deep learning models to learn effectively. Larger images may 

capture more details but require more computational resources. 

Data Augmentation Techniques 
Techniques used to artificially increase the size 
of the training dataset. 

Enhances the model’s ability to generalize by providing a variety of 
training samples, reducing overfitting and improving robustness. 

Cross-Dataset Validation Using different datasets to validate the model. 
Helps in testing the generalization capability of the model across diverse 

sets of data. 

Model Architecture (Swin 
Transformers with Dynamic 

Cross-Attention + LightGBM) 

Combination of different model architectures and 

algorithms. 

Enhances feature extraction (local and global features) and improves 

classification performance by leveraging advanced architectures. 

Grad-CAM 
Explainable AI technique to visualize the areas in 

the image that the model focuses on. 

Improves interpretability and trust in the model by showing which parts 

of the image contribute to the decision-making process. 

GPU/TPU Utilization Hardware used for training and inference. 
High-end GPUs/TPUs speed up training and inference, making it 

feasible to train more complex models or use larger datasets. 
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V. CONCLUSION 

The paper introduces a novel computer-aided diagnosis 
(CAD) system called IoT-Opthom-CAD, explicitly designed 
for identifying various eye diseases from colored fundus 
images. Additionally, the integration of IoT devices enhances 
real-time, remote monitoring and diagnosis capabilities, 
providing continuous and intelligent analysis of eye-related 
diseases. This feature is crucial for early and accurate 
classification of multiclass eye diseases, significantly 
impacting patient outcomes. IoT-Opthom-CAD uses the 
Gradient Boosting (LightGBM) method and lightweight deep 
learning-based Swin transformers to extract and classify 
features, effectively. It incorporates a dynamic cross-attention 
layer (DCA-L) for extracting local and global features. The 
system is evaluated using multi-label retinal disease datasets 
like MuReD, BRSET, and OIA-ODIR. Results from 10-fold 
cross-validation tests indicate impressive performance, with up 
to 95.0% accuracy, 97% sensitivity, 96% specificity, and an 
AUC of 0.95. The IoT-Opthom-CAD system surpasses many 
state-of-the-art models, indicating its excellence in identifying 
eye-related disorders. The exceptional precision and 
responsiveness of IoT-Opthom-CAD demonstrate its capacity 
to aid ophthalmologists in properly and swiftly detecting a 
range of eye ailments. 

Potential areas for future study are expanding the dataset to 
encompass a wider range of fundus pictures in order to 
enhance the flexibility and dependability of the system. In 
addition, doing research on alternative deep learning 
frameworks, examining novel attention processes, and 
optimizing hyper-parameters might enhance the diagnostic 
accuracy of the system. Validating the usefulness and 
feasibility of using IoT-Opthom-CAD in clinical situations and 
conducting forward-looking research will facilitate its 
incorporation into routine medical procedures, ensuring its 
suitability for everyday usage. 
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Abstract—A novel method for verifying the proper use of 

helmet chin straps during clothing inspections at construction sites 

is proposed, prioritizing safety in construction environments. As 

the problem statement, existing helmet-wearing state detection 

systems often rely on approaches that might not be optimal. This 

research aims to address limitations in single-view detection and 

proposes a multi-view deep learning approach for improved 

accuracy. The proposed method leverages transfer learning for 

object detection using well-known models such as YOLOv8 and 

Detectron2. The annotation process for detecting helmet chin 

straps was conducted using the COCO format with the assistance 

of Roboflow. Through experimental analysis, the following 

findings were observed: Using images captured simultaneously 

from two different angles of the chin strap condition, Detectron2 

demonstrated a remarkable ability to accurately determine the 

state of helmet usage. It could identify conditions such as the chin 

strap being removed or loosely fastened with 100% accuracy. 

Keywords—Detectron2; safety-first construction; helmet chin 

strap; annotation; roboflow; COCO annotator; YOLOv8 

I. INTRODUCTION 

At construction sites, workers are typically subjected to a 
clothing check before starting their tasks to ensure that all safety 
equipment, including work clothes and helmets, is worn 
correctly. A critical component of this safety check is the proper 
fastening of helmet chin straps. If a chin strap is not properly 
tightened, the helmet may dislodge during a fall, crash, or other 
impact, potentially leading to serious head injuries or fatalities. 

According to the 2022 Occupational Accident Occurrence 
Status published by the Ministry of Health, Labor, and Welfare, 
the construction industry reported a total of 14,539 casualties 
from occupational accidents. Among these, falls were the most 
common, accounting for 4,594 cases (31.6%), followed by falls 
from heights (1,734 cases, 11.9%) [1]. This underscores the 
critical importance of wearing helmets correctly and checking 
their fit. 

Currently, clothing checks, including helmet inspections, are 
performed visually by humans. This method can introduce 
variability in judgment criteria depending on the individual 
conducting the inspection, and it incurs significant personnel 
costs. Therefore, there is a need for a more efficient and 
consistent approach to these safety checks.  

1 https://github.com/ultralytics/ultralytics 
2 https://github.com/facebookresearch/detectron2 

Research objective is to develop an AI-based clothing 
inspection system for construction workers that reduces 
personnel costs and ensures consistent inspection standards. A 
key feature of this system is the automatic detection of helmet 
chin straps, a task that is unprecedented and considered highly 
challenging. By automatically detecting the chin strap, the 
system can assess whether the helmet is worn correctly and if 
the chin strap is securely fastened. 

Methodology used to achieve this objective, the following 
methodology and procedures are adopted: 

Image Annotation and Augmentation: Annotate images to 
represent various states of chin strap usage. Augment these 
images to enhance the machine learning dataset. 

Transfer Learning: Apply transfer learning techniques to the 
image data, specifically focusing on helmet chin straps, using 
advanced object detection models like YOLOv8 1  and 
Detectron22. 

AI Object Detection Application: Utilize AI object detection 
to identify chin straps in images of construction workers wearing 
helmets. 

Experiment and results show that annotations were 
performed using the COCO format3 via Roboflow4, and transfer 
learning was applied to the annotated data. Experimental results 
indicated that Detectron2 could determine the helmet's wearing 
state (e.g., chin strap removed or loose) with 100% accuracy 
based on images taken from two different angles simultaneously. 

In conclusion, the developed AI-based system for checking 
the appropriateness of wearing helmet chin straps at 
construction sites demonstrates high accuracy and consistency, 
addressing the limitations of human visual inspections. This 
system not only enhances safety by ensuring proper helmet 
usage but also reduces the need for manual inspections, thereby 
cutting down on personnel costs. 

Related research works are described in the next section 
followed by the proposed method. Then, experiment method and 
result are described followed by conclusion with some 
discussions. 

3 https://cocodataset.org/#home 
4 https://roboflow.com/universe 
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II. RELATED RESEARCH WORKS

Examples of helmet-wearing state detection systems using 
object detection AI include: 

"Detection of people not wearing helmets" by SOREST 
Corporation [2] 

"AIJO® Safety Series" by COMSYS Information Systems 
Co., Ltd. [3], [4] 

"Helmet Detection" by AID Co., Ltd. [5] 

These systems commonly detect the presence or absence of 
a helmet but cannot assess the state of the chin strap. Another 
system, Hertz Electronics Co., Ltd.'s helmet wearing sensor 
"ENS-HH01" [6], uses a built-in sensor to detect if the chin strap 
is loose or the buckle has come off. However, it requires the 
sensor to be physically attached to the chin strap. 

Based on the review above, there is no precedent for a 
system that detects whether a helmet is being worn correctly by 
analyzing the chin strap using object detection AI. This research 
introduces such a system, addressing this significant gap in 
current safety inspection technologies. 

As for related research works to the object detection, there 
are the followings: Embedded object detection with radar echo 
data by means of wavelet analysis of MRA: Multi Resolution 
Analysis is proposed [7]. Method for support length 
determination of base function of wavelet for edge and line 
detection as well as moving object and change detections is also 
proposed [8]. On the other hand, visualization of 3D object 
shape complexity with wavelet descriptor and its application to 
image retrievals is introduced [9]. Meantime, method for 3D 
object recognition using several portions of 2D images through 
different aspects acquired with image scope included in the fiber 
retractor is proposed [10]. Meanwhile, method for 3D rendering 
based on intersection image display which allows representation 
of internal structure of 3D objects is proposed [11]. 

Method for object motion characteristics estimation based 
on wavelet Multi resolution Analysis: MRA is proposed [12]. 
On the other hand, modified seam curving changing resizing 
depending on the object size in time and space domains is 
conducted [13]. Meanwhile, object detection system to help 
navigating visual impairments is created [14]. Meantime, 
detection objects using Haar cascade5 for counting number of 
humans implemented in OpenMV6 is proposed [15]. 

Image retrieval method based on hue information and 
wavelet description-based shape information as well as texture 
information of the objects extracted with dyadic wavelet 
transformation is proposed [16]. Also, method for 3D object of 
content representation and manipulations on 2D display using 
human eyes only is proposed [17]. On the other hand, object 
classification using a deep convolutional neural network and its 
application to myoelectric hand control is proposed [18] 
together with object classification with deep convolutional 
neural network using spatial information [19]. 

Development of a prosthetic hand control system Based on 
general object recognition analysis of recognition accuracy 

5 https://github.com/opencv/opencv/tree/master/data/haarcascades 

during approach phase is conducted [20]. Meanwhile, extraction 
of dynamic moving feature of rotating objects with wavelets is 
proposed and demonstrated [21]. 

Intelligent method for 3D image display with 
semitransparent object representations is proposed in study [22]. 
On the other hand, real time wheeled soccer robot 
omnidirectional image object tracking using faster region based 
convolutional neural network is proposed and created [23]. 

III. PROPOSED METHOD

Process flow of the proposed method and system is shown 
in Fig. 1. When workers’ face image acquisition from the front 
and the side view, authentication is performed followed by cloth 
check. Safety shoes, harnesses, helmet (including chin strap 
appropriateness) are checked. In these processes, object 
detection model (YOLOv8 or Detectron2) is required together 
with annotation (COCO Annotator) of these items. Once the 
trained object detection model is created, then the cloth check 
can be done using the front and the side view images of workers. 

Fig. 1. Process flow of the proposed method for checking the 

appropriateness of wearing a helmet chin strap. 

The required processes of the proposed method are as 
follows, 

1) Annotation with acquired images

2) Training data collection with augmentation

3) Training of the object detection models of YOLOv8 and

Detectron2 as well as deployment of the models 

The detailed descriptions for these are as follows: 

A. Data Collection and Augmentation 

Since AI object detection relies on learning from image data, 
we acquired images of workers wearing helmets. To increase the 
amount of training data and improve model robustness, we 
employed data augmentation techniques. This process involves 
manipulating existing images through methods like rotation, 
scaling, and color jittering, essentially creating variations of the 
original data. This allows the model to learn the target object 
(chin strap) under various conditions, enhancing its 
generalization capabilities. 

6 https://openmv.io/ 
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B. Image Annotation for Accurate Detection 

Following augmentation, we meticulously annotated the 
chin straps in the images using a tool named COCO Annotator 
[24]7, as shown in Fig. 2. 

 

Fig. 2. Example of the annotated image using coco annotator. 

This tool facilitates the creation and management of image 
annotations in the COCO format, a popular standard for object 
detection datasets. We employed polygon segmentation, a 
technique that precisely outlines the chin strap's shape in each 
image. This detailed annotation empowers the AI model to 
distinguish the chin strap from other elements in the image with 
greater accuracy. 

C. Model Development and Deployment 

Leveraging the annotated image dataset, we built a deep 
learning model using Detectron2 [25], a well-established object 
detection library. Through the training process, the model learns 
to identify the specific features of a helmet chin strap within an 
image. Once trained, the model can be integrated with a camera 
system, enabling real-time detection of chin straps in live video 
feeds. 

IV. EXPERIMENTAL METHOD AND RESULTS 

A. Data Augmentation for Enhanced Model Generalizability 

To enrich the training dataset and improve the model's 
ability to handle real-world variations, we employed data 
augmentation techniques on the images captured from three 
viewpoints (front, right side, left side). As illustrated in Fig. 3, 
these techniques included the followings: 

1) Random rotation: Images were randomly rotated within 

a range of -10° to 10°, simulating scenarios where workers 

might be positioned at slight angles relative to the camera. 

2) Sandstorm-like noise injection: We introduced artificial 

noise to the images, mimicking real-world conditions with 

reduced visibility due to dust, rain, or other environmental 

factors. This helps the model learn to detect chin straps even 

under less-than-ideal conditions. 
Combined Augmentation: We also applied a combination of 

rotation and noise injection to create even more diverse training 
data. 

                                                           
7 https://github.com/jsbroks/coco-annotator 

 
Rotation  Add noise  Trimming                Combination 

Fig. 3. Augmentation. 

Furthermore, all images, including those generated through 
augmentation, were resized to a standard dimension of 800 by 
800 pixels for consistency within the dataset. This 
standardization simplifies processing for the deep learning 
model. 

By incorporating these variations, we effectively quadrupled 
the amount of training data available, enhancing the model's 
robustness and generalizability to real-world scenarios. 

B. Refining the Training Dataset for Improved Detection 

Following data augmentation, we meticulously annotated 
the chin straps in the images using COCO Annotator. A new 
label, "helmet-chinstrap", was created and applied to each chin 
strap instance. We then initiated training using Detectron2 on 
this initial set of 60 images. 

However, to achieve robust detection of chin straps from 
various angles, particularly diagonal and sideways views, we 
acknowledged the limitations of the initial dataset. To address 
this, we expanded the training data by collecting additional 
photographs: 

Workers wearing helmets from diagonal and sideways 
angles broadened the model's exposure to real-world scenarios 
beyond frontal views. 

Workers with improper helmet use: Images depicting loose 
chin straps or no chin straps were included to enhance the 
model's ability to identify deviations from proper helmet wear. 

These additional images were captured not only from the 
sides but also from both left and right diagonal viewpoints. It's 
important to note that frontal views were intentionally excluded 
to focus on the previously underrepresented angles. 

The newly collected images underwent the same 
augmentation and annotation processes described earlier. This 
diligent approach significantly increased the training data size 
from 60 to 283 images. 

C. Enhancing Efficiency with Roboflow 

Recognizing the potential for improved efficiency, we 
adopted Roboflow [26] as our primary platform for data 
augmentation and annotation. Roboflow is a comprehensive AI 
development tool that streamlines the entire process, from 
creating training data through augmentation and annotation to 
building the final learning models. Notably, Roboflow's 
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annotation functionality offers a valuable feature: when an 
object is selected within an image, it automatically performs 
polygon segmentation, significantly reducing annotation time 
(see Fig. 4). 

 
(a)Appropriate 

 
(b)Not appropriate 

Fig. 4. Examples of annotated images by Roboflow. 

By leveraging Roboflow's capabilities, we were able to 
streamline the data preparation process and expedite the creation 
of a more robust training dataset. 

D. Leveraging YOLOv8 for Enhanced Detection Accuracy 

In our pursuit of optimal chin strap detection accuracy, we 
strategically transitioned from Detectron2 to YOLOv8 [27] as 
the object detection library for transfer learning within our deep 
learning model. YOLOv8 is recognized for its superior accuracy 
compared to Detectron2, making it a more suitable choice for 
this critical task. 

E. Expanding Label Granularity for Comprehensive 

Detection 

Furthermore, to effectively detect chin straps even in 
scenarios of improper helmet use, we refined our annotation 
approach. During the annotation process, we created and 
implemented additional labels for various helmet wearing 
conditions. These labels went beyond simply identifying the 
chin strap and encompassed situations such as loose chin straps 
or missing chin straps altogether. By incorporating this 
expanded labeling scheme within our training data, we 
empowered the model to not only detect the presence of a chin 
strap but also to classify the specific way the helmet is being 
worn. 

F. Transfer Learning with YOLOv8 

With the enhanced training data incorporating the new 
helmet condition labels, we performed transfer learning using 
YOLOv8. This process leveraged the pre-trained knowledge of 
YOLOv8 on general object detection and adapted it to the 
specific task of identifying and classifying chin strap states 
within our helmet usage context. This resulted in the creation of 
a highly optimized deep learning model specifically tailored for 
our chin strap detection requirements. 

G. Rigorous Training and Evaluation 

For optimal model training, the dataset was strategically 
divided into the followings,  

1) Training data (245 images): This primary set provided 

the foundation for YOLOv8's learning process. 

2) Validation data (42 images): This subset served as a 

critical checkpoint to monitor the model's performance during 

training and prevent overfitting. 

3) Test data (63 images): This unseen data provided a final 

assessment of the model's generalizability and ability to 

perform effectively on new examples. 

We then leveraged YOLOv8 for transfer learning on the 
training data. The achieved results were demonstrably superior 
to those obtained with Detectron2, as illustrated in Fig. 5. 

 

Fig. 5. Comparison of helmet chin strap detection performances between 

Detectron2 and YOLOv8. 

YOLOv8 exhibited the following several key advantages: 

1) Expanded detection area: The model accurately 

identified the chin strap across a larger image region, 

encompassing even partially obscured areas. 

2) Enhanced front-facing detection: YOLOv8 excelled at 

detecting chin straps in frontal views, where they might follow 

the facial contours or be hidden behind the chin, posing a 

challenge for traditional methods. 

Overall, a significant improvement in detection accuracy 
was confirmed compared to Detectron2. This translated into the 
model's ability to reliably detect a wider range of chin strap 
conditions, including the followings: 

1) Loose chin straps: The model can effectively identify 

situations where the chin strap is not properly tightened. 

2) Missing chin straps: Scenarios where the helmet is worn 

without the chin strap fastened are accurately detected. 
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3) Other variations: YOLOv8 demonstrates robustness in 

detecting chin straps in various lighting conditions, 

backgrounds, and partial occlusions. 

H. Enhanced Chin Strap Detection for Various Wearing 

Conditions 

Building upon the success of YOLOv8 for chin strap 
detection, we further refined our approach to encompass diverse 
helmet wearing states. This section details the creation of a 
labeling scheme and the evaluation of detection accuracy for the 
following three specific conditions: 

1) Properly worn: This scenario represents the ideal state 

where the helmet is securely fastened with the chin strap 

tightened. 

2) Unbuckled buckle: This condition signifies that the chin 

strap buckle is not engaged, potentially compromising helmet 

security. 

3) Loose chin strap: This scenario identifies situations 

where the chin strap is not properly tightened, potentially 

allowing the helmet to come loose during an impact. 

I. Helmet Wearing State Annotation 

To effectively detect these various wearing states, we 
expanded the annotation process within Roboflow. New labels 
were created and assigned to each image based on the observed 
helmet condition. This enriched labeling scheme provided the 
model with the necessary information to distinguish between 
different wearing scenarios. 

J. Data Augmentation and Training 

The data augmentation techniques remained largely 
consistent with the previous approach. Images were subjected to 
random rotations within a -10° to 10° range, and sandstorm-like 
noise was introduced to simulate challenging real-world 
conditions. This process enhanced the model's generalization 
capabilities and robustness to variations in lighting, background, 
and partial occlusions. 

K. Evaluation of Detection Accuracy 

The learning results for the three wearing conditions are 
presented in Fig. 6 as follows, 

1) Properly worn: We achieved remarkable detection 

accuracy for properly worn helmets, with successful detection 

from both frontal and side views. This confirms the model's 

ability to effectively identify helmets secured in the optimal 

configuration. 

2) Unbuckled buckle: Detection accuracy for unbuckled 

buckles proved to be excellent from the front view, as shown in 

Fig. 6. However, detection from the side exhibited an accuracy 

of 80%, suggesting a potential area for further improvement. 

3) Loose chin strap: The system demonstrated a detection 

accuracy of 60% for loose chin straps from the front view (see 

Fig. 6). This indicates some room for enhancement. In contrast, 

detection accuracy from the side view reached a commendable 

90%, highlighting the model's proficiency in identifying this 

condition under side-angle perspectives. 

  
(a) Front view   (b) Side view 

Fig. 6. Loose helmet chin strap. 

L. Detailed Analysis of Loose Chin Strap Detection 

Within the "loose chin strap" category, we identified the 
following two distinct scenarios: 

1) Chin strap above chin: This situation occurs when the 

chin strap is fastened but rests above the wearer's chin, 

potentially compromising its effectiveness. 

2) Chin strap loose under chin: This scenario represents a 

loose chin strap positioned beneath the chin, offering some 

level of protection but not secured optimally. 

Interestingly, the model exhibited a clear preference for 
detecting these variations based on the following viewpoints: 

1) Front view: Detection accuracy for loose chin straps was 

more effective when the chin strap was positioned above the 

chin. 

2) Side view: Conversely, detection from the side proved 

considerably more accurate when the chin strap was loose 

under the chin. 

This observation suggests a potential strategy for future 
optimization. Namely, the model might be trained to leverage a 
combination of frontal and side-view detection to achieve 
comprehensive and robust identification of loose chin straps 
regardless of their specific position relative to the chin. 

Table I provides a comprehensive overview of the detection 
accuracies achieved for all five helmet-wearing conditions. 

TABLE I. DETECTING ACCURACY 

Image_Use
d 

Properl
y 

Unbuckle
d 

Loos
e 

Loose(up
) 

Loose(down
) 

Front_view 100.0 100.0 57.1 100.0 40.0 

Side_view 100.0 83.3 85.7 50.0 100.0 

Both 100.0 100.0 100.0 100.0 100.0 

M. Challenges of Single-View Detection and Proposed Multi-

View Solution 

Our analysis revealed limitations associated with relying 
solely on a single viewpoint for detecting loose chin straps and 
unbuckled buckles as follows, 

1) Unbuckled buckles: While frontal views excelled at 

detecting unbuckled buckles, side views might miss instances 

where the remaining strap points in the direction of detection. 
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This highlights the potential for misclassification if only a 

single viewpoint is considered. 

2) Loose chin strap variations: The model demonstrated a 

dependency on viewpoint for detecting loose chin strap 

variations. Frontal views were more effective for chin straps 

positioned above the chin, while side views excelled at 

detecting loose straps under the chin. This suggests a single 

viewpoint might not capture the full spectrum of loose chin 

strap configurations. 

To address these limitations, we propose a multi-view 
detection approach. By simultaneously analyzing images from 
both frontal and side viewpoints, the model can achieve more 
comprehensive and robust detection of various helmet wearing 
states. The followings are how it would work: 

1) Combined detection: The system would process images 

from both the front and side, leveraging the strengths of each 

viewpoint. 

2) Independent judgment: Each viewpoint would 

independently assess the helmet wearing state (properly worn, 

unbuckled, loose). 

3) Final classification: If either viewpoint identifies 

inappropriate wear (unbuckled, loose), the overall classification 

would be "inappropriate wear." This ensures a stricter safety 

standard, catching potential safety hazards even if missed from 

one viewpoint. 

This multi-view approach offers the following several 
advantages: 

1) Improved accuracy: By combining information from 

multiple perspectives, the system can achieve a higher overall 

detection accuracy for various helmet wearing conditions. 

2) Enhanced robustness: The system becomes less 

susceptible to limitations inherent in any single viewpoint, 

resulting in a more robust and reliable detection solution. 

3) Increased safety: The stricter safety classification based 

on "either viewpoint detecting inappropriate wear" minimizes 

the risk of missed detections and promotes a safer work 

environment. 

N. Novelty and Contribution 

This multi-view detection approach represents a significant 
contribution to the field of helmet wearing state detection 
systems. By leveraging object detection AI to analyze chin 
straps from multiple viewpoints, our system offers a unique and 
effective solution that surpasses existing technologies. 

V. CONCLUSION 

Ensuring proper helmet usage is paramount in construction 
sites to protect workers from head injuries. This paper proposes 
a novel method for detecting the appropriateness of helmet chin 
strap wear during safety checks. 

As the problem statement, existing helmet wearing state 
detection systems often rely on approaches that might not be 
optimal. This research aims to address limitations in single-view 
detection and proposes a multi-view deep learning approach for 
improved accuracy. 

In the proposed method, we leverage transfer learning with 
well-established object detection libraries like YOLOv8 or 
Detectron2. Roboflow is employed for efficient image 
annotation using the COCO format to train the model on helmet 
chin straps. 

The key innovation lies in the multi-view approach of which 
images are captured simultaneously from both the front and side 
of the worker wearing the helmet.  

The model analyzes each viewpoint independently, 
assessing the chin strap condition (properly worn, unbuckled, 
loose) as follows, 

1) A stricter safety standard is implemented: if either 

viewpoint detects inappropriate wear, the overall classification 

is "inappropriate wear." 

2) Key findings: Experiments revealed that Detectron2, 

trained with images from both frontal and side viewpoints, 

achieved 100% accuracy in determining the helmet wearing 

state (including unbuckled chin straps and loose chin straps). 

This demonstrates the effectiveness of the proposed multi-view 

approach. 

3) Significance: This research offers a unique and effective 

solution for helmet chin strap detection, surpassing existing 

technologies. The system leverages object detection AI to 

analyze chin straps from multiple viewpoints, enhancing safety 

in construction sites. 

FUTURE RESEARCH WORKS 

Future research may focus on extending this technology to 
detect other essential safety equipment and attire, further 
integrating AI into comprehensive safety management systems. 
Additionally, field trials at various construction sites will help 
refine the system’s performance and adaptability to real-world 
conditions. 
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Abstract—The global crisis problem related to climate change, 

one of the main factors is the accumulation of waste which is 

getting higher every day. One effective way to reduce the 

accumulation of waste is by sorting the waste and recycling the 

waste. However, the waste sorting process in Indonesia is still less 

effective because only 1.4% can be processed and sorted. One of 

the biggest causes is a lack of knowledge regarding the types of 

waste that exist. Based on these problems, the aim of this research 

is: to create augmented reality-based waste sorting educational 

technology which is expected to increase knowledge of types of 

waste and increase environmentally conscious behavior. In 

addition, the ADDIE development model is used for the research 

methods that will be used. This research has successfully built an 

Augmented Reality sorting waste for mobile application and 

received a good rating on SUS questionnaire and consider 

acceptable with average score 84.5 out of 100. 

Keywords—Augmented reality; pemilahan sampah; Unity3D; 

vuforia 

I. INTRODUCTION 

In the current era's advancements, it positively impacted the 
improvement of human living standards. However, these 
advancements also caused the global crisis of climate change 
[1]. One of the factors influencing climate change is the ever-
increasing accumulation of waste [2]. This occurs because the 
decomposition process of waste, primarily produces carbon 
dioxide and methane [3], [4]. These gases contribute 
significantly to the greenhouse effect, that is one of the primary 
causes of global warming [5], [6], [7]. Besides environmental 
impacts, plastic waste negatively affects ecosystems and can 
alter soil structure due to physical and chemical processes 
resulting from waste accumulation [8]. Despite the negative 
impacts of waste, the accumulation of waste, particularly plastic 
waste, continues to increase significantly each year [9]. This 
can be observed from the escalating use of plastic materials, 
which increased tenfold from 1% in the 1960s to 10% in 2015 
[10], [11]. 

Waste management issues are global problems that 
occurring in almost every part of the world, including Indonesia 
[12]. This is because Indonesia ranks second in the world for 
waste production [13]. Waste production in Indonesia increases 
annually and is predicted to rise by 2-4% each year if significant 
efforts to reduce waste production are not implemented yet 
[14], [15]. Based on the research regarding the significant 
increase in waste, especially in Indonesia, concludes that efforts 
are needed to curb the growth rate of waste. One effective and 
crucial step in reducing waste accumulation is waste sorting 
[16]. According to research [17], [18], after implementing a 

waste sorting program, clinical waste decreased by 82%, and 
waste management costs were reduced by up to 60%. However, 
waste sorting processes in Indonesia are still ineffective, as only 
about 14% of the 7,000 tons of waste produced can be 
processed and sorted [19], [20]. Surveys also show that most 
people do not sort their waste correctly [21]. A lack of 
knowledge and proper handling are among the reasons for the 
low rates of waste sorting and recycling in Indonesia [22]. 
Waste sorting cannot be solely conducted by the government; 
the community also plays a significant role in the success of 
waste sorting education [23], which can save time and costs in 
the process [24]. 

Based on the problem about sorting waste that explain in the 
background. It can be concluded, that the need for educational 
technology related to waste sorting, particularly in Indonesia, 
according to the types of waste commonly encountered by the 
community is very important. The presence of the educational 
application of sorting garbage considered to help increase 
environmental awareness, especially regarding waste types, 
among the public. Additionally, it can educate users on 
identifying the types of waste that need to be sorted. Therefore, 
one solution to this problem is educating the public about the 
types of waste. This approach is considered effective because, 
according to study [25], educational processes have the 
potential to change public behavior. Furthermore, technology is 
utilized as it can effectively alter public behavior [26]. The use 
of games is one of the frequently used technologies today, with 
over one billion users [7]. Many previous studies on games 
have focused on negative impacts, including increased 
aggression, addiction to games, and difficulties in managing 
playtime [27], [28], [29]. However, in recent years, 
gamification has provided many positive impacts, such as 
enhancing learning motivation, raising pollution awareness, 
and increasing user engagement and attention as a promotional 
medium [30], [31], [32]. Apart from that, research on [33] also 
found that games on mobile application have a fairly good level 
of user acceptance. Another study about gamification stated 
that using education game able to help student learning process 
more effective and efficient [34]. The interest level of education 
game also found out in study [35] which stated that user eager 
to play educational games continuously. Based on the 
popularity of games and their positive impacts, this study 
developed an augmented reality (AR) application that contains 
educational content on waste types using gamification 
elements. The objective of this research to bridge gap between 
environmental education and technology. It demonstrates the 
innovative solution through AR able to addressing global 
challenges like waste management. However, the reason about 
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choosing AR technologies compare to others will be discussed 
further in literature review chapter. It followed by the proposed 
methodology, result and discussion, and conclusion and future 
work in each chapter respectively. 

II. LITERATURE REVIEW 

In this research, Augmented Reality (AR) technology was 
chosen because AR brings the 3D world into the real world, 
transforming the dimensions of learning becoming more 
realistic and enhancing brain productivity [36]. Additionally, 
AR provides and effective solution in the learning process [37] 
and according to literature studies [38] it can be concluded that 
AR has a positive contribution to learning outcomes in children. 
Research in study [39] found that AR application able to help 
children to gain their memory about places that located in 
playmate and spell it easily. Other studies [40] shows the 
comparison in group of students between AR based application, 
Video based, and traditional teaching method. The outcome of 
the study concludes that AR based outweighs the other two 
methods in terms of learning achievement through some 
quizzes in the class. Study about AR also discussed in study 
[41], it found that some volunteers said that AR technology help 
them increasing their willingness to study the book, even 
outside the class. 

Beside AR, several studies also describe the importance of 
the presence of gamification elements in learning mobile 
application. Firstly, the development of 2D puzzle game 
application [42] successfully transform learning into an 
engaging learning environment and educated student on proper 
waste sorting methods. It contains several gamification 
concepts, including scoring, and level. Secondly, another study 
[43] developed a 2D waste sorting game that divided trash into 
two types, are organist and inorganic. The research built in 
Unity3D and used gamification elements, namely: level, score, 
time limit, reward, and level. Another study in study [43] that 
use gamification standards also gives positives feedback from 
the user. It stated that above 80% said that thorough the 
application it helps user to understand more about the material. 
According to its successfulness of contributions from users. 
Therefore, this research also takes the gamification into 
consideration while design an AR sorting waste application. 

Study about Mixed Reality (MR) including Virtual Reality 
(VR) and AR about environment and waste sortation already 
conducted. One of the studies about VR game related to waste 
sorting called “KEEPIN” also categorized waste into two types, 
organic and inorganic, the main subject of the application are 
children between aged 7-12 years [44]. The results of the study 
indicated that the majority children responded positively to the 
game and were able to complete the challenges successfully. 
AR has also been developed by study [45] to recycle existing 
waste by scanning barcodes. Mini games of recycling using AR 
has been discussed in study [46], it categorizes waste into three 
types, are: organic, non-organic, and electronic. Besides that, it 

also includes reward point for every correct answer. The 
outcome result of the experiment shows that user gain 
knowledge and improve their attitudes about climate change 
issue according to material presented in AR mobile. According 
to the discussion on several topics about waste sortation, it can 
be concluded that, mostly there are two and three types of 
garbage bin in mobile application development. 

Complementing other studies related to waste, the novelty 
of this research is to create an AR application that categorizes 
waste into seven types: organic waste, paper waste, electronic 
waste, hazardous and toxic waste, plastic waste, metal waste, 
and residual waste [47]. Additionally, the educational 
technology using AR in this study has a wider user reach 
because it can be used not only for children but also for adult. 

However, the gamification function in this study is focused 
on children starting at the age of seven because children can 
more effectively transfer their knowledge to other family 
members [23]. Moreover, the introduction of new information 
related to waste types will be more effective if introduced from 
an early age [43]. According to study [48], children at the age 
of seven are already able to use simple AR applications, making 
this technology relevant for children. 

According to some papers that conduct AR research, it can 
be summarized that VR and AR application for waste sorting 
that contains gamification elements show positive results. 
However, the types of waste that has been developed not 
complete enough. Therefore, this research aims to develop an 
AR application that divide waste into seven types. In terms of 
subject target, this research focus on children based on their 
ability to transfer knowledge within their family and relatives. 
Besides that, it also relevant with their receptiveness to AR 
technology. 

III. METHODOLOGY 

This research uses ADDIE (Analysis, Design, 
Development, Implementation, and Evaluation) development 
model. This method was chosen because based on [49] ADDIE 
is the recommended method that uses in educational or training 
application which able for independent learning. ADDIE model 
which used in this research presented in Fig. 1. The model 
generally has three main process, are pre-production, 
production, and post-production. 

A. Analysis 

In the pre-production process, a needs analysis was carried 
out by identifying types of waste in seven categories which 
were discussed in the literature review to be implemented in the 
AR application using literature studies. Apart from that, 
interviews with users were also carried out, and the types of 
waste that were often found in the surrounding environment 
were obtained, as well as children's ability to operate 
smartphones. 
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Fig. 1. ADDIE research method. 

B. Design 

Design process becoming the second stage that need to be 
done based on ADDIE development. In design of AR 
application, it considered important to have six basics elements 
[50], namely: application users, AR interactions, devices, 
servers, virtual and real content, as well as the process of 
moving between screens that runs well and smoothly. In the AR 
technology design process, researchers used CCI (Child-
Computer Interaction) standards and gamification elements 
including: scoring system, sound, level, animation, large 
picture, and button. This standard is quite important to 
implement, because it combines learning concepts in the mobile 
application design process [48]. Further implementation about 
design application can be seen in Section IV. 

C. Development 

In the production stage, AR technology mainly was 
developed using Unity3D software of game development that 
important to build an interactive interface and experience of VR 
and AR. Besides that, Vuforia SDK also implemented to 
perform AR package that connected with Unit3D. Vuforia SDK 
was chosen based on its ability to recognize markers on all types 
of objects which other platforms do not have [51]. Other tools 
are: Playmaker visual scripting, and Visual Studio (C#) that 

useful to perform scripting code in Unity3D. In this research, 
blender software also used to perform modelling 3D and adding 
animation movement in 3D object.  Detail workflow in the AR 
development process presented in Fig. 2. 

Based on the AR Development process in Fig. 2, describes 
the process of detecting AR started with the smartphone device 
capture the marker using camera. After that, Vuforia SDK that 
equipped with AR camera try to find similar marker in database 
that already uploaded in vuforia website. In this research image 
target marker that used local database (database stored in 
device) has been used. Vuforia SDK will analyse and find 
similarities between image and features in marker. Whenever 
the marker able to detect through devices the render view has 
been sent to the application and display in user mobile 
application. The virtual button option also appeared that useful 
to perform many actions based on logic programming that has 
been written using C# or Playmaker visual scripting. 

The building process of application in APK and AAB 
extensions requires some customization, including: need to 
equipped ARM 64, using target API level 33 on android system, 
and it is necessary setting several input systems on build setting. 
Complete explanation about build setting discussed further in 
Section IV. 

 

Fig. 2. AR development process. 
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D. Implementation 

In the implementation steps, before application deliver to 
the users, it considers necessary to apply several testing 
methods to ensure the application run without any error and 
accepted by users. Therefore, in this research used blackbox 
and System Usabiliy Scale (SUS) testing. The first testing has 
been chosen because its effectiveness and it became one of 
fungsional testing that gives accurate result [5][52]. While the 
latter carried out during testing process, because it used to 
determine the acceptance rate and usability of the system 
according to users [6], [7] [53], [54]. SUS method has been used 
despite other testing because it is one of the most test carried 
out for testing the usability of system and still relevant 
nowadays [6] [53]. SUS question in this research can be seen in 
Table I. It uses the original list of question that published by [7] 
[54]. However, to make it relevant baes on this study the 
question already undergone slight modification. The scoring 
scale in SUS used five degrees of scoring, that start from 1 
(strongly disagree) to 5 (strongly agree) [8] [55]. 

TABLE I. LIST OF SUS QUESTIONNAIRE 

No List of Question 

1 I think that I would like to use this application frequently  

2 I found the application unnecessarily complex 

3 I thought the application was easy to use 

4 I think that I would need the support of a technical person to be able 
to use this application 

5 I found the various functions in this application were well integrated. 

6 I thought there was too much inconsistency in this application 

7 I would imagine that most people would learn to use this application 

very quickly. 

8 I found the application very cumbersome to use 

9 I felt very confident using the application 

10 I needed to learn a lot of things before I could get going with this 

application 

E. Evaluation 

This stage becoming important because it use to improve 
AR technology based on recommendation from users. After 
that the next stage start from the beginning again. It can be seen 
in Fig. 1 that ADDIE method not run only in one phase, it is an 
iteration process. Therefore, the application will become better 
in every phase. 

IV. RESULTS AND DISCUSSION 

According to research method described in section three, 
this AR application was made for children start from seven 
years old. This decision has been made based on discussion on 
literature review and interview from user. Some tools that used 
in this research discussed in chapter three already imported in 
Unity3D. The overview of the project design can be seen in Fig. 
3 and Fig. 4. 

According to Fig. 3, shows that CCI elements need to be 
inputted in AR application as discuss in chapter three in design 
method. Therefore, it already implemented in main menu, such 
as: large picture and button, sound in the application, and 
animation that already made in Unity3D using animation and 
animator tab. Fig. 4 describe the menu of AR in application that 
mainly used Vuforia SDK which used for implementing 
augmented reality that already discussed in chapter three. It can 
be seen from Fig. 4, that AR menu requires AR camera that 
useful to scanning marker and match the marker captured by 
AR with database in devices. 

Some configurations for controlling object and events that 
appears and disappears in AR menu when marker match with 
database already described in Fig. 5. This is useful to prevent 
unwanted objects appear unexpectedly. 

 

Fig. 3. Main menu in Unity3D. 
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Fig. 4. AR menu in unity3D. 

 

Fig. 5. Event when target found and lost. 

According to Fig. 4, it can be assumed that whenever the 
target found it will display bin “organik” object, while others 
object will remain unactive.  Otherwise, when the target lost it 
will display “panelscan” that contain instruction command to 
capture marker that available using camera. The snipped code 
to control game object which active or not whenever the button 
pressed can be seen in Fig. 6. 

 

Fig. 6. On-off button display. 

Beside AR menu, this application also has quiz menu that 
divided into AR Quiz and Drag and drop quiz that presented in 
Fig. 7 and Fig. 8. The design of quiz menu also follows CCI 
elements that has level of game, scoring system, and simple 
challenge. 

In AR Quiz menu, it will detect the correct answer by 
searching the same name from the multiple choice presented 
and game object that active. According to Fig. 8, there are 18 
questions and the score point will be added in the right top 
corner of the screen. The snippet code about scoring system and 
correct answer can be seen in Fig. 9. 

 

Fig. 7. Drag and drop quiz. 

 

Fig. 8. AR quiz menu. 

 

Fig. 9. Snipped code for AR quiz. 

After the development process are finished, it is necessary 
to perform blackbox testing to prevent error and make sure that 
every function in application run as expected. The result of 
blackbox testing for this application presented in Table II. 

After buildbox testing run successfully without any errors, 
the SUS questionnaire then conducted to make sure that 
application can be useful and easy for user to play. The score 
and answer based on SUS questionnaire that already presented 
in Table I can be seen in Table III. 

According to table three, the average score of obtain 84,5 
that based on Fig. 10 lies on “good” area and the application 
already acceptable for users. 

Based on result of SUS in Table III, it can be seen, that the 
lowest score about 70 that still in a “good” area. Therefore, it 
can be concluded this AR application already acceptable to be 
used for end user. 
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TABLE II. BLACKBOX TESTING 

No Test Class Scenario Testing Expected Result 

 Menu AR Pressing Menu AR Button 
Display Menu AR and if marker capture displayed Object 3D 

and three options: contoh sampah, deskripsi, tips 
Valid 

 Contoh Sampah Pressing Contoh Sampah Button 
Display several items garbage in seven categories based on 
marker that capture 

Valid 

 Deksripsi Pressing deskripsi Button 
Display description of garbage that belongs in each category 

based on marker that capture 
Valid 

 Tips Pressing Tips Button 
Display tips to reduce garbage that belongs in each category 
based on marker that capture 

Valid 

 Bermain Pressing Bermain Button 
Display bermain menu that allows user drag garbage and drop it 

in each bin 
Valid 

 Level 1 in Bermain Menu Finished level 1 
Display level 1 of bermain menu which consists of four types of 
garbage and four times to play 

Valid 

 Level 2 in Bermain Menu Finished level 2 
Display level 2 of bermain menu which consists of five types of 

garbage and three times to play 
Valid 

 Level 3 in Bermain Menu Finished level 3 
Display level 3 of bermain menu which consists of six types of 
garbage and three times to play 

Valid 

 Kuis AR Pressing Kuis AR Button 
Display Kuis AR that allow user to answer the question by 

capturing marker 
Valid 

 Fun Fact Pressing Fun Fact Button Display fun fact menu about sorting waste Valid 

 Exit Pressing Exit Button Display exit menu which allows user to exit from application Valid 

 Sound Pressing Sound Button Enable and disable sound form application Valid 

 About Pressing About Button Display information about application Valid 

TABLE III. RESULT OF SUS QUESTIONNAIRE 

User 
Score Sum Score * 

2.5 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

1 3 3 3 3 4 2 3 3 3 2 72,5 

2 3 4 4 1 4 4 4 4 4 2 85 

3 2 4 3 4 3 4 4 4 4 4 90 

4 3 3 3 4 4 3 3 3 4 3 82,5 

5 4 4 4 4 3 4 2 4 2 4 87,5 

6 3 3 3 4 3 3 3 4 3 3 80 

7 3 4 3 1 4 3 4 3 3 1 72,5 

8 4 4 4 4 3 3 4 4 4 3 93 

9 3 3 3 3 4 3 4 3 3 3 80 

10 1 4 3 3 4 4 3 4 4 2 80 

11 4 4 4 4 4 4 4 4 4 2 95 

12 2 1 3 3 3 3 3 4 2 4 70 

13 3 3 3 4 3 4 3 4 4 3 85 

14 4 4 4 4 4 4 4 4 4 2 95 

15 4 3 3 3 4 4 3 4 4 3 88 

16 4 3 3 4 3 4 4 3 2 1 78 

17 4 3 4 3 3 4 3 3 4 2 83 

18 4 2 3 4 4 4 4 3 3 4 87,5 

19 3 4 4 1 4 4 4 4 4 2 85 

20 4 4 4 4 4 4 4 4 4 3 97,5 

21 2 1 3 3 3 3 3 4 2 4 70 

22 4 4 4 4 3 4 2 4 2 4 87,5 

23 3 2 3 1 4 2 2 3 4 1 62,5 

24 4 2 3 4 4 4 4 3 3 4 87,5 

25 4 3 3 3 4 4 3 4 4 3 88 

26 4 3 4 3 4 4 3 4 4 3 90 

27 3 4 4 1 4 4 4 4 4 2 85 

28 4 4 4 4 4 4 4 4 4 3 97,5 

29 4 4 4 4 4 4 4 3 4 4 97,5 

30 3 3 3 4 3 4 3 4 4 3 85 

Average Score 84,5 
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Fig. 10. Range of SUS score. 

V. CONCLUSION AND FUTURE WORK 

Based on the result obtain in chapter four, it can be assumed 
that the objective of this research was successfully achieved, as 
evidence by the development and implementation of AR 
garbage sortation on mobile application. Besides that, the use 
of AR technology has proven to be effective in creating and 
engaging and interactive learning environment. The AR 
application able to transform types of waste into visual 
experience by combine the virtual and real world. This 
visualization making it easier for children to understand and 
remember the different types of waste. 

According to the user acceptance, it concludes that the 
application received positive feedbacks. It can be seen based on 
the average score that obtain average of 84.5 out of 100 that lies 
on “good” category. It is indicated that the application accepted 
and consider user friendly by users. All in all, the novelty of 
this research lies on its comprehensive categories of waste into 
seven types, which more detailed compared to previous studies. 
Additionally, the integration of AR technology alongside with 
gamification elements enhances users learning experience. 
Therefore, the used not only enlarge their knowledge but also 
able to enjoy the application. 

Despite its successfulness, this application has many works 
to do in the future, including addition of types of waste, and fun 
fact. Besides that, the knowledge effect of this AR application 
needs to be tested as well. Furthermore, the extension of 
education content also considers important for the future 
improvements. 
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Abstract—Over recent years, disruptive technologies have 

shown considerable potential to improve supply chain efficiency. 

In this regard, numerous papers have explored the link between 

machine learning techniques and supply chain performance. 

However, research works still need more systematization. To fill 

this gap, this paper aims to systematize published papers 

highlighting the impact of advanced technologies, such as machine 

learning, on supply chain performance. A structured content 

analysis was conducted on 91 selected journal articles from the 

Scopus and Web of Science databases. Bibliometric analysis has 

identified nine distinct groupings of research papers that explore 

the relationship between the machine learning and supply chain 

performance. These clusters cover topics such as big data and 

supply chain management, knowledge management, decision-

making processes, business process management, and the 

applications of big data analytics within this domain. Each 

cluster’s content was clarified through a rigorous systematic 

literature review. The proposed study can be seen as a kind of 

comprehensive initiative to systematically map and consolidate 

this rapidly evolving body of literature. By identifying the key 

research themes and their interrelationships, this analysis seeks to 

elucidate the current state-of-the-art and to highlight potential 

directions for future research in this critical field. 

Keywords—Bibliometric analysis; machine learning; ProKnow-

C methodology; supply chain performance 

I. INTRODUCTION 

The convergence of digitalization, information technology, 
robotics, communication technologies, and artificial intelligence 
(AI) has marked the beginning of a transformative era known as 
the Fourth Industrial Revolution [1, 2]. This era is characterized 
by machines gaining intelligence and the ability to make 
decisions, replacing human cognitive capabilities [1, 3]. 
Machine Learning (ML) is a key technique within this 
revolution, involving the creation and implementation of 
computer algorithms that can "learn" from experience [4]. 
Indeed, ML has evolved alongside advancements in machine 
capabilities to process vast amounts of input data over the past 
few decades. Additionally, machines can now identify hidden 
patterns and intricate relationships, enabling them to make 
reliable and appropriate decisions even in the face of disruptive 
and discontinuous information, where human capabilities may 
fall short [5]. 

However, the inefficient implementation of ML in supply 
chain networks can be attributed to a lack of understanding of 
how to apply machine learning effectively, insufficient 
integration into the company's culture, and the challenge of 
obtaining relevant and appropriate data [5]. In addition, the low 
association of ML and SCP could be mainly related to the need 
to understand the latest developments in machine learning 
algorithms. Specifically, knowledge of taxonomies or guidelines 
for supply chain researchers and practitioners to select the 
correct machine learning algorithms for practical activities of 
supply chain performance [5]. Hence, there is an immediate 
requirement for a comprehensive assessment aimed at 
quantitatively examining the current research patterns, 
investigating commonly employed machine learning algorithms 
relevant to supply chain performance, and identifying the most 
suitable areas for applying machine learning techniques [5]. 

In this context, this paper conducts a systematic analysis of 
research publications retrieved from international databases 
such as Scopus and Web of Science. It examines the machine 
learning algorithms commonly utilized in the context of supply 
chain management (SCM), aiming to serve as a foundational 
reference for future research in this field. The study endeavors 
to offer a comprehensive overview of ML applications in SCM 
research, addressing current gaps regarding the impact of ML 
techniques on supply chain performance. The findings highlight 
the importance of balanced ML applications to mitigate 
discrepancies between ML implementations and supply chain 
outcomes. The imbalance in ML algorithm applications poses a 
heightened risk of impeding progress in research-driven 
industries. That is, this work represents a useful systematic 
review of ML applications and their impact on supply chain 
performance, emphasizing the critical need to bridge this gap in 
the literature. 

This paper is structured in six sections, beginning with this 
introduction. Section II provides a succinct overview of existing 
research on machine learning and its influence on supply chain 
performance. Section III details the research methodology 
employed in this study. Section IV presents the findings derived 
from the research. Finally, Section VI concludes the paper by 
discussing the primary results in Section V, acknowledging the 
study's limitations, and offering recommendations for future 
research. 
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II. LITERATURE REVIEW 

A. Machine Learning 

The scientific exploration of algorithms and computational 
models that enable computers to improve their performance on 
specific tasks or make accurate predictions by leveraging 
experience is known as machine learning [6]. Unlike traditional 
programming approaches, machine learning relies on statistical 
techniques and data-driven processes, granting computer 
systems the ability to learn and adapt autonomously [7]. It is 
widely recognized as a powerful tool in various domains of 
scientific research [8]. According to Du and Sun [9], machine 
learning systems utilize labeled and unlabeled training data from 
diverse sources as inputs. The learning system's knowledge base 
is used to select an appropriate machine learning algorithm, 
while considering the organization's decision-making 
requirements [10]. 

According to Zhu et al. [11], machine learning can be broken 
down into three primary tasks: supervised learning, 
unsupervised learning, and reinforcement learning. Supervised 
learning utilizes labeled data to construct a predictive model, 
with the aim of establishing a mapping between input and output 
variables [11, 12]. Techniques such as random forests, decision 
trees, Bayesian networks, and regression analysis fall under this 
category. Unsupervised learning operates on unlabeled datasets, 
seeking to uncover hidden patterns within the data [11]. This 
approach is primarily used for data reduction and exploratory 
analysis and encompasses techniques such as artificial neural 
networks (ANN), genetic algorithms, instance-based learning 
models, deep learning, and clustering. Reinforcement learning 
combines training and testing datasets to enable the learner to 
interact with the environment while gathering information [11]. 

Significant advancements in machine learning algorithms 
and computational power have propelled its transition from a 
laboratory curiosity to a practical technology with widespread 
commercial adoption across various industries [13]. 

The application of machine learning techniques in supply 
chain management has been extensively investigated by several 
researchers, starting with Estelles-Lopez et al. [14]. These 
studies have explored a range of approaches, including decision 
trees, random forests (RF), logistic regression (LR) [15], support 
vector machines (SVM) [16], and neural networks [17]. 
However, Ni et al [5] reported that, despite its potential, machine 
learning remains under-utilized in practical supply chain 
operations. Indeed, Sasaki and Sakata [18] have examined the 
adoption of machine learning in supply chain research up until 
2018 and identified key reasons for its limited implementation, 
including a lack of understanding regarding its practical 
applications, insufficient integration into company culture, and 
difficulties in obtaining relevant and suitable data. Addressing 
these challenges, Štrumbelj and Kononenko [19] have sought to 
overcome the interpretability issues associated with machine 
learning models, particularly in risk-sensitive domains like 
finance and medicine. The need for increased confidence in 
utilizing machine learning models is significant, even when their 
interpretation is challenging, especially in critical application 
areas. Ensuring the reliability, transparency and accountability 
of these complex models is crucial when they are deployed in 
high-stakes domains. Developing robust techniques for model 

explanation and validation can help build trust and facilitate the 
responsible use of machine learning [19]. 

B. Supply Chain Performance 

Performance measurement underpins effective planning, 
control, and decision-making by providing essential insights 
[20, 21]. Bititci et al. [22] argue that the context in which 
performance measurement is used is constantly evolving. They 
question whether current performance measurement practices 
are equipped to handle emerging trends and identify gaps in our 
understanding. The authors propose a holistic, systems-based 
approach to performance measurement research, recognizing 
the interconnected nature of challenges faced by practitioners 
and the field. 

Lemghari et al. [23] argue that performance measurement is 
crucial for companies to evaluate their supply chain 
effectiveness and efficiency, especially in the highly 
competitive automotive industry. They emphasize the 
importance of having a structured approach and adequate 
methodological tools, such as the SCOR® model, to identify 
appropriate performance indicators and guide continuous 
improvement initiatives. They highlight the need for a 
comprehensive framework that covers the entire global 
automotive supply chain, encompassing different actors and 
business typologies, to ensure a holistic understanding of 
performance and enable effective benchmarking. 

Supply chain performance is a complex and widely studied 
topic within the supply chain management literature [20, 24]. 
Najmi and Makui [25] have evaluated supply chain performance 
by examining factors such as reliability, flexibility, quality, 
responsiveness, and asset management. Similarly, Bourlakis et 
al. [26] have considered performance indicators related to 
flexibility, efficiency, responsiveness, and quality. Balfaqih et 
al. [27] and Reddy et al. [28] have categorized articles based on 
different approaches and techniques concerning supply chain 
performance. Dreyer et al. [29] offer another perspective, 
measuring performance improvement in terms of innovation, 
variety, price, time, and availability. Effective information 
exchange is recognized as a crucial element in supply chain 
relationships management and enhancing supply chain 
performance [30, 31]. Companies invest in technological 
innovation to facilitate efficient collaborative mechanisms and 
communication channels, thereby improving supply chain 
performance by sharing more information [32, 33]. 

In order to facilitate efficient information exchange and 
seamless end-to-end business processes, Supply Chain 
Integration (SCI) plays a crucial role [2, 34]. SCI encompasses 
both external and internal integration [35]. External integration 
(EI) involves establishing connections between a company's 
logistics operations and its customers and suppliers beyond 
organizational boundaries [36]. On the other hand, internal 
integration (II) pertains to the sharing of information among 
different functions within the supply chain, promoting strategic 
cross-functional cooperation and collaboration [37]. Enhanced 
integration has the potential to enhance performance indicators 
such as quality, variety, cost, and service level [38]. 
Collaboration and integration throughout the supply chain also 
contribute to Collaboration and integration throughout the 
supply chain also contribute to an enhanced level of flexibility, 
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which in turn positively impacts supply chain performance [39]. 
Effective information sharing and collaboration, as discussed 
earlier, result in operational improvements in terms of flexibility 
and responsiveness [40]. The agility and resilience of the supply 
chain are also crucial factors influencing supply chain 
performance, as they enable effective management of supply 
chain risks [41]. Operational performance is expected to be 
significantly improved by increasing visibility and transparency 
across the supply chain [42]. 

III. METHODOLOGY 

This research is classified as theoretical due to its technical 
approach, involving structured content analysis that draws on 
data and findings directly from existing literature on the topic 
[43]. The research objectives can be classified as both 
explorative and descriptive in nature. The aim of this research is 
to gather specific information and characteristics related to the 
subject matter in question [44]. To construct a comprehensive 
literature review, a structured approach utilizing bibliometric 
analysis was employed. The ProKnow-C (Constructivist 
Knowledge Development) approach suggested by Ensslin et al. 
[44] was utilized for the selection of a bibliographic analysis. 
This method is divided into four distinct stages [44] (see Fig. 1): 

a) Initial selection: In this phase of the process, it is 

necessary to select appropriate keywords, identify relevant 

databases, search for articles and verify the accuracy of the 

keywords in use [44]. 

b) Database filtering: This stage filters the raw database 

elements for redundancy and removes elements that are not 

repeated by title matching [44]. 

c) Article database filtering: This stage determines the 

scientific recognition of the articles and identifies the authors 

[44]. 

d) Full article relevance filtering: This stage covers the 

full text of the articles, ensuring relevance to the research topic 

[44]. 

Firstly, in April 2024, we began by defining the keywords 
"Supply chain*", "Performance", and "Machine learning". 
These keywords were selected as primary terms to guide our 
research focus. To ensure comprehensive coverage, we opted to 
utilize the Scopus and Web of Science databases. These 
databases were chosen for their multidisciplinary nature and 
their inclusion of highly cited journals within various fields. 
Notably, the Scopus and Web of Science databases comprise a 
vast collection of resources, encompassing approximately 265 
million Web pages, over 15000 periodicals, 18 million patents, 
and other relevant documents [45]. 

 

Fig. 1. Bibliometric analysis workflow. 
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Conducting our search using these defined keywords and 
databases, we obtained a total of 186 relevant articles about the 
subject of our study. These articles were published within the 
past 14 years and served as valuable sources for our research. To 
further analyze the literature, we classified the articles according 
to their respective research areas, as illustrated in Fig. 2. 
Engineering accounted for the highest proportion, representing 
32% of the articles, followed by computer science (10%), 
physics and astronomy (12%), environmental sciences (13%), 
and materials science (7%). Given the considerable number of 
articles and our expertise, we concentrated our study within the 
field of engineering. 

 

Fig. 2. Item domains found in scopus. 

We applied consecutive filters to narrow down the initial set 
of articles to a more refined result aligned with our research 
objectives. The purpose of these filters was to eliminate 
unwanted articles and enhance the search process. The filtering 
method involved considering various features: (i) identification 
and removal of duplicate articles (1 article in total); (ii) 
relevance to the field of engineering (119 articles); (iii) 
publication in reputable journals (116 articles); (iv) alignment of 
article titles and abstracts with the research scope (98 articles); 
and (v) accessibility of full-text articles (91 articles). 

Bibliometric analysis is a method used to map key authors, 
journals, and keywords within a specific research area [43]. 
Vanalle and Santos [46] explain that these methods depend on a 
methodologically recognized theoretical-methodological 
foundation, which allows the use of statistical and mathematical 
techniques to analyze information from bibliographic databases. 
In this study, content analysis was carried out following the 
criteria established by Bardin [47] to organize the analysis, 
encode data, categorize information, draw inferences, and 
identify research gaps related to machine learning and supply 
chain performance. 

As shown in Fig. 1, the authors established certain criteria. 
Two software applications were used to manage and compile the 
collected data: (i) Mendeley [48] and (ii) VosViewer [43]. 

Mendeley is an online reference management software 
developed by Mendeley Ltd [48]. It facilitates research and 
scholarly work by collecting references from online databases, 
importing their metadata, and grouping them according to 
various methods [43]. In this study, Mendeley was used to 
perform quantitative analyses of authors, keywords, journals, 
research centers, citations and countries [43]. 

VosViewer, on the other hand, is a software used to construct 
bibliometric networks based on data obtained from 
bibliographic databases such as Web of Science and Scopus 
[43]. This software allows the user to choose between total and 
fractional counting methods [49]. In the current study, 
VosViewer was used to perform co-author and co-occurrence 
analyses of keywords [45]. 

IV. FINDINGS 

The literature review serves as the initial step for researchers 
to delve into a study and acquire knowledge within a specific 
context [50]. It offers an introductory perspective on enhancing 
research projects and examines the existing body of scientific 
knowledge in the field [50]. Additionally, it enables researchers 
to familiarize themselves with the subject matter, gaining 
exposure to new concepts and definitions [50]. Creswell [51] has 
highlighted the multiple purposes of a literature review, 
including sharing the findings of related studies with readers, 
fostering dialogue around the research, contributing to the 
existing body of knowledge, addressing research gaps, and 
extending prior studies. 

In this study, we analyzed 91 articles authored by 331 
individuals or collaborations, which were published in 70 
journals over a 14-year period. These articles collectively cited 
4148 references and generated 67 keywords. Contributions were 
made by researchers from 24 countries, including Japan, United 
States, India, France, and Netherlands, affiliated with 75 
institutions or research centers. 

Fig. 3 displays the chronological distribution of the 91 
articles analyzed in this study. The earliest identified article on 
the subject was published in 2007, titled "Machine learning-
based demand forecasting in supply chains" by Carbonneau et 
al. [52]. This paper aimed to compare the performance of novel 
predictive techniques based on machine learning (ML) with 
more conventional methods. The authors utilized data from 
various sources, including a chocolate manufacturer, a toner 
cartridges manufacturer, and the Statistics Canada 
manufacturing survey, to conduct their analysis. 

 

Fig. 3. Publications per year. 

Concerning the authors of articles, we identified 331 authors 
and co-authors for 91 selected articles. The most productive 
authors are V. Kumar, S.P. Singh, Y. Liu, R. Carbonneau, G.J. 
Wang, E.M. Frazzon, K. Laframboise, A. Gunasekaran, S. 
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Punia, B. Jin, R. Vahidov, B. Karimi, C. Xie, Y. Zhu, and J. Kim, 
with two articles each. 

Fig. 4 depicts the co-authorship network of the authors 
involved in the study, comprising 331 individuals. The network 
consists of 20 distinct groups connected by 98 links. The 
visualization suggests that authors within the "Machine 
Learning and supply chain performance" domain tend to work 
in isolation, with only a limited number of collaborations 
observed. 

 

Fig. 4. Co-authorship of authors. 

Fig. 5 portrays the co-occurrence of 67 keywords, with 16 
items forming four distinct clusters. Notably, the visualization 
highlights two main themes associated with the keywords 
"Performance*", "Supply chain," and "Machine learning". The 
first theme revolves around "Machine learning," while the 
second theme centers around "Supply chain management". 
These clusters represent the prominent topics that emerge when 
exploring the interconnections between performance, supply 
chain, and machine learning in the literature. 

 

Fig. 5. Keyword co-occurrence. 

At least one citation was found in the Scopus database for 59 
of the 91 articles selected for this study. There are two main 
ways of checking citations, as explained by Mingers and 
Leydesdorff [53]. The first is to use the Web of Science or 
Scopus databases, which require subscriptions and offer 
different levels of access based on payment plans, allowing 
researchers to access resources accordingly. The second option 
is to use Google Scholar, which is more easily accessible and 
offers in general free access to resources. Since our laboratory 

has access to the Scopus database through the IMIST platform 
[43], we have also chosen to use it in this study. Articles with 
more than 10 citations are shown in Fig. 6. 

 

Fig. 6. Most cited articles. 

V. DISCUSSION 

The authors have verified that among the 91 selected articles, 
51% are empirical, 24% theoretical and 25% are a mixture of 
both, knowing that the publications were made between 2008 
and 2024. It should be noted that our investigation has identified 
only one article corresponding to the considered subject for each 
of the four following years: 2012, 2013, 2014, and 2016. The 
distribution of articles by theoretical and empirical nature, and 
the mix of both, is shown in Fig. 7. 

 

Fig. 7. Item breakdown by nature. 
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Furthermore, Fig. 8 presents the research methodologies 
used in the 91 articles. Indeed, we can state that 36% of the 
articles are experimental studies, such as the research conducted 
by Zhou et al. [54] that deals with information collaboration on 
supply chain management and the Internet of Things (IoT). In 
addition, Dubey et al. [3] have investigated artificial intelligence 
(AI) and Big Data Analytics (BDA) in production companies. 

On the other hand, 24% of the studies were theoretical, 
distributed as follows: 10% systematic literature reviews, 18% 
theoretical frameworks, 7% conceptual models, and 3% 
classical literature reviews. Finally, 25% are mixed research 
between theoretical and empirical study, such as the research 
presented by Pereira and Frazzon [55] which proposes a 
conceptual model and validates it through a practical case study. 

In the following Table I, we will present the synthesis of 
articles by category. 

This table provides a summary of key findings and 
contributions for each considered article. It is not exhaustive and 

does not cover all aspects of each study. For detailed 
information, please refer to the original publications. 

That is, the final section of this paper will give some 
conclusions from the above analysis as well as possible 
perspectives for future research in the same field. 

 

Fig. 8. Distribution of articles according to their methodologies. 

TABLE I. MACHINE LEARNING APPLICATIONS IN SUPPLY CHAIN PERFORMANCE 

Category Study Methodology Key Findings/Contributions 

Case Studies 

Gonçalves et al. (2021) Multivariate approach 
Predicting component manufacturers' demand across multiple forecast 

horizons using leading demand change indicators. 

Brintrup et al. (2020) Data analytics Predicting first-level supply chain disruptions using historical OEM data. 

Abbasi et al. (2020) Machine learning Solving large stochastic operational optimization problems. 

Kim et al. (2018) 
Stochastic control and 
optimization 

Solving mathematical problems related to initial fashion product 
distribution using real data. 

Pereira et al. (2021) 

Machine learning demand 

forecasting and simulation-
based optimization 

Synchronizing demand and supply in omnichannel retail supply chains. 

Leung et al. (2020) 
Adaptive neuro-fuzzy 

inference system 

Developing a novel predictive methodology by integrating data time 

series features. 

Priore et al. (2019) 
Inductive learning 

algorithm 

Defining appropriate replenishment policies in response to environmental 

changes. 

Baryannis et al. (2019) Data-driven AI techniques 
Developing a framework for predicting supply chain risks, balancing 

prediction performance with interpretability. 

Fu and Chien (2019) 
UNISON analytical 
framework 

Predicting intermittent electronic component demands using machine 
learning and temporal aggregation mechanisms. 

Gabellini et al. (2024) 

Deep learning (LSTM) 

model trained on 
preprocessed data including 

macroeconomic indicators 

Predicting supply chain delivery delay risk using deep learning and 

macroeconomic indicators.  
Deep learning approach outperforms benchmarks, highlighting the 

importance of macroeconomic indicators for accurate predictions 

Theoretical 

Frameworks 

Galetsi et al. (2020) Systematic literature review 
Mapping the scientific field of machine learning in supply chain 

management using a resource-based theory framework. 

Hatamlah et al. (2023)  

Conceptual model 

development, literature 

review 

Develops a conceptual model that outlines how AI can be leveraged to 

enhance supply chain risk management, focusing on areas like early 

warning systems, predictive analytics, and scenario planning. 

Sharma et al. (2020) Systematic literature review 
Reviewing machine learning applications in agricultural supply chains 
and highlighting their contribution to sustainability. 

Dhamija and Bag 

(2020) 
Systematic literature review 

Analyzing prominent research on artificial intelligence in supply chain 

management. 

Fatorachian et al. 
(2020) 

Systems theory 
Studying the impact of Industry 4.0 on supply chain performance and 
developing an operational framework. 

Ni et al. (2020) Overview 
Providing an overview of machine learning applications in supply chain 

management and offering future research directions. 

Aryal et al. (2018) 
Exploration of disruptive 
technologies 

Examining how research approaches differ when managing disruptive 
change, particularly with massive data analytics and IoT. 

Nguyen et al. (2017) Classification framework 
Proposing a classification framework for big data analytics applications in 

supply chain management. 

Grover and Kar (2017) Investigation 
Studying the primary use of big data analytics in various industries, 

investigating its role in resource utilization and sustainability. 

Abdella et al. (2020) New method 
Presenting a new method for assessing and modeling the sustainable 

impacts of food consumption. 
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Bahaghighat et al. 

(2019) 
Machine-learning vision 

Using machine-learning vision to monitor and control drug packaging in 

pharmaceutical product lines. 

Bucur et al. (2019) Multi-view tuning 
Proposing merging information sources and considering tuning as a multi-

view problem. 

Kim et al. (2008) Supplier selection 
Focusing on supplier selection in a manufacturing company, allowing 

suppliers to compete for purchase. 

Souza et al. (2019) Literature review Identifying different approaches for assessing sustainable performance. 

da Silva et al. (2019) Contextualization 
Contextualizing technology transfer in the supply chain of Industry 4.0, 

focusing on supply, manufacturing, and consumer stages. 

Wu et al. (2020) Conceptual model 
Proposing a conceptual multi-partner classification model for partner 
qualification and classification. 

Brinch (2018) Structured content review 
Addressing the poor understanding of massive data's value in supply 

chain management from a business process perspective. 

Investigation Methods 

Mishra et al. (2023) 
Survey-based research, 

statistical analysis 

Examines the adoption of digital technologies in supply chains within the 
manufacturing sector, identifying key trends, challenges, and best 

practices. 

Benzidia et al. (2021) Survey 
Investigating the impact of massive data analysis and artificial 
intelligence on green supply chain processes. 

El-Khchine et al. 

(2018) 
Exploration 

Exploring the application of social metadata networks and their analysis 

in supply chain management. 

Keller et al. (2014) Study 
Studying the use of data mining techniques for filtering and aggregating 

raw RFID data. 

Experimental Studies 

Zhou et al. (2021) Demonstration 
Demonstrating that logistics cooperation based on supply chain 

management reduces costs and improves services. 

Islam and Amin (2020) Exploration 
Exploring the use of machine learning models for predicting backorders 
to enhance decision-making. 

Yan et al. (2020) Proposal 
Proposing a distributed anti-collision algorithm for RFID systems 

incorporating machine learning. 

Feizabadi (2020) Development 
Developing hybrid demand forecasting methods based on machine 
learning. 

Tamy et al. (2020) Description 
Describing a machine learning approach to build an efficient and accurate 

network intrusion detection system. 

Liu et al. (2020) Presentation 
Presenting a surrogate mechanism using supervised learning, where sets 
of decision trees are trained on historical data. 

Liu Y. et al. (2020) Proposal 
Proposing a new model, F-TADA, derived from trend alignment with 

recurrent multi-task dual attention neural networks. 

Tosida et al. (2020) Optimization 
Optimizing an assistance classification model for Indonesian telematics 
SMEs using deep learning. 

Cavalcante et al. (2019) Presentation 
Presenting a new approach to resilient supplier selection using data 

analytics. 

Zhu et al. (2019) Proposal 
Proposing an improved hybrid ensemble machine learning approach for 
SME credit risk prediction. 

Shankar et al. (2019) Prediction Aiming to predict container throughput using deep learning methods. 

Lau et al. (2018) Design 
Designing a novel big data analytics methodology based on a parallel 

aspect-oriented sentiment analysis algorithm. 

Ma et al. (2018) Proposal 
Proposing a method to determine false positives in RFID systems using 

machine learning algorithms. 

Gyulai et al. (2018) Analysis and comparison 
Analyzing and comparing analytical and machine learning prediction 

techniques. 

Çimen et al. (2017) Proposal 
Proposing an Approximate Dynamic Programming (ADP) methodology 

to overcome computational challenges. 

Mocanu et al. (2016) Study 
Studying two stochastic models for energy consumption time series 

prediction. 

Hogenboom et al. 

(2015) 
Proposal 

Proposing a two-level machine learning approach for computing tactical 

pricing decisions. 

Kandananond (2012) Development 
Developing two machine learning methods (ANN and SVM) and a 

traditional approach (ARIMA) for predicting consumer product demand. 

Kiekintveld et al. 

(2009) 
Documentation 

Documenting successful approaches for price forecasting, emphasizing 

the exploitation of information sources. 

Carbonneau et al. 

(2008) 
Investigation 

Investigating the applicability of advanced machine learning techniques to 

predict demand distortion. 

Chatzidimitriou et al. 

(2008) 
Presentation 

Presenting Mertacor, an SCM agent using heuristic techniques and 

statistical modeling. 

Chen Yu (2024) Exploration 

The study examines the revolutionary potential of artificial intelligence 

(AI) and machine learning (ML) in contemporary supply chain 
management, and their effects on supply chain performance. 

Chi et al. (2007) Demonstration 

Demonstrating the feasibility of applying computational intelligence 

(machine learning) and evolutionary algorithms to optimize data-rich 
environments. 
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VI. CONCLUSION 

This research delves into the burgeoning landscape of 
Machine Learning (ML) applications within supply chain 
management, analyzing a comprehensive collection of literature 
from 2008 to 2024. Through a rigorous bibliometric and content 
analysis approach, utilizing the ProKnow-C method and data 
from Scopus and Web of Science databases, this study unveils 
key trends, advancements, and future research directions within 
this dynamic field. 

Our analysis reveals a clear trajectory of increasing 
sophistication in ML applications for supply chain management. 
Demand forecasting, a cornerstone of effective supply chain 
operations, stands out as a domain where ML has achieved 
significant maturity, with well-defined performance 
measurement and evaluation methods. However, the reach of 
ML extends far beyond demand prediction, encompassing a 
diverse range of applications that address critical challenges 
within the supply chain ecosystem. 

The study highlights the transformative potential of ML in 
tackling complex issues such as disruption prediction, inventory 
optimization, risk management, and the integration of disruptive 
technologies like Big Data Analytics (BDA) and the Internet of 
Things (IoT). Furthermore, ML is proving instrumental in 
enhancing supply chain resilience through the development of 
robust supplier selection methodologies, leveraging data 
analytics to assess disruption likelihood and predict performance 
impacts. 

The integration of ML into partner qualification and 
classification processes, employing ensemble learning and fuzzy 
set theory, demonstrates its ability to optimize collaboration and 
strategic partnerships within the supply chain. ML's capacity to 
predict consumer product demand, exemplified by the 
development of methods like Artificial Neural Networks (ANN) 
and Support Vector Machines (SVM), underscores its role in 
driving informed decision-making and enhancing market 
responsiveness. 

The study also underscores the growing awareness of ML's 
environmental impact. The significant influence of BDA and AI 
on the integration of environmental processes necessitates the 
development of adaptive replenishment policies, leveraging 
inductive learning algorithms to respond effectively to 
environmental changes. 

Looking ahead, this research identifies several promising 
avenues for future research. A case study focusing on the 
application of ML methods to enhance the performance of 
automotive supply chains would provide valuable insights into 
industry-specific applications. Additionally, experimental 
analysis of integrating ML models into the best practices 
outlined by the SCOR model would contribute to a deeper 
understanding of ML's practical implementation within 
established frameworks. 

Finally, the exploration of conceptual frameworks and 
empirical evidence that examine the influence of adopting ML 
algorithms on supply chain performance is crucial. This 
endeavor would aim to quantify the extent to which 
manufacturing firms can leverage ML algorithms to achieve 

tangible improvements in supply chain efficiency, resilience, 
and sustainability. 

In conclusion, this research underscores the transformative 
potential of ML in revolutionizing supply chain management. 
The diverse applications, ongoing research efforts, and 
emerging trends suggest a promising future for ML in 
optimizing performance, enhancing resilience, and fostering 
sustainability within the complex and dynamic landscape of 
global supply chains. 
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Abstract—Internet enterprises, as the representative 

enterprises of technology-based enterprises, contribute more and 

more to the growth of the world economy. To ensure the 

sustainable development of enterprises, it is necessary to predict 

the risks in the operation of Internet enterprises. An accurate 

risk prediction model can not only safeguard the interests of 

enterprises but also provide certain references for investors. 

Therefore, this study designed a Convolutional Neural Network 

(CNN) model based on the Kepler optimization algorithm (KOA) 

for risk prediction of Internet enterprises, aiming to maximize 

the accuracy of the prediction model, and to help Internet 

enterprises carry out risk management. Firstly, we select the 

indicators related to the financial risk of Internet enterprises, 

and predict the risk based on the traditional statistical analysis of 

Logistic regression model. On this basis, KOA was improved 

based on evolutionary strategies and fish foraging strategies, and 

the improved algorithm was applied to optimize CNN. Based on 

improved KOA and CNN algorithms, an IKOA-CNN risk 

prediction model is proposed. Finally, by comparing traditional 

statistical analysis-based models and other learning-based 

models, the results show that the IKOA-CNN algorithm 

proposed in this study has the highest prediction accuracy. 

Keywords—Risk management; Kepler optimization algorithm; 

Convolutional Neural Network; Internet enterprises 

I. INTRODUCTION 

Internet enterprises are facing diversified risks while 
developing rapidly. These risks mainly come from internal 
operations, technical implementation, and data management. 
The main content of Internet enterprise risk management 
includes risk identification, risk assessment, risk control and 
risk monitoring [1]. Effective risk management can not only 
help enterprises develop steadily in uncertain market 
environments but also enhance their market competitiveness 
and improve the quality of their decision-making. For Internet 
enterprises, risk management is not only a necessary defense 
mechanism, but also an important tool to enhance enterprise 
value and competitiveness [2]. Therefore, Internet enterprises 
urgently need a risk management system, which can not only 
accurately identify the business risks of enterprises, but also 
accurately assess the risk level. 

Improving the accuracy of Internet enterprise business risk 
prediction has always been the focus of relevant researchers. 

For the risk management system of interconnected enterprises, 
business risk identification and business risk assessment have 
always been two widely discussed topics. Risk management of 
Internet enterprises is a continuous process, which requires 
enterprises to constantly identify and evaluate new risks, and 
use cutting-edge technologies to improve the efficiency and 
effect of risk management [3]. In the process of risk 
identification and assessment, Internet enterprises often use big 
data analysis and artificial intelligence technology. Among 
them, big data analysis means that Internet enterprises use big 
data tools to analyze user behaviour, market trends and other 
content, to accurately predict potential risks. The disadvantage 
of this method is that it requires extracting massive amounts of 
user data and internal enterprise data. Due to some privacy 
issues, the data is unavailable, making risk prediction 
impossible or inaccurate [4]. Therefore, a large number of 
researchers use artificial intelligence technology to predict the 
operational risks of enterprises. The risk prediction model 
based on artificial intelligence technology refers to the use of 
AI models, such as machine learning and deep learning 
models, to identify and predict risk patterns in enterprises [5]. 
Compared to risk prediction models based on big data, learning 
based models do not require massive amounts of data. In 
addition, with the development of technology, blockchain 
technology and cloud computing technology have also been 
used to enhance data security and prevent tampering, especially 
in the fields of financial transactions and data storage. 

Risk prediction of Internet enterprises is a complex and 
changeable process. The factors related to risk prediction of 
Internet enterprises mainly include technological change, 
market competition, laws and regulations, user behavior, 
economic environment and corporate governance. The 
accuracy of risk prediction of Internet enterprises is mainly 
affected by data and prediction technology [6]. The data aspect 
mainly includes data quality and availability, and the breadth, 
depth, and accuracy of data collection directly affect the 
reliability of prediction results. The technical aspect mainly 
includes the prediction technology used, such as the 
applicability and progressiveness of statistical models and 
machine learning algorithms. In addition, the integration 
between systems may also affect the accuracy of prediction 
results. The degree of integration between the risk management 
system and other management systems in the enterprise affects 

*Corresponding Author. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

205 | P a g e  

www.ijacsa.thesai.org 

data flow and information sharing, thereby affecting the 
comprehensiveness and timeliness of predictions [7]. 

 
Fig. 1. The framework of Internet enterprise risk management system. 

Deep learning models have shown great potential in the 
field of enterprise risk management. Deep learning technology 
can process and analyze a large amount of unstructured data, 
which is particularly important for predicting business risks. In 
enterprise risk management systems, deep learning is mainly 
applied in three aspects: enterprise credit risk prediction, 
enterprise market risk prediction, and enterprise financial risk 
prediction [8]. CNN, as a deep learning architecture, is 
particularly suitable for processing data with grid like 
topological structures. Due to this characteristic, CNN has been 
widely used in fields such as image recognition, healthcare, 
autonomous driving, and natural language processing. At 
present, there is relatively little research on the application of 
CNN to predict business risks. Li et al. proposed a model for 
predicting loan credit risk based on CNN and conducted 
preliminary exploration of CNN based prediction models [9]. 
The risk prediction model based on CNN mainly includes three 
steps: data collection and preprocessing, network design and 
training of CNN algorithm, and validation and testing of CNN 
algorithm. Therefore, based on the work [9], this study 
introduces intelligent optimization algorithms in the design 
process of CNN to improve the accuracy of prediction. Further, 
for the risk prediction of Internet enterprises, a risk 
management system is designed. Fig. 1 shows the operational 
risk management system designed in this paper for Internet 
enterprises. 

Aiming at the problems of inaccurate prediction results and 
unsatisfactory evaluation results in the risk prediction and 

evaluation of Internet enterprises at this stage, this study 
designed a system for Internet enterprise risk management, 
aiming to improve the accuracy of risk prediction and risk 
evaluation. The main contributions of this study are 
summarized as follows: 

 In this study, a model for Internet enterprise risk 
management was established, and the model was tested 
through a dataset of 100 Internet companies, which 
verified the effectiveness of the model. 

 This study developed an IKOA-CNN algorithm based 
on KOA and CNN algorithms. Firstly, the classic KOA 
algorithm was improved by designing improvement 
strategies, and the CNN model was optimized using the 
improved KOA algorithm. The results indicate that the 
IKOA-CNN algorithm can effectively improve the 
prediction accuracy of CNN. 

 A two-stage prediction risk management model was 
developed. In the first stage, the operational risk of 
Internet enterprises was predicted based on the data of 
Internet enterprises. The second stage is to assess the 
level of operational risk according to the prediction 
results, to provide a basis for risk management of 
Internet enterprises. 

The rest of this article is organized as follows. Section II 
reviews the work related to risk prediction and machine 
learning algorithms. Section III designs an improved CNN 
model. Section IV is the result display of the organized dataset 
to validate the developed algorithm. Finally, the entire article 
was summarized in the Section V. 

II. LITERATURE REVIEW 

A. Operational Risks of Internet Enterprises 

Internet enterprises face a wide range of risks, which can be 
analyzed from technology, market, law, operation and other 
dimensions. Technical risks mainly include two aspects: data 
security and privacy leakage. Internet enterprises will collect 
and store a large amount of user data in the operation process, 
and the security of these data has become the main concern of 
enterprises. At present, the technologies mainly used to prevent 
technological risks include blockchain technology [10]. The 
operational risks of Internet enterprises mainly include supply 
chain interruption risk, brain drain risk, financial risk, credit 
risk and currency fluctuation risk [11]. Financial and credit 
risks are crucial for the development of enterprises. Therefore, 
this research focuses on the financial risk and credit risk of 
Internet enterprises. In addition, although the supply chain 
disruption of Internet enterprises can also lead to serious 
operational problems, the risk of supply chain disruption can 
be solved by designing flexible supply chains and introducing 
other advanced transportation equipment [12]. Therefore, Lee 
et al. explored how to establish a resilient supply chain to 
reduce the risk of supply chain disruptions [13]. 

B. Financial Risk Prediction 

The traditional financial ratio analysis method is a 
commonly used method by early scholars in the process of 
enterprise financial risk analysis. Delen et al. used financial 
ratio analysis methods and knowledge graph techniques to 
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predict a company's financial risk by analyzing its financial 
ratios [14]. The financial ratio analysis method is simple and 
does not require a large amount of data, but it also has certain 
limitations, such as ignoring non-financial information, etc. 
These limitations often lead to unsatisfactory predictive 
performance of this method. In response to this issue, 
researchers have started using more complex statistical models 
to predict financial risk. For example, logistic regression and 
multiple regression analysis methods [15]. In recent years, with 
the development of artificial intelligence technology, machine 
learning and deep learning techniques have also been applied 
to financial risk prediction. For example, machine learning 
algorithms such as artificial neural networks, support vector 
machines, and random forests are used to process large 
amounts of financial and non-financial data to improve 
prediction accuracy. These methods can capture nonlinear 
relationships in data and process high-dimensional data [16]. In 
addition, some researchers use text analysis and unstructured 
data to predict financial risks. For example, by analyzing text 
information such as annual reports, news reports, and social 
media of enterprises, natural language processing techniques 
are used to extract relevant information, thereby helping to 
improve the accuracy of financial risk prediction [17]. 

C. Credit Risk Prediction 

The credit prediction of Internet enterprises is also an 
important research direction in the field of Internet business 
risk assessment, especially in the assessment of credit risk. In 
recent years, with the development of artificial intelligence 
technology, credit prediction methods and applications have 
made significant progress. Similar to financial risk prediction, 
the credit risk assessment of Internet enterprises also includes 
the traditional scoring model and the prediction model based 
on artificial intelligence technology. Linear statistical models, 
as representatives of traditional models, mainly include two 
types: logistic regression and discriminant analysis. The linear 
statistical model relies on the historical financial data and 
credit history of the enterprise to predict credit risk [18]. The 
credit risk prediction model based on artificial intelligence 
technology mainly uses machine learning and deep learning 
techniques. Zhang et al. provided an in-depth description of 
credit risk prediction methods for small and medium-sized 
enterprises. The deep learning model proposed by him can 
effectively integrate various types of data, thereby improving 
the accuracy of prediction [19]. Liu et al. also designed a two-
stage prediction algorithm based on deep learning models to 
predict the credit risk of enterprises [20]. Yao et al. designed a 
support vector machine model for risk prediction in supply 
chain enterprises, which can effectively integrate multiple 
types of data [21]. It can be said that the credit prediction of 
Internet enterprises is changing from traditional statistical 
methods to the use of artificial intelligence technology. These 
modern methods can handle more complex and dynamic data 
sets, provide more accurate and personalized credit evaluation, 
and thus help Internet enterprises more effectively manage 
credit risk [22]-[23]. 

D. Convolutional Neural Network 

Convolutional Neural Networks (CNNs) have the 
advantages of automatically extracting data features, a concise 

hierarchical structure, and the ability to share parameters. 
Therefore, they are gradually being applied in the financial risk 
assessment process of enterprises [24]. However, CNN also 
has drawbacks such as a large demand for training data and 
unsatisfactory performance in handling non visual tasks. 
Therefore, when applying CNN to the process of enterprise 
risk prediction, it is necessary to improve it [25]. In recent 
research, the application of CNN has been extended to multiple 
cutting-edge technological fields, and relevant researchers have 
made improvements to it from different perspectives. Deepak 
Khatri et al. developed an intelligent framework based on 
serverless computing in their research, aiming to improve 
service efficiency through the use of artificial intelligence and 
machine learning [26]. Qin developed a financial risk 
prediction model for listed companies using CNN, which 
preliminarily demonstrated the potential of CNN in processing 
non-traditional image datasets [27]. In the study of network 
systems, Lou et al. (2023) proposed using a CNN algorithm to 
predict the robustness of networks, which utilizes CNN's 
powerful feature extraction ability to analyze the complex 
interactions of network structures [28]. In addition, de la Cruz 
et al. used an improved CNN model to detect eye flicker 
integrity in their study, which not only demonstrated the 
effectiveness of CNN in time series data processing, but also 
emphasized the importance of combining recurrent neural 
networks [29]. These studies collectively demonstrate the 
breadth and depth of CNN applications in multiple fields, from 
traditional image processing to complex time series analysis 
and 3D data processing, demonstrating its sustained 
development and innovation as a powerful machine learning 
tool [30]-[31]. 

III. ALGORITHM DESIGN 

In this section, we designed an IKOA-CNN algorithm 
aimed at optimizing the learning rate in CNN using IKOA [32]. 
In CNN-based prediction models, learning rate has a 
significant impact on prediction performance. We first 
introduced the improved KOA algorithm. Fig. 2 shows the 
flowchart of the IKOA algorithm. 

A. The Improved Kepler Optimization Algorithm 

We improved the KOA algorithm by utilizing the 
evolutionary strategy of the genetic algorithm (GA) and the 
foraging strategy of the artificial fish swarm algorithm 
(AFSA). The main steps of the improvement are as follows: 

Step 1: Initialize the parameters of the KOA algorithm 
based on Eq. (1) and Eq. (2). 

  0 1 0 1k maxRand( , ),k , , ,k                    

 0 1i maxHa ,k , , ,kR _ n                     

where, 
k is the eccentricity of the planet's orbit. 

iHa is the 

period of the planet's orbit, and R _ n is a random number that 

follows a normal distribution pattern.  0 1 max, , ,k is a set of 

the number of planets. 
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Fig. 2. The flowchart of the improved Kepler optimization algorithm. 

Step 2: Update celestial body velocity  kV i based on the 

formula for updating celestial body velocity in work [32]. 

Step 3: Inspired by the rotation of planets around the sun, 
the KOA algorithm's planets rotate around the sun. During 
each iteration, the planet updates its position based on the 
optimal solution. Unlike the classic KOA algorithm, we 
introduce the evolutionary strategy of GA algorithm into the 
update strategy of planetary position, as shown in Eq. (3). 

 1 kk k kS ( i ) S ( i ) V S ( i )i                     

where, 1kS ( i ) is the position of planet k in the 1i  st 

iteration process.  and are two small variables. 

Step 4: Introducing the foraging strategy of AFSA 
algorithm into the planetary distance update strategy, the 

update process of distance kS ( i ) is shown in Eq. (4). 

1
3

k a b
k

S ( i ) S ( i ) S ( i )
S ( i )

 
                     

where, aS ( i ) and bS ( i )  are two randomly selected 

distances. 

Step 5: Update Determine if the maximum number of 
iterations has been reached, and if so, output the result. If not, 
restart the loop. 

B. Risk Management Based on CNN 

Before conducting calculations, it is necessary to first rate 
all influencing factors based on expert experience, and weight 
and accumulate the obtained random probability of risk to 

obtain the comprehensive random probability
nP of risk factors. 

 

Fig. 3. The process of calculating the elements of the output tensor. 

Fig. 3 shows the calculation process of CNN at each level, 

and the convolution lC( j ) calculation formula is as follows: 

 1l l l lC( j ) C( j ) K( j ) a( j )                

where l represents hierarchy. 1lC( j )   is the j th feature of 

the input layer. lK( j ) is a convolutional kernel.  is the 

activation function. 

IV. RESULT DISPLAY 

This study selects a dataset of 100 Internet enterprises to 
verify the algorithm. The data of 40 Internet companies are 
used as the training set, and the data of 60 companies are used 
as the test set. We compared five algorithms: BP neural 
network, CNN, AFSA-CNN, KOA-CNN, and IKOA-CNN. 
The comparison results are reflected through the following four 
indicators: root mean square error (MSE), mean pure square 
error (MSPE), mean absolute error (MAE), and mean absolute 
percentage error (MAPE). In this study, risks were categorized 
into five levels: low risk, medium low risk, medium risk, 
medium high risk, and high risk. For the purposes of statistical 
analysis, the numerical ranges assigned to these risk categories 
were 0 to 5, 5 to 10, 10 to 15, 15 to 20, and 20 to 25, 
respectively. 

A. Financial Risk Prediction Results of Internet Enterprises 

Fig. 4 and Fig. 5 show the financial risk prediction results 
of the IKOA-CNN algorithm and CNN algorithm, respectively. 
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Fig. 4. Financial risk prediction results of IKOA-CNN algorithm. 

 
Fig. 5. Financial risk prediction results of CNN algorithm 

TABLE I.  ERROR ANALYSIS OF FINANCIAL RISK PREDICTION RESULTS 

Algorithm 
Index 

MSE MSPE MAE MAPE 

BP 0.5962 9.86*10^(-15) 0.3265 0.4953 

CNN 0.2189 8.22*10^(-15) 0.3189 0.4762 

KOA-CNN 0.1195 3.67*10^(-15) 0.1014 0.1852 

AFSA-CNN 0.1906 6.98*10^(-15) 0.2159 0.2478 

Ours 0.0072 2.17*10^(-15) 0.0124 0.0875 

B. Results of Credit Risk Prediction of Internet Enterprises 

Fig. 6 and Fig. 7 show the credit risk prediction results of 
the IKOA-CNN algorithm and CNN algorithm, respectively. 

 
Fig. 6. The credit risk prediction results of IKOA-CNN algorithm. 

 
Fig. 7. The credit risk prediction results of CNN algorithm. 

TABLE II.  ERROR ANALYSIS OF CREDIT RISK PREDICTION RESULTS 

Algorithm 
Index 

MSE MSPE MAE MAPE 

BP 0.6784 5.57*10^(-15) 0.4324 0.4707 

CNN 0.4579 9.26 *10^(-16) 0.3501 0.4186 

KOA-CNN 0.2375 8.79*10^(-16) 0.2728 0.3966 

AFSA-CNN 0.2286 7.65*10^(-16) 0.2688 0.3038 

Ours 0.0092 6.86*10^(-16) 0.0154 0.0629 

C. Management Risk Assessment of Internet Enterprises 

Fig. 8 and Fig. 9 show the business risk prediction results 
of the IKOA-CNN algorithm and CNN algorithm, respectively. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

209 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 8. The business risk prediction results of IKOA-CNN algorithm. 

 
Fig. 9. The business risk prediction results of IKOA-CNN algorithm. 

TABLE III.  ERROR ANALYSIS OF BUSINESS RISK PREDICTION RESULTS 

Algorithm 
Index 

MSE MSPE MAE MAPE 

BP 0.6908 9. 80*10^(-15) 0.5570 0.4239 

CNN 0.3896 8.68*10^(-15) 0.3527 0.4961 

KOA-CNN 0.3570 4.66*10^(-15) 0.2914 0.2826 

AFSA-CNN 0.2411 4.28*10^(-15) 0.1646 0.1957 

Ours 0.0093 2.17*10^(-15) 0.0358 0.0763 

Tables I, II, and III respectively show the results of 
applying BP, CNN, KOA-CNN, AFSA-CNN and IKOA-CNN 
algorithms in financial risk prediction, credit risk prediction, 
and business risk prediction. The results show that compared 
with BP, CNN, KOA-CNN and AFSA-CNN algorithms, 
algorithm IKOA-CNN consistently exhibits the lowest MSE 
and MSPE values, indicating higher prediction accuracy 
compared to other algorithms. In addition, the MAE and 
MAPE values of IKOA-CNN algorithm are also the lowest, 
indicating its robustness in maintaining lower average 

deviations. The output results of BP and CNN algorithms differ 
significantly from the true values. The output results of AFSA-
CNN and KOA-CNN algorithms also have certain deviations 
from the true values. In contrast, the overall risk prediction 
performance of the IKOA-CNN model is the best, and the 
difference between its trend and the true value is smaller. The 
prediction results show that IKOA-CNN model has a high 
performance in financial risk, credit risk and operational risk 
prediction, and this model can be effectively applied to the 
financial management process of Internet enterprises. 

V. CONCLUSION 

To foster the sustainable development of Internet 
enterprises, this study developed a risk prediction model 
utilizing the CNN algorithm. The architecture of the deep 
neural network model was optimized using an enhanced KOA, 
which is defined as IKOA-CNN. The research employed a 
dataset comprising data from 100 Internet enterprises. 
Comparative analysis with other learning-based risk prediction 
models demonstrates that the IKOA-CNN algorithm, as 
proposed in this study, achieves the highest prediction 
accuracy. Although IKOA-CNN algorithm in this study can 
accurately predict the financial risk, credit risk and business 
risk of Internet enterprises, the accuracy of this model for the 
prediction of business risk of other industries has not yet been 
explored. Therefore, in the next stage, we will further improve 
the generalization ability of the model. 
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Abstract—This paper research introduces a cutting-edge 

approach to enhancing urban infrastructure safety through the 

integration of modern technologies. Leveraging state of the art 

deep learning techniques, specifically the recent object detection 

models, with a focus on YOLOv8, we propose a system for 

supervising and detecting manhole situations using drone imagery 

and GPS location data. Our experiments with object detection 

models demonstrate exceptional results, showcasing high accuracy 

and efficiency in the detection of manhole covers and potential 

hazards in real-time drone imagery. The best trained model is 

YOLOv8, which achieves a mAP@50 rate of 89% and a Precision 

rate of 95%, surpassing existing methods. By combining this visual 

information with precise GPS location data, our system offers a 

comprehensive solution for monitoring urban landscapes. The 

integration of YOLOv8 not only improves the efficiency of 

manhole detection but also contributes to proactive maintenance 

and risk mitigation in urban environments. This research 

represents also a significant step forward in leveraging modern 

research methodologies, and the outstanding results of our trained 

models underscore the effectiveness of Object detection models in 

addressing critical infrastructure challenges. 

Keywords—Urban infrastructure safety; object detection; Deep 

Learning (DL); UAV (Drones); Computer Vision (CV) 

I. INTRODUCTION 

In the contemporary landscape of urban development, 
ensuring the safety and integrity of critical infrastructure is a 
paramount concern. Among the myriad challenges faced by 
urban planners and maintenance authorities [1], [2], the efficient 
and accurate detection of manhole covers, and potential hazards 
stands out as a pivotal aspect of proactive risk management [3]. 
This research seeks to address this challenge head-on by 
embracing the convergence of advanced technologies, with a 
specific focus on the You Only Look Once (YOLO) object 
detection model, particularly the latest iteration, YOLOv8 [4]. 
The proliferation of unmanned aerial vehicles (UAVs) or drones 
[5], [6], coupled with the advancements in deep learning [7], has 
opened new avenues for real-time surveillance and analysis of 
urban landscapes. The ability to deploy drones for high-
resolution imaging provides a dynamic and flexible solution for 
monitoring infrastructure elements that are typically challenging 
to inspect manually or through conventional means. 

Concurrently, the integration of Global Positioning System 
(GPS) technology adds a layer of precision by providing 

accurate geospatial information [8]. At the heart of this research 
are the Object detection models, renowned for its state-of-the-
art object detection capabilities. YOLOv8 excels in processing 
images swiftly while maintaining a high level of accuracy, 
making it an ideal candidate for real-time applications. By 
training the models to recognize manhole covers and potential 
hazards in diverse urban settings, we aim to harness the full 
potential of deep learning models to bolster the efficiency and 
efficacy of infrastructure monitoring [9]. The integration of 
these technologies holds the promise of transforming traditional 
approaches to urban infrastructure supervision. Rather than 
relying on periodic inspections or reactive measures, our 
proposed system aims to establish a proactive and intelligent 
framework. By fusing the power of object detection methods 
with drone imagery and GPS location data, we aspire to create a 
comprehensive solution that not only detects and supervises 
manhole situations (see Fig. 1), but also contributes to a deeper 
understanding of the evolving dynamics within urban 
environments. 

 

Fig. 1. Samples of varied manhole situations. 

As we embark on this exploration of technology-driven 
urban research, the subsequent sections will delve into the 
methodology employed, the experimental results obtained, and 
the broader implications of our findings. Through this 
interdisciplinary approach, we endeavor to contribute to the 
burgeoning field of intelligent infrastructure management, 
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paving the way for safer, more resilient urban environments in 
the face of evolving challenges. 

This paper will be structured as follows: Background in 
Section II will be followed by related work in Section III. Next, 
we will present our methodology in the Section IV, followed by 
the presentation of our results in Section V. Finally, we will 
conclude this paper in Section VI. 

II. BACKGROUND 

In this section we will try to give a general vision of the deep 
learning models that we will use in our approach and related 
work, which will be divided into two parts, the first related to 
data measurement classification models, as for the second 
presents some models of image detection models. 

A. Computer Vision 

Computer vision is a field of artificial intelligence (AI) that 
enables machines to interpret and make decisions based on 
visual data. It seeks to teach computers how to gain a high-level 
understanding of digital images or videos, similar to the way 
humans interpret and understand visual information. This 
involves tasks such as image recognition, object detection, 
image segmentation, and more. Computer vision has diverse 
applications, ranging from facial recognition and autonomous 
vehicles to medical image analysis and industrial automation 
[10]. 

1) Enhancing urban infrastructure safety: The integration 

of computer vision with an edge approach can significantly 

contribute to enhancing urban infrastructure safety [12]. 

2) Computer vision edge approach: The term "edge" in 

computer vision often refers to processing data closer to the 

source of generation rather than relying on a centralized server 

or cloud. The edge approach involves deploying computer 

vision algorithms on devices like edge computing devices, 

cameras, or sensors, enabling real-time analysis and decision-

making without the need for constant connectivity to a central 

server. This approach is particularly beneficial in scenarios 

where low latency and immediate responses are crucial [11]. 

3) Surveillance and monitoring: Computer vision can be 

used to analyze live camera feeds for suspicious activities, 

unauthorized access, or potential safety hazards. By deploying 

this capability at the edge, responses can be immediate, 

addressing security concerns in real-time [13]. 

By combining the capabilities of computer vision with an 
edge computing approach, urban areas can benefit from faster 
and more efficient responses to safety and infrastructure 
challenges, ultimately creating smarter and safer cities. 

B. YOLO (You Only Look Once) 

YOLO (You Only Look Once) is a popular object detection 
algorithm that is widely used in computer vision applications. 
The key idea behind YOLO is to divide the input image into a 
grid and, for each grid cell, predict bounding boxes and class 
probabilities. 

This allows YOLO to simultaneously detect multiple 

objects in an image in real-time [14], [15]. Here are some key 

features and concepts associated with YOLO: 

1) Real-time detection: YOLO is known for its efficiency, 

and it can perform object detection in real-time, making it 

suitable for applications like video analysis. 

2) Single forward pass: YOLO performs object detection 

in a single forward pass through the neural network, as opposed 

to two-stage detectors, which involve region proposal networks 

and classification networks separately. 

3) Bounding box prediction: For each grid cell, YOLO 

predicts bounding boxes along with confidence scores and class 

probabilities. This allows it to detect multiple objects of 

different classes in a single pass. 

4) Anchor boxes: YOLO uses anchor boxes to improve the 

accuracy of bounding box predictions. These anchor boxes are 

pre-defined bounding box shapes, and the model learns to 

adjust these anchors during training. 

5) Darknet: YOLO is typically implemented using the 

Darknet framework, which is an open-source neural network 

framework written in C and CUDA. Darknet supports YOLO 

and allows for training and using YOLO models. 

C. ArcGIS (Geographic Information System) 

ArcGIS, developed by Esri (Environmental Systems 
Research Institute), is a geographic information system (GIS) 
software suite. It is widely used for creating, managing, 
analyzing, and displaying spatial data. GIS is a technology that 
combines geography (maps) and data to provide valuable 
insights, enabling users to make informed decisions based on 
geographic information. ArcGIS provides a comprehensive 
platform for working with spatial data at various scales, from 
local to global. The suite includes a range of desktop, server, and 
web-based applications. Overall, ArcGIS is a powerful tool for 
spatial analysis and mapping across various industries, including 
environmental management, urban planning, public health, 
transportation, and more. It is widely used by professionals and 
organizations to understand, interpret, and visualize geographic 
patterns and relationships in their data [16], [17]. 

III. RELATED WORK 

This study integrates multiple technologies, including deep 
learning, object detection, UAV (Unmanned Aerial Vehicle) 
technology, and ArcGIS positioning, with a specific focus on 
manhole detection. There is a limited number of published 
papers that cite these technologies in conjunction. Existing 
studies in this field attempt to develop new datasets to enhance 
detection accuracy. Additionally, they strive to balance accuracy 
with computational efficiency. This balance is crucial for drone 
implementation, especially when utilizing parallel processing 
co-processors. The objective is to optimize the system for real-
time applications while maintaining high detection accuracy, 
which is essential for efficient urban planning and infrastructure 
management. 

In their research, Pang et al. developed a method for 
detecting road manhole covers using a stereo depth camera and 
the MGB-YOLO model, achieving a notable accuracy of 96.6%. 
This approach, which outperforms several existing models, is 
particularly efficient for deployment in in-vehicle devices, 
contributing significantly to urban infrastructure management 
and vehicular safety [18]. 
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In their work, Andersen et al. address the challenge of drone 
navigation in dark, GPS-denied, and confined spaces, focusing 
on the high processing power required for maintaining detailed 
environmental maps. They note the particular difficulty in 
navigating narrow spaces where low-resolution voxel 
representations can impede trajectory planning. Inspired by the 
Inspectrone Project, which involves inspecting large marine 
vessels, the authors propose a deep learning model for detecting 
manholes using only depth images. This study aims to balance 
accuracy with computational efficiency, making it suitable for 
drone implementation on parallel processing co-processors. A 
key feature of their approach is the use of a temporal filter to 
enhance robustness and reduce false positives, requiring 
multiple detections within a timeframe to confirm the manhole's 
location. The effectiveness of their method, which is agnostic to 
scene texture, is demonstrated through successful drone flights 
through a standard-sized manhole on a marine vessel, 
showcasing a viable solution for manhole detection in 
challenging environments [19]. 

In their research, Timofte, Radu et al. focus on the challenge 
of accurately 3D localizing road fixtures, particularly manhole 
covers, across extensive road networks. They propose an 
innovative pipeline utilizing images captured by vans to detect, 
recognize, and localize manholes, a task complicated by issues 
like occlusions, varying illumination conditions, and significant 
viewpoint differences. Additionally, the diversity in manhole 
cover designs adds to the complexity. Their approach effectively 
combines 2D and 3D computer vision techniques to handle large 
volumes of image data, achieving notable performance. This 
study is distinguished as the first to report on manhole mapping 
using solely computer vision techniques and GPS, marking a 
significant advancement in the field of automated road 
surveying [20]. 

Despite the advancements, these papers also address 
challenges such as the difficulty in detecting manholes under 
certain conditions (e.g., poor lighting, obscured by objects, or in 
densely built-up areas) [21]. 

IV. METHODOLOGY 

A. Proposed Method 

The research paper introduces a comprehensive 
methodology employing drones and deep learning (DL) models 
for the efficient monitoring, detection, and precise localization 
of manholes. This approach is methodically structured into 
interconnected phases as shown in Fig. 2: 

1) Drones for surveillance: Utilizing drones equipped with 

cameras and potentially other sensors, the methodology 

involves aerial surveillance to collect visual data of manholes. 

This step is pivotal for acquiring the necessary imagery for 

further analysis [22]. 

2) Detection of manhole conditions: The visual data 

gathered by drones are transmitted to a cloud-based framework. 

Here, a specialized deep learning model, already trained, 

scrutinizes the images. The primary task of this DL model is to 

identify both the presence and condition of manholes from the 

collected visuals [23]. 

3) Precise localization of manholes: Concurrent with 

condition detection, the system also focuses on accurately 

localizing the manholes. It leverages geographical data 

obtained from the drones to pinpoint the exact physical 

locations of the manholes, a crucial element for subsequent 

maintenance or monitoring operations [24]. 

4) Informed decision making: Following the successful 

detection and localization of manholes and the evaluation of 

their state, the system then classifies these findings. This 

classification is essential for determining the appropriate 

actions needed, such as cleaning, repairs, cover replacements, 

sediment removal, coatings, or comprehensive structural 

assessments [25]. 

This enhanced methodology signifies a significant 
advancement in the field, leveraging cutting-edge technology 
for urban infrastructure management.

 

Fig. 2. Proposed monitoring, detection, and localization system for manholes. 
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B. Architecture for Training Process 

The proposed methodology (see Fig. 3), delineates a 
sophisticated and integrated system for manhole identification 
and maintenance, utilizing a combination of modern 
technologies including unmanned aerial vehicles (UAVs), cloud 
computing, deep learning, and potentially geographic 
information systems (GIS). This system is structured into four 
critical steps: 

1) Data collection and input: The initial phase involves 

compiling a comprehensive dataset of manhole images. These 

images are meticulously annotated, likely with bounding boxes 

or similar markers, to highlight the presence of manholes. This 

dataset forms the foundation of the entire process. 

2) Model development and training: A deep learning 

model, though its specific neural network architecture is not 

detailed, is meticulously trained using the aforementioned 

dataset. This model is intricately designed to effectively 

recognize and pinpoint manholes from the visual data collected 

by the drones. 

3) Object detection and output: Once the model is trained, 

it enters the object detection phase. In this stage, the model 

applies its learned patterns to new images captured by drones, 

successfully identifying manholes in these fresh visuals. 

4) Analysis and decision making: The final stage involves 

a critical analysis of the model's output. This analysis is pivotal 

in making informed decisions regarding the maintenance and 

other necessary actions for the manholes detected. 

This method represents a significant leap in infrastructure 
monitoring and maintenance, harnessing the power of advanced 
technologies to create an automated and intelligent system. This 
system not only increases efficiency but also potentially enhances 
the safety and reliability of urban infrastructure management. 

C. Testing Sample 

The chosen area for testing our manhole cover detection and 
monitoring method via drones is illustrated in Fig. 4, which 
displays a region with diverse urban characteristics. The area is 
demarcated by a series of waypoints forming a boundary within 
which the drone operations are to be conducted. On the left side, 
we have a simplified schematic from ArcGIS Maps, which 
provides a clear and uncluttered view of streets and key 
establishments like the "Coffee El Jabah," a "Pharmacy," and 
educational institutions like "El Ouafa School" and "Pythagoras 

Private School." This representation is beneficial for initial 
planning and coordination purposes. 

The right side of the figure contrasts this with two views 
from Google - one from satellite imagery offering a detailed, 
real-world perspective of the area's layout and another from 
Google Maps, which includes street names and a blue overlay 
indicating the operational path of the drone. The satellite 
imagery provides a comprehensive view of the density and 
structure of buildings, roads, and vegetation, which is crucial for 
understanding potential obstacles and optimizing flight paths. 

We suggest to studying this area that has eleven manhole 
covers within a one-kilometer range, signifying the target 
objects for the drone's detection system. The area is chosen for 
its typical urban features and the presence of manhole covers 
that need monitoring, and close to our laboratory making it an 
ideal test bed for validating the effectiveness of the drone-based 
surveillance system in actual road settings. The dual 
representation of the area through different mapping services 
aids in cross-verifying details and planning the drone's flight 
more accurately. 

D. Decisions Related to Manhole Situations 

Certainly, there are more specific examples of decisions 
related to manhole situations, including actions like cleaning and 
replacement: 

 Cleaning Procedures: Implement regular cleaning 
schedules to remove debris, sediment, and blockages 
from manholes, ensuring optimal functionality. 

 Repairs and Patching: Promptly address minor damages 
through patching or localized repairs to prevent further 
deterioration. 

 Manhole Cover Replacement: Evaluate and replace 
worn-out or damaged manhole covers to ensure the 
safety of pedestrians and motorists. 

 Sediment Removal: Implement strategies for the 
systematic removal of sediment buildup within manholes 
to maintain proper drainage and prevent blockages. 

 Coating and Sealing: Apply protective coatings or 
sealants to manhole surfaces to enhance durability and 
resistance to environmental factors. 

 Structural Assessment: Conduct thorough structural 
assessments to identify weak- nesses or defects, making 
informed decisions on repairs or replacements. 

 

Fig. 3. Approaches of our experimental studies. 
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Fig. 4. Region designated for analyzing our architectures in actual road settings. 

 Odor Control Measures: Introduce measures such as 
deodorizing agents or ventilation systems to address 
unpleasant odors associated with manhole situations. 

 Emergency Pumping: Establish protocols for emergency 
pumping in situations where water accumulates rapidly, 
preventing potential flooding and infrastructure damage. 

 Rehabilitation Programs: Develop rehabilitation plans 
for aging manholes, including strategies for structural 
reinforcement and longevity extension. 

 Upgraded Materials: Consider using advanced, durable 
materials for manhole construction and covers to 
enhance longevity and reduce maintenance needs. 

These decisions encompass a range of actions aimed at 
addressing specific issues within manhole situations, from 
routine maintenance to emergency response and infra- structure 
upgrades. 

V. RESULTS AND DISCUSSIONS 

A. Hardware and Software Characteristics 

To assemble a comprehensive dataset of manhole covers 
from web sources for effective labeling, we employ a variety of 

online databases and repositories, including platforms such as 
Kaggle and other internet resources that provide copyright-free 
imagery. Following the collection phase, we utilize a suite of 
labeling tools for image annotation, such as LabelImg and VGG 
Image Annotator (VIA). These tools facilitate the precise 
placement of bounding boxes around each manhole cover within 
the images. Each image must undergoes a meticulous review 
process to verify the accuracy of the annotations. This ensures 
the integrity of the dataset, which is crucial for the subsequent 
training of machine learning models. 

B. Implementation Setup 

For our implementation, we have used TensorFlow and 
PyTorch, two open-source data analysis and deep learning 
software library, on a high-performance computing system 
(HPC) equipped with the following hardware specifications: 

 Two Intel Gold 6148 (2.4 GHz/20 cores) processors. 

 Two NVIDIA Tesla V100 graphics cards, each with 
32GB of RAM. 

C. Evaluation Metrics 

Table I summarizes the metrics, their application in the 
context of computer vision and object detection, and their 
respective formulas [26], [27]. 
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TABLE I. ENHANCED AND REFINED METRICS FOR MODEL EVALUATION ANALYSIS 

Metric Explanation Mathematical Representation 

IoU 
Measures the overlap between two bounding boxes, used in evaluating the accuracy of 
object detection models. 

IoU = Area of Overlap / Area of Union 

mAP 
Average of the Average Precision (AP) across all classes and/or IoU thresholds, used in 

object detection. 

mAP = (1/N) * Σ(AP_i) from i=1 

to N 

Precision Ratio of correctly predicted positive observations to the total predicted positives. Precision = TP / (TP + FP) 

Recall Ratio of correctly predicted positive observations to all observations in the actual class. Recall = TP / (TP + FN) 

F1-Score 
Harmonic mean of Precision and Recall, used for balancing the two and helpful in case 

of uneven class distribution. 

F1-Score = 2 * (Precision * Re- call) / (Precision + 

Recall) 
 

D. Evaluating the Results 

Table II, presents the performance results of various deep 
learning models for the task of object detection, specifically for 
detecting manhole covers. The models listed are YOLOv8, 
GroundingDINO, DETR, Faster R-CNN, MobileNet SSD v2, 
and Detectron2. They are evaluated on several metrics, which 
include Intersection over Union (IoU), mean Average Precision 
(mAP) at IoU thresholds of 0.5 and 0.75, Inference time per 
image, Precision, Recall, and F1-Score. 

YOLOv8 outperforms the other models in almost all the 
metrics, with an IoU of 94%, mAP@0.5 of 87.74%, and 
mAP@0.75 of 89.44%. Its precision, recall, and F1- Score are 
all equal at 95%. These numbers indicate a highly accurate and 
reliable model for the specified detection task. On the other side, 
the inference time per image is 60 frames per second for 
YOLOv8 which outperforms other models. The inference time 
per image is an important factor in real-world applications where 
processing speed can be crucial. 

The other models show varying degrees of success. 
GroundingDINO and MobileNet SSD v2 demonstrate moderate 
performance, with GroundingDINO achieving a higher 

mAP@0.5 but lower F1-Score compared to MobileNet SSD v2. 
DETR and Faster RCNN have comparable performance, with 
DETR having a slightly better IoU and mAP@0.75, suggesting 
better localization and confidence in detections at stricter 
thresholds. 

The graph depicts the training progress of various deep 
learning models for the object detection of manhole covers, with 
a focus on the mean Average Precision (mAP) at an Intersection 
over Union (IoU) threshold of 0.5. This metric, mAP@0.5, is a 
standard performance measure in object detection that combines 
both precision and recall to evaluate the quality of the 
predictions, specifically at an IoU threshold of 50%. 

The training process is shown in Fig. 5, over several epochs, 
which represent full iterations over the entire dataset. As the 
epochs increase, we generally expect the model to improve in its 
detection capabilities as it learns from the data. YOLOv8 shows 
a rapid and steady improvement, achieving a high mAP@0.5 
early on and maintaining that lead throughout the training 
process. This indicates that YOLOv8 is learning effectively and 
can generalize well from the training data to detect manhole 
covers with high precision and recall. 

TABLE II. OBTAINED RESULTS FOR THE IMPLEMENTED MODELS 

DEEP LEARNING MODEL 
IoU mAP mAP Inference Precision Recall F1-Score 

% @0.5 % @0.75 % s/Image % % % 

YOLOv8 94.00 87.74 89.44 60 95.03 95.02 95.02 

GroundingDINO 73.00 82.74 81.12 9 78.74 74.21 76.41 

DETR 89.00 79.56 81.17 11 83.95 72.58 77.85 

Faster R-CNN 80.00 80.68 84.44 15 71.20 76.31 73.67 

MobileNet SSD v2 78.00 75.19 81.82 45 83.34 77.27 80.19 

Detectron2 0.00 81.07 67.74 39 - - - 

 

Fig. 5. Simulation of mAP@0.5 training progress over 100 epochs. 
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Other models, such as GroundingDINO, DETR, Faster R-
CNN, and MobileNet SSD v2, also show improvement over 
time but with different learning curves. GroundingDINO and 
Faster R-CNN, for instance, demonstrate a more gradual 
improvement. DETR and MobileNet SSD v2 have similar 
trajectories, with MobileNet SSD v2 starting off stronger but 
DETR overtaking it by the end. These variations in learning 
curves can be due to differences in model architectures, learning 
rates, data augmentation, and other hyperparameters that affect 
how quickly and effectively a model learns. 

Detectron2, however, appears to have a different trend. It 
starts with poor performance and takes a longer time to begin 
improving. Once it does start to improve, it shows a more 
gradual and less stable increase in mAP@0.5, with fluctuations 
that suggest the model may not be learning consistently or is 
struggling with the dataset. This could be indicative of issues 
such as overfitting, underfitting, or inadequate training data, 
which may require further investigation and adjustment of the 
training process. Overall, the graph is an essential tool for 
understanding the learning dynamics of each model and for 
diagnosing potential issues in the training process. 

Fig. 6 provided showcases the results of a machine learning 
object detection algorithm, specifically YOLOv8, as it attempts 
to identify manhole covers in various settings. The image 
demonstrates instances, where the YOLOv8 model has 
successfully identified manhole covers with high confidence 
scores, as indicated by the numbers next to the word "Manhole" 
within the red bounding boxes. These scores represent the 
model's confidence in its predictions, with 1.0 being the highest, 
signifying 100% confidence. 

On the other hand, Fig. 7 illustrates scenarios where the 
YOLOv8 model has incorrectly detected manhole covers or 
assigned lower confidence scores to its predictions. These false 
positives or less certain detections can occur due to a variety of 
factors such as occlusions, varying lighting conditions, unusual 
manhole cover designs, or similarities between the manhole 
covers and other objects in the environment. 

YOLOv8, like other machine learning models, is not 
infallible and can sometimes fail to make accurate predictions. 
This is often due to the limitations in the training data or the 
inherent challenges in interpreting complex and dynamic real-
world scenes. These misclassifications and uncertainties in 
object detection models highlight the need for continuous 
improvement and training with diverse datasets to enhance the 
model's accuracy and reliability in various conditions. 

E. Discussions 

For the improved and expanded implementation, the drone 
system operates by transmitting real-time images of detected 
manholes via an RTMP server. These images are accompanied 
by precise geolocation data, including the exact address and 
GPS coordinates. Once this information is relayed to the central 
monitoring system, operators can assess the condition of the 
manhole and determine the necessary course of action. This 
decision-making process involves evaluating the status of the 
manhole, such as its current state, potential hazards, and 
maintenance requirements. The information, along with the 
operator's decision, is then systematically cataloged in a 
structured database. An example of such data organization can 
be seen in Table III, which illustrates the format and type of data 
stored. 

 

Fig. 6. Examples of good detection of manholes cover using Yolov8. 

 

Fig. 7. Examples of wrongly detection of manholes cover using Yolov8. 
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TABLE III. DATA USED FOR THE IMPLEMENTATION 

ID City Address Latitude Longitude Description Status PicURL Action 

1 OUJDA 
Boulevard 

Nabloussi 
34.655204 -1.892503 

Manhole in the middle of 

the road. 
1 /Manhole/#man01.jpg none 

2 OUJDA 
Boulevard 

Nabloussi 
34.655902 -1.891422 

Manhole in the left side of 

the road. 
0 /Manhole/#man02.jpg 

Cleaning 

Procedures  

6 OUJDA 
Bd Mohammed 

VI 
34.654240 -1.898296 

Manhole in the middle of 

the road. 
1 /Manhole/#man06.jpg none 

11 OUJDA 
Bd Mohammed 

VI 
34.655922 -1.899748 

Manhole in the right side 

of the road. 
0 /Manhole/#man011.jpg 

Repairs and 

patching 
 

As the database grows with more entries, it becomes a rich 
source of information for training machine learning algorithms. 
By analyzing the accumulated data, these algorithms can learn 
to recognize patterns and anomalies associated with different 
manhole conditions. Over time, with sufficient training and 
refinement, the system can evolve to autonomously identify 
issues and suggest or even initiate appropriate actions without 
human intervention. This advancement in autonomous decision-
making not only enhances efficiency but also reduces the 
response time in addressing urban infrastructure issues, thereby 
contributing to a safer and more effectively managed city 
environment. 

VI. CONCLUSION 

In conclusion, this research has successfully demonstrated 
the effectiveness of employing the YOLOv8 object detection 
model for the real-time supervision and detection of manhole 
situations using drone imagery and GPS integration. Our 
experiments showcased the model's exceptional precision and 
efficiency, underscoring its potential as a robust solution for 
proactive urban infrastructure monitoring. The integration of 
YOLOv8 proved instrumental in surpassing traditional methods, 
offering a swift and accurate means of identifying manhole 
covers and potential hazards across diverse urban landscapes. 
The synergy between deep learning, drone technology, and GPS 
data not only enhanced the speed of detection but also provided 
a comprehensive understanding of the spatial dynamics inherent 
in complex urban environments. The integration of advanced 
deep learning models, coupled with real-world performance 
metrics, establishes a robust foundation for the practical 
implementation of our proposed system in urban environments. 

As a perspective, we will continue to find more models and 
to make another experiment to strengthen our research in this 
field. 
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Abstract—Federated Learning (FL) has received a lot of 

attention lately when it comes to protecting data privacy, 

especially in industries with sensitive data like healthcare, 

banking, and the Internet of Things (IoT). However, although FL 

protects privacy by not sharing raw data, the information 

transfer during its model update process can still potentially leak 

user privacy. Differential Privacy (DP), as an advanced privacy 

protection technology, introduces random noise during data 

queries or model updates, further enhancing the privacy 

protection capability of Federated Learning. This paper delves 

into the theory, technology, development, and future research 

recommendations of Differential Privacy Federated Learning 

(DP-FL). Firstly, the article introduces the basic concepts of 

Federated Learning, including synchronous and asynchronous 

optimization algorithms, and explains the fundamentals of 

Differential Privacy, including centralized and local DP 

mechanisms. Then, the paper discusses in detail the application 

of DP in Federated Learning under different gradient clipping 

strategies, including fixed clipping and adaptive clipping 

methods, and explores the application of user-level and sample-

level DP in Federated Learning. Finally, the paper discusses 

future research directions for DP-FL, emphasizing advancements 

in asynchronous DP-FL and personalized DP-FL. 

Keywords—Federated learning; differential privacy; privacy 

protection; gradient clipping 

I. INTRODUCTION 

Concerns over data security and privacy, particularly in the 
context of the Internet of Things (IoT), healthcare, and finance, 
have led to a surge in the adoption of federated learning (FL) 
technologies in recent years. For instance, FL can be used for 
disease monitoring [1], financial analysis [2], and IoT data 
sharing [3] FL enables the training of models using data from 
multiple participants without sharing sensitive data, thus 
obtaining a broader and more representative data perspective. 
Despite its significant advantages in protecting data privacy, 
FL involves the transmission and sharing of data and model 
parameters between participants, which raises concerns about 
the security and integrity of communications. If the 
communication channels are not protected or are vulnerable to 
man-in-the-middle attacks, it can lead to issues such as data 
leakage, tampering, or forgery. In fact, even if attackers cannot 
directly access the datasets, user privacy can still be threatened. 
By analyzing model parameter updates, attackers can infer 
information about the original data [4], a type of attack known 
as an inference attack. Attackers can also introduce false labels 
or tags into the training set, a technique called as "data 
poisoning" [5], which lowers the accuracy of the model's 
predictions by making it learn the wrong patterns. It is vital to 

safeguard privacy and fend against these attacks in FL as a 
result. 

In this paper, we introduce various techniques proposed to 
address privacy issues in Federated Learning. Specifically, we 
focus on Differential Privacy (DP), which has become the de 
facto standard for protecting user privacy in statistical 
computations. These techniques can be categorized into three 
types: 

  Data Privacy Protection: The goal is to protect raw data 
from being leaked or illegally accessed. Key techniques 
include Differential Privacy, which reduces the risk of 
data identification by adding random noise to data 
queries or statistical processes; Data privacy is 
preserved during computations thanks to homomorphic 
encryption, which enables calculations on secret 
information without the need to decrypt it; and Data 
Masking techniques, which prevent identification by 
altering the structure or form of the data. 

 Model Privacy Protection: This aims to protect trained 
models from reverse engineering or illegal analysis. 
Techniques include Model Compression and Model 
Distillation. Model Compression reduces the 
complexity and number of parameters in a model, 
thereby lowering the risk of model leakage. Model 
Distillation involves transferring the knowledge of a 
large model to a smaller, simpler model, reducing the 
amount of data that needs protection. Additionally, 
Model Watermarking techniques embed specific 
markers in the model to track and protect its usage. 

  Communication Privacy Protection: This focuses on 
securing data transmission during the communication 
process in Federated Learning. To guarantee the safety 
and confidentiality of data during transmission, it 
mainly uses secure communication protocols and 
encryption technologies, such as Secure Sockets 
Layer/Transport Layer Security (SSL/TLS). 
Additionally, Trusted Execution Environments (TEEs) 
allow for secure data aggregation and model updates 
without revealing individual inputs. 

1) Data privacy protection: Secure Multi-Party 

Computation ( SMC ) [6][7] enables multiple parties ( also 

known as entities ) to collaboratively compute any function on 

secret data without revealing any other secret information 

besides the function's output. The concept of SMC was 

introduced by the academic community in the 1980s, along 
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with various feasible design methods for MPC protocols for 

any function. These design methods form the basic framework 

for most subsequent MPC protocols. SMC ensures that the 

inputs are neither disclosed to each other nor to a central 

server, thus doing away with the requirement for a reliable 

third party. 

A unique type of encryption called homomorphic 
encryption (HE) [8] [9] permits certain actions to be carried out 
on encrypted data while maintaining the data's encryption. The 
plaintext and the outcome of applying the identical procedures 
directly to the original plaintext data are consistent when the 
encrypted result is decrypted. HE has now evolved to support 
floating-point operations with the fourth generation FHE 
schemes. The primary feature of the fourth generation FHE 
schemes is their support for floating-point homomorphic 
operations. In 2017, Cheon et al. introduced the CKKS scheme 
in ASIACRYPT 2017, which for the first time handled 
floating-point numbers in FHE [10]. Although the CKKS 
scheme is simpler and offers improved performance, making it 
a strong privacy protection tool, its computational complexity 
makes using HE in FL practically inefficient, particularly in 
cases where the training dataset exceeds the capacity of the 
computer's memory. 

Differential Privacy (DP ) [11][12] is an advanced privacy 
protection technique that allows for the analysis and release of 
datasets without compromising individual privacy. DP 
accomplishes this by balancing the trade-off between data 
utility and individual privacy by injecting controlled noise into 
the data analysis process. Although the first definition of DP 
appeared in 2006, it has only recently gained attention for 
practical applications. Accuracy is the primary obstacle to the 
practical application of DP; accuracy is frequently diminished 
when privacy protection is increased. Investigators attempt to 
resolve this issue by integrating DP with other techniques to 
ensure its usability or by attempting to reconcile privacy and 
accuracy. 

2) Model privacy protection: Knowledge Distillation 

( KD ) [13][14][15] does not transmit model updates but 

instead, if the local model size is greater than the public 

dataset, communicates local model predictions among several 

clients on a shared public dataset, saving communication costs. 

In its initial form, information is passed on by simulating the 

output of the teacher model on the same set of data. 

Subsequent research revealed the function copying might 

guide student model training in addition to imitating outcomes 

[16]. These days, Federated Learning (FL) frequently uses KD 

as a standard technique [18][19]. It is possible to apply 

alternative solutions in an adaptable manner to different 

scenarios while still imitating the global model and the local 

preceding model. In order to minimize shared bits, Li and 

Wang [14] investigated Federated Knowledge Distillation by 

averaging logits for each sample. Gong et al. To solve 

telecommunication inefficiencies, [16] suggested a one-shot 

learning paradigm for one-way distillation. Knowledge was 

extracted from anticipated soft labels and subsequent results 

by Wu et al. [17]. Compared to device selection-based and 

model compression-based approaches, KD-based systems 

share fewer bits in each interaction cycle and do not require a 

trade-off between model accuracy and the number of 

participating devices. While significantly reducing 

communication overhead. 

Model Watermarking is a technique used to protect the 
intellectual property of deep learning models. With the 
widespread application of machine learning models across 
various domains, ensuring that these models are not illegally 
copied, redistributed, or used without authorization becomes 
crucial. Model watermarking embeds specific identification 
information into the model, allowing the original owner to 
track and prove ownership if the model is misappropriated. 
Watermark embedding methods include directly modifying 
model parameters or creating specific trigger datasets that 
cause the model to exhibit abnormal prediction behavior when 
processing these data. Watermark verification can be done 
through white-box (direct access to model parameters) or 
black-box (simply via the input-output interface of the model) 
techniques to confirm the watermark's existence [56]. With 
ongoing research, various watermarking methods have 
emerged, including parameter-based watermarks, trigger data 
point-based watermarks, and leveraging the backdoor 
characteristics of neural networks for watermarking [57]. 

3) Communication Privacy Protection: Trusted Execution 

Environment (TEE) [20] is a secure computing environment 

that provides an isolated execution space to protect code and 

data from external software and hardware attacks or 

unauthorized access. To protect sensitive operations and 

guarantee the security and integrity of code executed and data 

processed inside TEE, TEE typically makes use of hardware-

supported security capabilities. The concept of TEE originated 

in smartphones and embedded systems to protect sensitive 

information such as payments and personal data. For instance, 

ARM TrustZone technology is an early TEE implementation 

that divides the system into secure and normal worlds using 

hardware support. As open-source software and hardware 

continue to advance, the RISC-V architecture has garnered 

significant attention due to its flexibility and openness. TEE 

implementations on the RISC-V architecture, such as the 

Keystone framework [21], provide a customizable TEE 

solution allowing developers to tailor TEE characteristics and 

functionalities based on specific requirements. 

The remainder of the document is arranged as follows. The 

fundamentals of synchronous, asynchronous FL, and 

differential privacy are covered in Section II, which also 

presents the theory of federated learning and differential 

privacy. In Section III, we summarize the relevant knowledge 

of differentially private FL, including the tailoring of gradients 

and the differential privacy at the user and customer levels. 

We discuss and make suggestions for future research in 

Section IV. In section V, we give our conclusions. 
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II. FEDERATED LEARNING AND DIFFERENTIAL PRIVACY-

RELATED THEORIES 

A. Federated Learning 

Based on the different update strategies in federated 
learning, the two types of federated learning that we may 
distinguish are synchronous and asynchronous. In synchronous 
federated learning, all participants (or clients) must wait for 
each other to complete their local computations before sending 
updates to the central server. The global model is then 
produced by the central server integrating these updates. This 
approach ensures that all participants use the same or similar 
data for training in each round, but it can lead to inefficiencies 
as it requires waiting for the slowest participant (i.e., the 
straggler). In contrast, asynchronous federated learning is 
characterized by its asynchronous update process. The central 
server can receive and immediately integrate updates from any 
participant that is ready, without waiting for all participants to 
complete. This design improves system efficiency and 
scalability; however, it also introduces new challenges, such as 
handling data inconsistency and model update delays. 

1) Synchronous federated learning optimization algorithm: 

Data privacy protection is federated learning's primary goal. 

and security, improve model training efficiency and address 

the problem of data silos. Stated differently, its goal is to 

optimize data use across many devices to improve user 

experience while maintaining the highest level of security and 

confidentiality for user data. Nowadays, deep learning has 

made extensive use of optimization based on the stochastic 

gradient descent (SGD) algorithm. and can also be applied in 

simple federated learning scenarios. The system architecture 

diagram of Synchronous federated learning is shown in Fig. 1. 

Each client in FedSGD [22] separately computes the loss 
function's gradient using its dataset, and then transmits that 
gradient to a main server [23]. Next, the central server 
combines these gradients (sometimes by averaging them) and 
updates the global model parameters. All clients receive the 
revised model parameters back, and they use these new values 
to continue computing their local gradients. The model is 
iterated through till it merges. 

Server

Dataset D1 Dataset D2 Dataset DK

User 1 User 2 User K

1 1 1

2
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Fig. 1. Schematic diagram of the system architecture of synchronous 

federated learning. 

Building on this, the federated averaging algorithm 
(FedAvg) was introduced in [24], which combines local 
stochastic gradient descent computations on clients with model 
averaging on the server. Local model updates are carried out by 
clients, and the modified values from every client are averaged 
by the central server, taking into account the quantity of local 
updates completed. Each client can independently update its 
model parameters multiple times before sending the updated 
parameters to the central server for weighted averaging. The 
specific formula is represented as follows: 
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In this case, nk is the number of local datasets for the k-th 
user, and k is the k-th user. Early algorithms in federated 
learning were easy to grasp in notes, but lacked theoretical 
assurances in practical applications, necessitating extensive 
experimentation and validation for different environments and 
sample scenarios [25]. To address non-iid scenarios, where 
data distributions among clients are uneven, the FedProx 
algorithm was proposed. Unlike FedAvg, FedProx adds a 
regularization term to the client-side loss function (while 
considering the central model) to prevent overfitting during 
local iterations. Subsequently, [26] introduced a control 
algorithm for situations where local iteration and edge 
computing resources are limited in federated learning. By 
finding the ideal ratio between local updates and global 
parameter aggregation, this technique maximizes client 
participation in central aggregation by figuring out how 
frequently local iterations should occur. Addressing the issue 
of varying computational capabilities among multiple clients 
[27], the FedNova algorithm was proposed, assuming 
heterogeneous client computing resources (i.e., different 
capacities for local iterations). In study [28], personalized 
weighting of model parameters per layer on the central server 
was achieved through a hypernetwork. This strategy entails 
relearning the model parameters for every client at each layer 
and minimizing the loss by calculating the disparity between 
each client's model and the central model from the previous 
round. Subsequently, to reduce communication costs, layers 
with significant locally retained weights were excluded from 
federated participation. 

2) Asynchronous federated learning optimization 

algorithm: Widespread 5G network rollout and quick 

hardware development are improving the connectivity and 

computing abilities of heterogeneous devices, such as edge 

and IoT gadgets and opening up new application areas [29]. 

Federated learning is gradually integrating functionalities 

learned from other devices to improve model quality. 

However, when federated learning is applied on resource-
constrained devices using classical learning methods, several 
disadvantages become apparent. Due to the presence of 
heterogeneous devices, the aggregation server needs to wait for 
updates from different devices, which may unexpectedly go 
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offline due to instability. Faster devices in federated learning 
training rounds have to wait for slower devices to finish 
calculations, resulting in low resource utilization due to device 
performance differences (device heterogeneity) and uneven 
data distributions (data heterogeneity). 

The inefficiency of current node selection algorithms often 
leads to the involvement of few capable devices. Security and 
privacy vulnerabilities are also concerns. Security risks like 
data poisoning and backdoor access might affect traditional 
federated learning techniques. Privacy concerns also surface 
because of possible data leaks that occur during training. 

Asynchronous federated learning (AFL) offers an answer to 
these problems. A novel federated learning mechanism called 
Fed2A was proposed in [30], designed specifically for 
asynchronous and adaptive modes. Fed2A uses three adaptive 
methods and a two-phase asynchronous learning approach to 
support AFL successfully. Specifically, one of the core 
formulas of Fed2A for global model aggregation is as follows: 

1
1 1

( ), ( , , , )
k k k t k

L K

t l l l k l l
l k

w w g t t w w 
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This formula illustrates how Fed2A considers the 
heterogeneity of time and information during global model 
aggregation. Here, Wt+1 represents the global model at global 
round t+1, L is the number of layers in the DNN being trained, 
K is the total number of participating clients, Wlk is the local 
model parameters of client k at layer l, alk is the aggregation 
weight of client k at layer l, g is a function used to compute the 
aggregation weight. This function considers the generation 
time tk of the client's local model, the parameters Wlk of the 
current global model at layer l, and the current global model 
reception time t. 

Regarding the three key challenges of federated learning—
edge heterogeneity, non-iid data distribution, and 
communication resource constraints proposed a mechanism 
called Grouped Asynchronous Federated Learning (FedGA) 
[31]. They introduced the Magic-Mirror Method (MMM) 
scheduling strategy within groups to optimize the completion 
time of model updates in a single round. By designing 
scheduling algorithms that determine the order of model 
uploads and downloads, the system achieves computing-at-the-
edge while communicating, enhancing adaptability to 
heterogeneous edges. 

Regarding federated learning (FL) in wireless network 
scenarios, article [32] proposes an asynchronous FL framework. 
It addresses the slow startup issue (stragglers) inherent in 
traditional synchronous FL by implementing periodic 
aggregation to enhance training efficiency. The article 
describes the process of global model aggregation as follows: 
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The formula indicates that the global model wt+1 at global 
round t+1 is obtained by aggregating the current global model 

wt with the aggregated local model updates ∑k∈Π(t). The 

collection of devices slated to submit model changes at global 

round t is denoted by Π(t) in this instance, |Sk| is the size of 
device k local training dataset, |S| is the total size of training 

datasets across all devices, and △wk(t) denotes the model 

update completed by device k in its local round t. 

To address asynchronous update issues, the article 
introduces an age-aware aggregation weight design, formulated 
as follows: 
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In this formula, αk(t) represents the aggregation weight of 
device k at global round t. ALUk(t) denotes the age of device k's 
local model update, which is the number of iterations since it 
last received the global model. Δ is a constant used to adjust 
the influence of age on the weight. 

MAPA-S and MAPA-C are two conceptually justified 
multi-stage adaptive privacy algorithms that were created by 
the authors of [33] for use in asynchronous federated learning 
(AFL) scenarios. By utilizing fading clipping thresholds during 
model convergence to lessen unnecessary noise and enhance 
learning performance, these algorithms aim to increase the 
ratio of protecting privacy to model efficacy. 

The multi-stage adaptive clipping threshold adjusts the 
clipping threshold adaptively during training using a decaying 
clipping threshold θc . This approach reduces noise, where θc is 
a decay factor of the initial clipping threshold c. These 
algorithms enhance model utility while preserving privacy by 
adjusting clipping thresholds and learning rates. Through 
adaptive tweaking of these parameters at different training 
phases, MAPA-S and MAPA-C can more accurately balance 
privacy protection with functionality. 
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The gamma (γ) is the learning rate, and T denotes the total 

number of global iterations. Δσ,k and Δσ,τc represent parameters 
related to the model and data. θG is the decay ratio of the 
clipping threshold, and Γ is the upper bound of the loss 
function. The initial learning rate and the number of iterations 
in the initial stage are determined using these calculations and 
are updated in each new stage based on the current model and 
data conditions. 

B. Differential Privacy 

The primary goal of differential privacy is to allow the 
study of overall properties of a dataset without revealing 
individual information. Put differently, differential privacy 
entails introducing noise into original datasets or statistical 
queries. Sacrificing some data accuracy to provide strict 
privacy protection for user data. This ensures that attackers 
cannot determine whether specific individual effects are 
present in the dataset. 

1) Centralized differential privacy: A centralized 

differential privacy paradigm, differential privacy [36] was 
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first introduced by Dwork et al. in 2006 [34]. The article 

defines that differential privacy requires a trusted central 

authority, allowing users to send their data directly to the data 

center without any modifications. The data received from 

users is stored on a central server. The central authority, 

however, has little faith in outsiders or data analysts. 

Therefore, the central authority uses differential privacy to 

obscure the source dataset before answering statistical 

inquiries for analysis from outside parties. Centralized 

differential privacy is the term used to describe this kind of 

differential privacy implementation. 

In general, differential privacy uses strict mathematical 
definitions to limit this probability gap, as defined in Definition 
1: 

Definition 1 (ε-differential privacy): A randomized 
mechanism M satisfies ε-differential privacy (ε > 0) if and only 
if for any adjacent input datasets S and S' and for any possible 
output value set R,the following holds: 

[ ( ) ] [ ( )Pr M S R e Pr M S R   „
  

Definition 2 (ε, δ)-differential privacy): A randomized 
mechanism M satisfies (ε, δ)-differential privacy (ε > 0, δ > 0) 
if and only if for any adjacent input datasets S and S' and for 
any possible the following holds:output value set R. 

[ ( ) ] [ ( ) ]Pr M S R e Pr M S R    „  

Subsequently, in [35], the authors proposed the Laplace 
mechanism, a widely recognized differential privacy technique. 
Through the introduction of random noise into numerical 
statistical results, this method safeguards individual privacy. A 
zero-centered Laplace distribution is used to sample the noise. 
A precise scale parameter selection is necessary for the Laplace 
distribution in order to guarantee adherence to the stringent 
requirements of differential privacy. This scale parameter is 
closely related to the sensitivity of the statistical query, which 
represents the maximum possible change in query results in the 
worst-case scenario. As a result, the Laplace mechanism takes 
the query's sensitivity into account while determining the right 
amount of noise, enabling the publication of approximate 
statistical data without disclosing personal information. 

Definition 3 (Sensitivity of a Statistical Function): For any 

numerical statistical function f : DN→R the sensitivity is as 

follows: 

 ,
Δ : max | ( ) ( ) |

NS S D
f f S f S


 

      

2) Local differential privacy: By doing away with the 

need for a certified server, local differential privacy, or LDP, 

is a decentralized enhancement over hierarchical approaches. 

In this approach, a randomized method is used to locally 

randomize each data item that is disseminated among N user 

interfaces. The information that has been collected is then 

safely sent via an encrypted link to the server. The server 

compiles the information and applies the appropriate 

adjustment algorithm to produce objective estimations of 

statistical quantities. The local randomization process at the 

client side ensures that every data item received by the server 

is unique, hence the LDP model does not rely on the server 

being trusted. 

Definition 4 (ε-LDP): If and only if the following true for 

any feasible output value y and any pairings of input values V 

and V′, then the randomization method M fulfills ε-LDP 

(ε > 0): 

[ ( ) ] [ ( ) ]Pr M V y e Pr M V y   „
     

Definition 5 (ε,δ)-LDP: A randomized mechanism M 

satisfies (ε,δ)-LDP (ε > 0,δ > 0) if and only if for any 

input value pairs V and V′ and for any possible output value 

y, the following holds: 

[ ( ) ] [ ( ) ]Pr M V y e Pr M V y    „
      

The Harmony system was presented by the authors in [37]. 
It is a useful, precise, and effective system that is mainly 
intended for gathering and evaluating data from users of smart 
devices while meeting LDP requirements. Multidimensional 
data with both numerical and category qualities might benefit 
from harmony. In addition to sophisticated machine learning 
tasks like linear regression, logistic regression, and SVM 
classification, it provides fundamental statistics like mean and 
frequency estimates. Additionally, the authors discuss the 
limitations of existing LDP solutions and propose improvement 
methods such as mini-batch gradient descent and 
dimensionality reduction techniques to enhance the 
performance of machine learning models under LDP 
constraints. The article concludes by exploring potential 
applications of Harmony in practical settings and identifying 
future research directions, including its deployment in real-
world scenarios like diagnostic information reporting 
applications for Samsung smartphones. 

In traditional Local Differential Privacy (LDP) techniques, 
the privacy budget ε is typically allocated to related attributes 
or processed through sampling methods for high-dimensional 
data. However, these methods have some limitations. First, 
allocating the privacy budget evenly to all attributes reduces 
the density of useful information, thereby affecting the utility 
of the data. Second, attributes in high-dimensional data often 
have correlations, and existing models do not fully utilize these 
correlations to optimize the balance between privacy protection 
and data utility. 

The authors of [38] suggested Univariate Dominance Local 
Differential Privacy (UDLDP), a novel LDP model, to solve 
these problems. Through the quantification of attribute 
correlations, the UDLDP model optimizes the allocation of the 
privacy budget. Specifically, instead of just spreading the 
budget uniformly, the UDLDP model permits a more precise 
distribution of the privacy budget on each associated 
characteristic via a correlation-bounded perturbation method. 
This effectively gets around the drawbacks of conventional 
techniques. To further enhance sampling, a widely used 
bandwidth reduction method in sensor networks and the 
Internet of Things, this research extends the correlation-
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bounded perturbation mechanism. The research further 
improves the correlation-bounded perturbation mechanism 
with sampling by finding the optimal sampling probability 
distribution method with regard to of data utility. 

3) Rényi differential privacy: A notion of privacy based on 

Rényi divergence is called Rényi Differential Privacy (RDP). 

Rényi divergence is a tool for measuring the difference 

between two probability distributions and can be viewed as a 

generalization of Kullback-Leibler divergence. RDP defines a 

new measure of privacy loss using Rényi divergence, 

providing a more flexible and fine-grained way to quantify 

privacy loss. 

Definition 6: Given two adjacent datasets D and D′ , 

which differ by one data point, and a random mechanism M 

that outputs distributions P and Q, respectively. If for all α>1, 

the mechanism M satisfies the following inequality, it is said to 
satisfy (𝛼, 𝜖)-Rényi differential privacy: 

1 ( )
( ) log

1 ( )
x Q

P x
D P Q

Q x








  
   

    

E ò

  

Here, Dα(P||Q) represents the α-order Rényi divergence 

between distributions P and Q. This measure captures privacy 
loss more precisely by considering higher-order moments of 
the distributions, providing tighter bounds compared to 
traditional differential privacy measures. 

In order to train deep neural networks to address non-
convex optimization problems while ensuring privacy, [39] 
first presented a revolutionary algorithmic technique. The 
authors developed an improved Stochastic Gradient Descent 
(SGD) algorithm that incorporates privacy protection at each 
step by using gradient clipping and noise addition to control 
the dependence on individual data points during training. 
Additionally, the paper introduced a novel privacy loss 
estimation method called Moments Accountant, which offers 
tighter privacy guarantees than traditional differential privacy 
analyses. This method provides a more accurate estimation of 
the algorithm's privacy cost by tracking higher-order moments 
of privacy loss. 

Based on the method of tracking higher-order moments of 
privacy loss, Ilya Mironov et al. proposed an extended 
framework for Differential Privacy (DP) based on Rényi 
divergence in study [40], known as Rényi Differential Privacy 
(RDP). RDP aims to improve existing differential privacy 
techniques by providing a more granular measure of privacy 
loss. The core of RDP is quantifying slight changes in the 
output distribution of randomized algorithms. Compared to 
traditional differential privacy, RDP offers more precise 
privacy loss estimation by considering higher-order moments 
of the distribution. This measure allows for more detailed 
analysis of the algorithm's output while protecting privacy. 

Additionally, in study [41], the authors focused on studying 
the Sampling Gaussian Mechanism (SGM), a widely used 
technique in machine learning that combines data subsampling 
and Gaussian noise addition to provide privacy protection. 
They proposed a numerically stable procedure to accurately 

compute the RDP of SGM. The researchers demonstrated that 
SGM satisfies (α,ϵ)-RDP under specific conditions and 
provided an almost tight closed-form bound. This work fills 
previous research gaps and unifies the understanding of SGM's 
privacy properties. The authors provided deep insights into 
understanding and applying RDP, especially in analyzing and 
designing privacy-preserving machine learning algorithms. By 
accurately computing the RDP of SGM, this research advances 
theoretical development and offers practical tools and guidance 
for privacy protection in real-world applications. 

In "Hypothesis Testing Interpretations and Rényi 
Differential Privacy," the authors proposed a new perspective 
by interpreting differential privacy through statistical 
hypothesis testing. Within this framework, differential privacy 
ensures that no test can simultaneously have high significance 
(low Type I error rate) and high power (low Type II error rate). 
Additionally, the authors provided improved conversion rules 
from RDP to (ϵ,δ)-DP and explored the relationship with 
Gaussian Differential Privacy (GDP). Finally, they proposed a 
sufficient and necessary condition to ensure that a quasi-
convex divergence is k-generated. By requiring divergences to 
be defined using a 2-generated function F, this aids in the 
construction of divergences that support the interpretation of 
the hypothesis test. 

III. DIFFERENTIAL PRIVACY FOR FEDERATED LEARNING 

A. Federated Learning with Differential Privacy with 

Different Gradient Clipping 

Several participants can train models on their local data 
using the central server in traditional Federated Learning (FL), 
eliminating the requirement to centralize the data on a single 
server. However, during the transmission of model parameters, 
if communication is not encrypted or if there are 
vulnerabilities, it may be susceptible to eavesdropping or 
tampering. An untrusted central server could infer sensitive 
information by analyzing model updates and gradient 
information. Differential Privacy (DP) effectively addresses 
these issues by adding noise to gradients to prevent such 
information leaks. However, in study [42], it was first proposed 
to use a fixed gradient clipping approach. 

On one hand, the amount of noise added in fixed gradient 
clipping differential privacy remains constant throughout the 
training process. This could lead to excessive negative impacts 
on model performance due to noise in the later stages of model 
training, thus affecting the model's usability. On the other 
hand, a fixed clipping threshold may not be suitable for all 
datasets or training scenarios. Different data distributions and 
models may require different clipping strategies to achieve 
optimal privacy protection. 

1) Federated learning with fixed gradient clipping 

differential privacy: To address the shortcomings of fixed 

clipping, the authors in study [43] attempted to solve the 

issues of parameter privacy protection and high 

communication costs by combining distinguished differential 

privacy with gradient trimming in two stages. The trained 

model's gradients are pruned in the first stage of the proposed 

IsmDP-FL, and the key variables that are chosen are then 
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given differential privacy. To finish the federated learning 

manage, gradient trimming is carried out in the subsequent 

phase while the data is being sent to the server for 

consolidation. The final result is then sent back to the client. 

Comparing the IsmDP-FL algorithm to other approaches, 

experimental results showed that it achieves higher model 

accuracy while maintaining high communication efficiency 

and model privacy. 

In study [44], the authors proposed a layer pruning method 
based on gradient correlation to further reduce communication 
overhead. Instead of uniformly clipping the parameters of all 
layers, the CLFLDP model uses a layer selection method based 
on model correlation metrics to choose layers with higher 
correlation to the global model for upload, excluding those 
with lower correlation. By using a Top-k gradient reduction 
strategy, the model further decreases the total amount of 
parameters uploaded inside the chosen layers; only the 
parameters with the highest gradient values are chosen and 
uploaded to the server. 

2) Federated learning with adaptive gradient clipping 

differential privacy: In study [45], the AdaCliP algorithm is 

introduced, with its core innovation being an adaptive clipping 

mechanism that dynamically adjusts the clipping threshold 

based on the gradient characteristics of each coordinate. This 

approach not only reduces unnecessary noise addition but also 

enhances the model's sensitivity to data during training, 

thereby improving model accuracy without sacrificing 

privacy. The implementation of AdaCliP is based on precise 

control of gradients during the stochastic gradient descent 

(SGD) process. By introducing dynamic estimates of the mean 

and standard deviation, the algorithm can adaptively adjust 

gradient clipping and noise addition at each iteration. 

Moreover, the convergence analysis provided in the paper 

offers a solid theoretical foundation for the algorithm's 

performance. 

The authors of study [46] suggest an adaptive clipping 
technique that modifies the clipping threshold to roughly 
represent a particular quantile in the updates' norm distribution. 
This adaptive clipping is implemented using an online gradient 
descent algorithm by designing a loss function ℓγ(C;X) for a 
random variable X and quantile γ to estimate and update the 
clipping threshold C. The form of the loss function ensures that 
the expected value of its derivative reflects the relationship 
between C and the quantile of X, allowing C to approach the 
true quantile of X via gradient descent. This approach not only 
closely tracks the quantile of update norms but is also 
compatible with techniques like compression and secure 
aggregation in federated learning, all while consuming minimal 
privacy budget. 

In study [47], the authors propose a novel adaptive 
differential privacy method that shifts focus away from 
gradients to determine the amount of noise injected based on 
the importance of features. Less noise is injected for important 
features, whereas more noise is added for less important ones. 
The paper introduces two adaptive methods: Sensitivity-Based 
Method: This method evaluates the importance of features by 

computing changes in model accuracy after adding noise. After 
updating local parameters, the client computes and stores the 
model accuracy as a reference. The weights associated with 
each input characteristic are then increased by noise and the 
accuracy of the new model is computed. Feature importance is 
determined by comparing the accuracy before and after noise 
addition. Variance-Based Method: This approach assumes that 
weights associated with more important features undergo 
greater changes during training. A value that is equal to the 
influence on output is generated by computing the variance of 
the weights attached to each input neuron. Following the 
determination of the significance of each feature, the 
differential privacy parameters are tuned to balance privacy 
protection and model performance by adding more noise to less 
significant characteristics and less noise to key ones. 

B. User-level and Sample-level Differential Privacy 

Federated Learning 

1) User-level differential privacy federated learning: A 

privacy-preserving method used in federated learning to 

safeguard participants' privacy inside the framework is called 

user-level differential privacy. In this configuration, several 

users work together to train a machine-learning model while 

maintaining the privacy of their personal information. In user-

level differential privacy for federated learning, all user data is 

usually protected, which means that all sample gathering on a 

user's device is protected [48]. This is significant because, 

even if an attacker manages to access the data of every other 

user, they will still be unable to deduce each individual user's 

data from the combined findings. 

To protect all data of each user, user-level differential 
privacy in federated learning requires adding noise to the 
model updates computed locally by each user, in order to 
satisfy user-level differential privacy requirements. This means 
that after local training, noise is added to the gradients or 
model parameter updates of the entire dataset. 

In study [49], Mcmahan et al. first proposed DP-FedAvg 
and DP-FedSGD, where sampling is performed on the client 
side, and noise addition occurs centrally. Sensitivity 
computation is based on the sampling rate and the federated 
weights of each client. In the same period, another article [50] 
distinguished itself from DP-FedAvg by having client-side 
model uploads trimmed at the central server. The algorithm in 
this paper achieves client-level differential privacy protection 
through the aggregation of distorted updates using random sub-
sampling and Gaussian mechanisms. The algorithm's secret is 
to strike a balance between model performance and privacy 
protection. According to experimental findings, CDPFL can 
provide client-level differential privacy with a minimum loss in 
model performance provided there are enough clients involved. 

In the paper [51], the authors focus on the scenario where 
model parameters in federated learning may be analyzed by 
malicious servers. They propose a User-Level Differential 
Privacy (UDP) algorithm aimed at enhancing privacy 
protection in FL. The primary goal of the UDP technique is to 
obfuscate the relationship between model parameters and users' 
original data by introducing fake noise to the shared model 
prior to uploading it to the server. By adjusting the variance of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

227 | P a g e  

www.ijacsa.thesai.org 

the noise, the algorithm can provide different levels of privacy 
protection for each mobile terminal, meeting the (ϵi, δi)-LDP 
privacy protection standard. Here, ϵi and δi are privacy 
parameters associated with the i-th mobile terminal, and by 
adjusting the variance σi2 of the noise, the level of privacy 
protection can be controlled. According to the analysis in the 
paper, the specific formula for computing the noise variance is 
as follows: 

Δ 1

2 ln(1/ )
i

iiqT



 

ò
  

Here, ∆ℓ represents the sensitivity of the local training 
process, q is the random sampling rate, T denotes the quantity 
of communication cycles, εi denotes the privacy protection 
parameter, and δi stands for the failure probability. 

User-level differential privacy in federated learning ensures 
privacy protection at the user level in FL. User-level DP 
focuses on protecting all data of each user or agent, rather than 
individual data instances. For example, in scenarios such as 
banks jointly training fraud detection models, user-level DP 
can protect individual records from any bank from being 
identified. In scenarios like learning facial recognition models 
on smartphone apps, user-level DP can protect the privacy of 
each user as a unit. However, existing user-level DP methods, 
such as DP-FedAvg based on Gaussian mechanism, often 
sacrifice model utility because they require trimming of model 
updates for each agent before uploading, and adding Gaussian 
noise proportional to the trimming threshold. This can lead to 
decreased model performance. 

To address these issues, in [52], the authors analyzed the 
reasons behind the significant decrease in model accuracy 
when ensuring user-level DP using existing methods. They 
proposed two techniques: Two methods are Local Update 
Sparsification (LUS) and Local Update Regularization (BLUR). 
Through the addition of regularization terms to the agents' local 
objective function, BLUR constrains the L2 standard for local 
changes. While LUS further reduces the norm of updates by 
zeroing out values that have minimal impact on local model 
performance before trimming. Both techniques aim to enhance 
model utility without compromising privacy. 

2) Sample-level differential privacy federated learning: 

Differential privacy at the sample level Federated learning is a 

machine learning paradigm that safeguards the privacy of 

individual data while enabling several users to work together 

on model training. The core of this paradigm ensures that each 

participant's data remains private even in distributed data 

environments, preventing data leakage to other participants or 

potential attackers. 

In traditional federated learning, although data does not 
need to be centrally stored or processed, there remains a risk of 
privacy leakage. Attackers could potentially infer information 
about individual clients by analyzing shared model updates or 
gradient information among clients. To address this issue, 
researchers have proposed sample-level differential privacy 
federated learning, aiming to provide privacy protection for 
each data record of every client. 

The research in [53] further advances research in this field. 
The authors introduce the concept of federated ε-differential 
privacy, a novel privacy protection measure based on the 
Gaussian differential privacy framework. It focuses on the 
record level, protecting each client's unique data record from 
other clients' attacks by offering privacy protection. The 
PriFedSync framework proposed in the paper is a generic 
private federated learning framework capable of 
accommodating various existing federated learning algorithms 
and demonstrating its effectiveness in achieving federated ε-
differential privacy. The paper also conducts experiments in 
computer vision tasks, demonstrating that while ensuring 
privacy, the model can still maintain high predictive 
performance. This indicates the potential of sample-level 
differential privacy federated learning in practical applications, 
especially in fields such as healthcare and finance where data 
privacy requirements are stringent. 

In study [54], the authors propose a novel sample-level 
differential privacy federated learning method—DP-
SCAFFOLD, aiming to address both data heterogeneity and 
privacy protection issues. This method integrates differential 
privacy constraints into the popular SCAFFOLD algorithm to 
achieve sample-level privacy protection for participating users. 
In scenarios without trusted intermediaries, users communicate 
with "honest but curious" servers. This approach not only 
targets privacy protection from third-party observations of the 
final model but also ensures that "honest but curious" servers 
themselves cannot accurately reconstruct user data in the 
absence of a trusted intermediary. The paper provides in-depth 
analysis of the convergence of the DP-SCAFFOLD algorithm, 
demonstrating its convergence under convex and non-convex 
objectives. Additionally, using Rényi differential privacy (RDP) 
tools, the authors formally describe the privacy-utility trade-
offs of DP-FedAvg and DP-SCAFFOLD algorithms at 
different privacy protection levels. Results show that DP-
SCAFFOLD exhibits superiority over DP-FedAvg especially 
in scenarios with a large number of local updates or high data 
heterogeneity. 

In study [55], the authors address the model evaluation 
issue in federated learning (FL) by proposing a novel algorithm 
to compute the AUC metric while ensuring the privacy of 
labels. AUC is a critical metric for assessing the performance 
of classification models, and its computation process can 
potentially expose sensitive information within the dataset. To 
mitigate this issue, the algorithm in the paper employs 
differential privacy techniques, particularly the Laplace 
mechanism, to inject appropriate noise into intermediate results 
during the computation process. 

Pr[ ( ) ] Pr[ ( ) ]M D S e M D S     ò

       

Here, 𝑀 represents the random mechanism, 𝐷 and 𝐷′ are 

two adjacent datasets differing in a single sample's label. S is a 
subset of the output results, 𝜖 is the privacy budget used to 
quantify the strength of privacy protection, and 𝛿 is a small 
non-negative value used for handling boundary cases. 
Specifically, the definition of label differential privacy 
proposed in the paper emphasizes sensitivity to changes in 
individual sample labels. 
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In the setting of federated learning (FL), each client 
independently predicts and computes statistics on their data, 
then sends the noisy statistics to the server. Without directly 
accessing the original labels, the server aggregates these noisy 
statistics to compute the AUC. This method guarantees the 
correctness of the model evaluation while simultaneously 
safeguarding the confidentiality of customer data. 

IV. DISCUSSION AND RECOMMENDATIONS FOR FUTURE 

RESEARCH 

In this section, we will first discuss some key issues, and 
then introduce our recommendations for future research. 

We first discuss the following key issues: Differential 
Privacy with Federated Learning (DPFL) is moving towards a 
more efficient and personalized direction, which helps to 
achieve a better balance between protecting privacy and 
maintaining model performance. We believe that future 
research should continue to explore more advanced adaptive 
privacy protection mechanisms. At the same time, we find that 
user-level and sample-level differential privacy each have their 
advantages. Researchers should choose the appropriate type 
based on specific application scenarios and privacy needs and 
can explore a hybrid privacy protection strategy that combines 
the two. Asynchronous DPFL has potential in dealing with the 
heterogeneity of devices in practical scenarios, but still needs 
to address the challenges of model convergence and privacy 
protection, which provides an important direction for our future 
research. We emphasize that developing personalized privacy 
protection strategies is crucial for improving the practicality of 
DPFL, and future research should focus on how to meet the 
differentiated privacy needs of individuals while protecting 
overall privacy. Finally, different application scenarios have 
different needs for privacy and utility, and future research 
should further explore the best balance point for different 
application scenarios. 

Differential privacy federated learning combines the 
advantages of data privacy protection and distributed machine 
learning, making it a current hotspot in research. Most current 
research focuses on synchronous updating federated learning 
frameworks, but in practical applications, the computing and 
communication resources among participants are 
asynchronous, posing numerous unresolved challenges in this 
field. Existing federated learning frameworks often assume 
synchronous model updates across all participants, which is 
impractical in real-world scenarios. Current privacy protection 
strategies are typically one-size-fits-all and fail to fully 
consider personalized privacy needs among different 
participants. Validation of differential privacy federated 
learning in real-world applications and its cross-domain 
applications remain relatively limited. 

In order to support the asynchronous computing and 
communication resources among participants, future research 
should concentrate on developing effective asynchronous 
communication protocols. This approach ensures model 
convergence and performance while maximizing the utilization 
of each participant's computing resources. Furthermore, future 
studies can explore asynchronous federated learning 
differential privacy and personalized federated learning to 
further advance this field. While current federated learning 

frameworks assume synchronous updates, the reality of 
varying computing and communication resources among 
participants necessitates efficient asynchronous communication 
protocols. Customized privacy protection strategies can also be 
explored to cater to the different privacy needs and sensitivities 
among participants, thereby enhancing the flexibility and 
adaptability of federated learning. 

Moreover, applying differential privacy federated learning 
to more practical domains such as healthcare, finance, and the 
Internet of Things (IoT) will validate its effectiveness and 
potential in different application scenarios. By identifying and 
addressing new challenges through practical applications, 
continuous improvement and maturation of the technology can 
be achieved. 

These future studies will help overcome the limitations of 
current research, enhancing the effectiveness and adaptability 
of differential privacy federated learning in practical 
applications. Research on asynchronous federated learning 
differential privacy will make model training more efficient, 
personalized privacy protection strategies will meet the specific 
needs of different participants, and cross-domain applications 
and validations will drive the application and development of 
the technology in more practical scenarios. These studies will 
provide new perspectives for theoretical development and offer 
a more solid foundation for practical applications 

V. CONCLUSION 

Federated Learning (FL) as an innovative distributed 
machine learning technique has shown enormous potential in 
protecting data privacy and security. However, FL still faces 
numerous privacy and security challenges in practical 
applications. This paper provides a detailed review of 
Differential Privacy Federated Learning (DPFL). After 
outlining the basic concepts of differential privacy and 
federated learning, we categorize their integration. 
Subsequently, we discuss DPFL using different gradient 
clipping strategies, including fixed clipping and adaptive 
clipping methods, to enhance the protection capability and 
efficiency of differential privacy. Additionally, we explore the 
differences between user-level and sample-level differential 
privacy in federated learning. This paper aims to assist 
researchers in identifying and developing optimal algorithms 
for DPFL, while also pointing out future research directions. 
These include designing asynchronous communication 
protocols, exploring personalized privacy protection strategies, 
and expanding the application of DPFL to broader practical 
scenarios. Through these studies, we hope to overcome the 
limitations of current research, enhance the effectiveness and 
adaptability of DPFL in practical applications, and provide a 
solid theoretical and practical foundation for efficient 
distributed learning while preserving user privacy. 
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Abstract—Predicting student performance has become a 

strategic challenge for universities, essential for increasing 

student success rates, retention, and tackling dropout rates. 

However, the large volume of educational data complicates this 

task. Therefore, many research projects have focused on using 

Machine Learning techniques to predict student success. This 

study aims to propose a performance prediction model for 

students at IBN ZOHR University in Morocco. We employ a 

combination of Random Forest and Recursive Feature 

Elimination with Cross-Validation (RFECV-RF) for optimal 

feature selection. Using these features, we build classification 

models with several Machine Learning algorithms, including 

AdaBoost, Logistic Regression (LR), k-Nearest Neighbors (k-

NN), Naive Bayes (NB), Support Vector Machines (SVM), and 

Decision Trees (DT). Our results show that the SVM model, 

using the 8 features selected by RFECV-RF, outperforms the 

other classifiers with an accuracy of 87%. This demonstrates the 

effectiveness and efficiency of our feature selection method and 

the superiority of the SVM model in predicting student 

performance. 

Keywords—Student performance prediction; Recursive Feature 

Elimination (RFE); cross-validation; Random Forest (RF); feature 

selection; IBN ZOHR University 

I. INTRODUCTION 

Education is the foundation of human development, 
providing individuals with the knowledge and skills necessary 
to navigate the world and achieve their goals. As digitization 
accelerates and data volumes increase in educational 
environments, it becomes crucial to understand how these tools 
can be used to measure and promote student well-being while 
supporting personalized learning experiences. Educational 
institutions have begun to explore the potential of big data 
technologies and Educational Data Mining (EDM) to more 
effectively support learning and education [1] [2]. 

In recent years, the use of Data Mining and Machine 
Learning in educational settings has significantly evolved [3]. 
These techniques enable understanding student behaviors and 
implementing targeted interventions. In this context, 
performance prediction is particularly relevant in Moroccan 
universities, where higher education institutions collect a 
multitude of data on their students. This information includes 
both qualitative and quantitative variables such as academic 
performance and socio-economic [4]. Experimental processes 
include data collection and preprocessing, the application of 

prediction models, as well as the evaluation of results. 
Additional techniques such as feature selection and cross-
validation are also employed to enhance the quality of 
predictions [5]. 

This research employs an empirical framework to evaluate 
the accuracy and efficiency of different machine learning 
models in forecasting academic outcomes. By implementing a 
comprehensive framework, and finding the optimal features 
required, the main objective of this study is to develop a robust 
performance prediction model for students at the University of 
IBN ZOHR in Morocco. This will enable the accurate 
identification of final grades and provide insights that can 
guide educational interventions, ultimately enhancing the 
educational outcomes for students. 

The remainder of this article is organized as follows: 
Section II is dedicated to related works, Section III presents our 
methodology, Section IV exposes the experimental results, 
Section V discusses the obtained results and analyzes the 
implications of our study for educational practice, and Section 
VI concludes by presenting perspectives for future work. 

II. RELATED WORKS 

Predicting student performance has become a critical area 
of research in educational data mining and learning analytics. 
The ability to accurately forecast academic outcomes not only 
aids in identifying students at risk of failing but also helps in 
tailoring educational interventions to enhance student success. 
Several studies have explored various techniques for predicting 
student performance using data mining techniques and 
machine-learning algorithms. In this section, we analyze the 
literature from 2009 to 2023 focusing on articles that 
demonstrate the effectiveness of Machine Learning methods in 
predicting student performance. It emphasizes the importance 
of feature selection, model optimization, and the incorporation 
of diverse data types, including demographic and behavioral 
information, to enhance the accuracy and reliability of 
predictive models in educational settings [6]. 

For instance, Asselman et al. [7] proposed a new approach 
that combines models such as Random Forest, AdaBoost, and 
XGBoost. Their experiments on three different datasets 
demonstrate that the XGBoost model significantly outperforms 
other models and the original Performance Factors Analysis 
(PFA) algorithm. The study concludes that ensemble learning 
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methods, particularly XGBoost, enhance prediction accuracy in 
educational settings. 

Similarly, Ajibade et al. [8] introduced behavioral features 
alongside traditional academic and demographic features as 
new predictors. Various classifiers, including Naïve Bayes, 
Decision Tree, K-Nearest Neighbor, Discriminant Analysis, 
and Pairwise Coupling, were used. The study found that 
incorporating behavioral features improved prediction accuracy 
from 72.6% to 84.2%. Furthermore, applying ensemble 
methods like AdaBoost, Bagging, and RUSBoost enhanced 
accuracy to 94.1%, demonstrating the effectiveness of these 
techniques in predicting academic performance. 

Building on this, Shahiri et al. [9] aimed to identify gaps in 
current prediction methods, determine key attributes 
influencing student performance, and evaluate various 
predictive algorithms. Important attributes highlighted include 
cumulative grade point average (CGPA) and internal 
assessments. 

Helal et al. [10] focused on predicting academic 
performance by considering student heterogeneity. Using data 
from an Australian university, the research shows that models 
trained on specific student sub-populations outperform those 
trained on the entire dataset. The study combines enrolment 
and LMS activity data, finding that this improves the precision 
of identifying at-risk students. Both black-box and white-box 
classification methods were used, with white-box methods 
being particularly useful for designing effective student support 
strategies. 

Widyahastuti and Tjhin [11] aimed to predict students' 
performance in final examinations using linear regression and 
multilayer perceptron. Data was collected from e-learning logs 
and attendance records of 50 undergraduate students. The 
research concluded that the multilayer perceptron model 
provides better prediction results compared to linear regression 
in terms of accuracy, performance, and error rate. The findings 
highlight the importance of using neural network models for 
more accurate predictions in the educational context. 

Furthermore, Yang et al. [12] investigated predicting 
student academic performance using Multiple Linear 
Regression (MLR) and Principal Component Analysis (PCA). 
Data was collected from 58 university students enrolled in a 
blended calculus course. The study found that combining MLR 
with PCA improves the predictive accuracy of the model. 
Traditional evaluation measures like MSE and R² were 
supplemented with new measures like pMSE and pMAPC to 
better assess predictive performance. The results indicated that 
using PCA components significantly enhances the model's 
accuracy. 

El Aissaoui et al. [13] proposed a multiple linear 
regression-based approach to predict student outcomes, 
utilizing multivariate adaptive regression splines to select the 
most relevant variables, thereby improving the model's 
performance. Their methodology demonstrated that variables 
selected through Multivariate Adaptive Regression Splines 
(MARS) led to more accurate predictive models compared to 
other variable selection methods. 

The approach used by Alshanqiti and Namoun [14] 
combined collaborative filtering, fuzzy set rules, and Lasso 
linear regression to optimize prediction accuracy. It also 
utilizes an optimized self-organizing map for multi-label 
classification to identify various factors affecting student 
performance. The method was tested on seven datasets, 
demonstrating significant improvements over baseline models, 
highlighting the importance of combining supervised and 
unsupervised learning for accurate predictions and explanatory 
insights into student performance. 

The study by Turabieh et al.  [15], proposed an enhanced 
version of the Harris Hawks Optimization (HHO) algorithm to 
improve feature selection for predicting student performance. 
By controlling population diversity using k-nearest neighbors 
(kNN) clustering, the modified HHO algorithm aims to 
overcome premature convergence and prevent trapping in local 
optima. The study employs various machine learning 
classifiers, such as kNN, Layered Recurrent Neural Network 
(LRNN), Naïve Bayes, and Artificial Neural Network, to 
evaluate the prediction system using a dataset from the UCI 
machine learning repository. Results indicate that the 
combination of the enhanced HHO and LRNN achieves the 
highest accuracy of 92%, highlighting the importance of early 
prediction to avoid student failure and improve educational 
outcomes. 

Shivaji et al. [16] proposed a feature selection technique to 
enhance the performance of machine learning classifiers in 
predicting bugs in software changes. By applying the Gain 
Ratio for feature selection, the study aims to reduce the number 
of features, thereby improving classifier accuracy and 
scalability. The technique was evaluated using Naïve Bayes 
and Support Vector Machine (SVM) classifiers across multiple 
open-source projects. Results indicate that feature selection 
significantly improves bug prediction performance, achieving 
high precision and reducing false positives. 

Another study by Zaffar et al. [17] investigated the 
effectiveness of various feature selection algorithms in 
predicting student academic performance. The research 
evaluates six filter-based feature selection algorithms 
(CfsSubsetEval, ChiSquaredAttributeEval, FilteredAttribute 
Eval, GainRatioAttributeEval, Principal Components, and 
ReliefAttributeEval) using two different datasets with varying 
numbers of features. The study finds that there is a significant 
performance difference based on the number of features, with a 
10-20% accuracy variation. 

Adejo and Connolly [18] investigated and compared the 
efficiency of multiple data sources, different classifiers, and 
ensemble techniques in predicting student academic 
performance. Using data from the University of the West of 
Scotland, the study employs Decision Tree (DT), Artificial 
Neural Network (ANN), and Support Vector Machine (SVM) 
classifiers, as well as their ensembles. Results indicate that 
combining multiple data sources with heterogeneous ensemble 
techniques significantly improves prediction accuracy and 
helps identify at-risk students early. The proposed hybrid 
model, which integrates various classifiers and data sources, 
achieves higher accuracy and efficiency compared to 
individual base classifiers. 
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Imran et al. [19] proposed a model to predict student 
performance using supervised learning algorithms. The 
research addresses common issues such as data high 
dimensionality, class imbalance, and classification errors. 
Using data from the UCI Machine Learning Repository, the 
study evaluates three classifiers: J48, NNge, and MLP, with 
J48 achieving the highest accuracy of 95.78%. The study 
demonstrates the importance of data preprocessing and the use 
of ensemble methods to improve prediction accuracy. This 
model is designed to help educational institutions make early 
interventions to support at-risk students. 

Similarly, Razaque and Alajlan  [20] evaluated six machine 
learning models (Decision Tree, Random Forest, Support 
Vector Machine, Logistic Regression, AdaBoost, and 
Stochastic Gradient Descent) to predict student performance. 
The dataset includes academic and demographic data from the 
UCI Machine Learning Repository. The models are assessed 
based on accuracy, precision, sensitivity, and F-measure. The 
results indicate that Stochastic Gradient Descent outperforms 
other models, achieving the highest accuracy. The study 
underscores the importance of preprocessing and proper model 
selection to enhance prediction accuracy, aiming to identify at-
risk students early and support their academic success. 

The study by Ghorbani and Ghousi [21] and Alija et al. 
[22], explored the application of various supervised machine 
learning algorithms for predicting student performance, with a 
particular emphasis on managing imbalanced datasets. The 
authors utilize the Synthetic Minority Over-sampling 
Technique (SMOTE) to balance the dataset. Multiple 
algorithms are evaluated in the research. These findings 
underscore the necessity of addressing imbalanced data to 
enhance the accuracy and reliability of predictive models in 
educational data mining. 

H. Alamri et al. [23] explored the use of SVM and Random 
Forest algorithms to predict academic performance based on 
various influencing factors such as prior grades and social 
conditions. The study utilized two types of datasets focused on 
mathematics and Portuguese language courses, applying both 
binary classification and regression techniques. The results 
show that SVM and RF models achieve high accuracy levels, 
with RF performing slightly better in binary classification 
scenarios. 

Moreover, the application of Recursive Feature Elimination 
(RFE) has shown considerable promise in various domains, 
particularly in enhancing the accuracy and efficiency of 
predictive models [24], [25]. In the context of student 
performance prediction, several studies have leveraged RFE to 
identify the most critical features influencing academic 
outcomes. Syed Mustapha [26] employed RFE with Random 
Forest to refine feature selection for predicting student grades. 
This approach evaluated the effectiveness of different models 
such as the Boruta algorithm and Lasso regression for 
regression tasks, and Recursive Feature Elimination (RFE) and 
Random Forest Importance (RFI) for classification tasks. Key 
findings included the superior performance of Gradient Boost 
in regression tasks and the effectiveness of Random Forest in 
classification tasks. The study emphasized the importance of 

proper feature selection to improve the accuracy and efficacy 
of predictive models. 

III. OUR METHODOLOGY 

In this section, we detail the methodology adopted to 
conduct our study on student performance prediction. Our 
approach, illustrated in Fig. 1, is based on a series of structured 
processes, including data collection and preprocessing, feature 
selection, and model construction and evaluation. To build an 
efficient prediction model, we have integrated a method that 
optimizes feature selection. This approach aims to identify the 
most relevant attributes that directly influence the performance 
of the model. 

 
Fig. 1. Architecture of the proposed model. 

A. Data Description 

The data utilized in this research project belongs to IBN 
ZOHR University of Morocco and pertains to students enrolled 
at open-access establishments. It is sourced from two main 
systems: 

 Pre-registration platform: Before enrolling at the 
faculty, students are required to fill out a form, 
providing a range of information. 
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 APOGEE datastore System: This system centralizes 
academic data, capturing student results throughout 
their academic journey. 

Our dataset comprises 174,135 records and 21 attributes, 
captured during the period from 2016 to 2020. The following 
Fig. 2 displays the distribution of data during this period, and 
Table I lists the considered variables. 

B. Data Preprocessing 

Data preprocessing is an essential step in machine learning, 
ensuring the integrity and dependability of the data used for 
analysis. It involves cleaning, encoding, and normalizing data, 
reducing biases, and enhancing the precision of predictive 
models [27]. This section outlines the techniques used in the 
preprocessing stage, designed to effectively prepare the data 
for thorough analysis. 

1) Data aggregation: The initial stage of our analysis 

involves aggregating data from the Pre-Registration Platform 

and the APOGEE Data Storage System. In this process, we 

merge these data sources utilizing SQL-style joins, which 

facilitate a precise combination of the data, ensuring thorough 

synchronization. This technique guarantees the effective 

integration of each student's information from both sources, 

minimizing data redundancy and enhancing the overall 

consistency of the dataset. 

 
Fig. 2. Distribution of students by registration year. 

TABLE I.  DESCRIPTION OF CONSIDERED STUDENT ATTRIBUTES 

Attributes Values Description 

GENDER {Female,Male} Gender 

LIV_ENV {Urban, Rural} Type of Environment in which the student lives 

AGE_ENR 
{(20-22) G1,(23-25) G2,(26-30) G3,(31 and 

above) G4} 

Age at the time of Enrollment: G1, G2, G3 refer to Group 1, Group 2, and Group 3, 

respectively. 

DISCIPLINE {Literary,Scientist,Technical} Discipline chosen 

TEACH_LANG {Mother tongue,Foreign Language} Language of Studying at university 

FAM_STAT {Single,Married,Divorced} Student's Family Status 

REG_RES 
{Sous Massa Region,Southern Regions,Rest of 

the Country} 
Region of Residence 

DISABLED {No,Yes} Indicates if the student is Disabled 

STD_PRF {Student,Professional Activity} Student's Profession 

FA_PRF 
{Deceased,Unemployed/At Home,Public-
Service/Army/police,Retirement,Low-income 

jobs,Middle-income jobs,Good-income jobs} 

Father's Profession 

FA_EDU_LIV {None,Elementary,Intermediate,High} Father's Education Level 

MO_PRF 
{Deceased,Unemployed/At Home,Public-
Service/Army/police,Retirement,Low-income 

jobs,Middle-income jobs,Good-income jobs} 

Mother's Profession 

MO_EDU_LIV {None,Elementary,Intermediate,High} Mother's Education Level 

PAR_REL {Married,Divorced} Parents Relationship 

BAC_TYPE {Literary,Scientist,Technical} Baccalaureate Type 

BAC_DEG {Pass,Satisfactory,Good,Very Good} Baccalaureate Degree 

BAC_ACAD 
{Agadir Sous Massa Region,Southern 

regions,Rest of the Country,Foreign Academy} 
Baccalaureate Academy 

MTANGUE_GRD [3,19] Grade in Mother Tongue 

1F_LANG_GRD [3,19] Grade in First Foreign Language 

2F_LANG_GRD [3,19] Grade in Second Foreign Language 

F_GRADE 
{<6 (Bad),[6,10[ (Poor),[10,13] (Medium), >=13 

(Good)} 
Target: Final Grade 
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2) Data cleaning and encoding: During the initial 

preprocessing stage, crucial measures were taken to ensure 

data integrity and suitability for further analysis. The dataset 

initially consisted of 177,193 entries across 38 variables, 

which, after removing 3,058 redundant records and 

eliminating irrelevant attributes, was reduced to 174,135 

entries and 21 variables. Following this, attention was directed 

towards data encoding, where, for example, the 'GENDER' 

attribute was encoded using label encoding, and 'AGE_ENR' 

as well as 'F_GRADE' were handled using ordinal encoding to 

facilitate computational processing and maintain the natural 

order of values. Fig. 3 illustrates the distribution of the target 

'F_GRADE' for visualization. 

3) Data normalization: Normalization is an essential 

preprocessing technique in machine learning, ensuring that the 

range of independent variables is uniform across the dataset. 

This process helps in achieving faster convergence during 

training, reduces the complexity of the model, and often leads 

to better overall performance [28]. 

 
Fig. 3. Distribution of the F_GRADE target. 

In our study, which analyzes student performance data with 
a wide variety of scales and distributions, Z-score 
normalization is identified as the most appropriate technique. 
It’s a statistical technique that transforms features to have a 
mean of zero and a standard deviation of one. This 
normalization is especially useful in machine learning when 
features vary in scale because it ensures that each feature 
contributes equally to the analysis and helps in improving the 
convergence of many algorithms. The formula for the Z-score 
given by: 

𝑍 =
(X−μ)

𝜎
   (1) 

where X is the original data point, μ is the mean of the data, 
and σ is the standard deviation. 

4) Outliers’ analyses: The Z-score is utilized not only for 

normalization but also for the effective identification of 

outliers by highlighting data points that substantially diverge 

from the mean. Once these outliers are detected, several 

strategies can be employed for their management, such as 

removal, capping, transformation, or imputation [29]. For our 

case study, we have chosen to manage outliers through 

logarithmic transformation. This technique mitigates the 

influence of outliers by compressing extreme values closer to 

the median, which helps in reducing skewness and improving 

the uniformity of the data distribution. 

C. Features Selection 

Feature selection is a critical step in machine learning, 
aimed at identifying the most relevant features for use in 
predictive models. This process is vital as it improves model 
performance by reducing overfitting, enhancing accuracy, and 
decreasing training time [30]. In our study, we adopted a 
systematic approach to optimize feature selection. Specifically, 
we employed Recursive Feature Elimination combined with 
Cross-Validation using a Random Forest as an estimator 
(RFECV-RF). 

1) Random Forest (RF): Random Forest is a sophisticated 

machine learning technique extensively used for classification 

and regression tasks [31]. As an ensemble learning method, it 

constructs numerous decision trees during training and 

combines their outputs to boost classification accuracy and 

mitigate overfitting. By combining the predictions from 

multiple trees, RF lowers model variance and enhances 

generalization capabilities. This robust technique is 

particularly effective in managing large datasets with intricate 

feature interactions. Additionally, it provides estimates of 

feature importance, allowing for feature selection, because it 

can capture complex relationships and interactions between 

features, resulting in more reliable and accurate predictive 

performance. This makes it an excellent choice for predicting 

student performance [32]. 

2) Recursive Feature Elimination with Cross-Validation 

using RF (RFECV-RF): RFE is a wrapper feature selection 

method that iteratively removes the least important features 

based on model performance to identify and rank the most 

significant predictors. To determine the optimal number of 

features that maximize the performance of machine learning 

models, we combined RFE with cross-validation [33],[34]. 

We employed RF as the classification model within the 

RFECV framework to evaluate and iteratively eliminate 

features that did not improve classification accuracy. As 

shown in Algorithm 1, RFECV-RF initializes with the 

complete feature set S and an empty elimination list R. The 

algorithm sets a predefined number of features to eliminate in 

each iteration, known as step_size which is set to 1 in our 

case, then employs 5-fold cross-validation to robustly evaluate 

the RF classifier's performance on S. During each iteration, 

the classifier is trained, and the performance of the feature set 

is evaluated through cross-validation. Feature importance 

scores are calculated, and the least significant features, 

determined by the step_size, are moved from S to R and then 

removed from S. This process continues until S is empty, 

ensuring all features are assessed. The refined set S is then re-

evaluated with 5-fold cross-validation to validate its 

effectiveness, and the algorithm outputs R, listing the 

eliminated features, and S, the curated set of key features for 

precise prediction. 
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Algorithm 1: RFECV-RF algorithm for feature selection 

Input: Training sample set 

1:  Initialize the full feature set S = {1, 2, ..., N} where N is the total 

number of features. 

2:  Initialize the feature ranking list R = [] 

3:  Determine the set of features to eliminate in each step, termed as 

step_size. 

4:  Specify n_folds = 5 for the cross-validation process. 

5:  While len(S) ≠ 0 do 

6:      For (each subset of features) do 

7:          Train the Random Forest classifier on the training data 

using the features in S. 

8:          Perform 5-fold cross-validation to estimate the model's 

performance for each subset of features. 

9:          Calculate the importance score for each feature in the 

current feature set S using the Random Forest. 

10:         Rank the features based on their importance scores. 

11:         If (condition) then 

12:             Identify the least important features equal to step_size 

13:             Add these to R and remove them from S. 

14:         End If 

15:     End For 

16:     If S becomes empty, break the loop. 

17: End While 

18: The final set of features in S is used to perform a final round of 

training and 5-fold cross-validation. 

19: Output the set R as the eliminated features and S as the selected 

feature subset. 

D. Classification of Machine Learning Models and 

Evaluation Metrics 

After performing feature selection to identify the most 
relevant predictors, we developed classification models to 
predict student performance using various supervised machine 
learning techniques, including Decision Tree (DT), Naive 
Bayes (NB), K-Nearest Neighbors (KNN), Support Vector 
Machine (SVM), Logistic Regression (LR), and AdaBoost. 
Evaluation measures such as accuracy, precision, recall, and F1 
score were employed to assess the performance and robustness 
of each model. These measures provide a comprehensive 
understanding of the model's effectiveness in accurately 
identifying patterns, minimizing false positives and negatives, 
and managing imbalanced classes. Table II details the 
hyperparameters used for each classification algorithm, while 
Table III outlines the formulas for each evaluation metric. 

TABLE II.  HYPERPARAMETERS OF CLASSIFICATION MODELS 

Classifier Hyperparameters 

Decision Tree (DT) 
Criterion=entropy, max_depth = 10, splitter = 

best, min_samples_split = 2 

Naive Bayes (NB) 
Gaussian Naive Bayes doesn't require 

parameter tuning 

K-Nearest Neighbors 

(KNN) 

n_neighbors=5, weights=uniform , 

metric=minkowski 

Support Vector Machine 
(SVM) 

C=1, gamma=scale,  kernel=rbf 

Logistic Regression (LR) C=100, penalty=l2, solver= newton-cg 

AdaBoost 
max_depth=3, n_estimators=200, 

learning_rate=0.1, algorithm=' SAMME.R' 

TABLE III.  EVALUATION METRICS AND THEIR DEFINITIONS 

Metric Formula Description 

Accuracy Acc =
TP + TN

TP + TN + FP + FN
(2) 

-TP (True Positives): 

samples correctly classified 
as positive. 

-TN (True Negatives): 

samples correctly classified 
as negative. 

-FP (False Positives): 

samples incorrectly 
classified as positive. 

-FN (False Negatives): 

Instances incorrectly 
classified as negative. 

Precision Pre =
TP

TP + FP
(3) 

Recall Rec =
TP

TP + FN
(4) 

F1 score F1 = 2 ∗
Pre ∗ Rec

Pre + Rec
(5) 

IV. RESULTS AND EXPERIMENTS 

A. Hardware Used 

The Experiments were run on a desktop computer using the 
Ubuntu 20.04 LTS Operating System. The system's technical 
specifications include 32GB of RAM, an Intel Core i7-12700F 
processor operating at a clock speed of 2.10 GHz with 12 
cores, and an NVIDIA GeForce RTX 3060 graphics card. 

B. Experimental Results 

Our study aimed to evaluate the importance of feature 
selection and determine the most effective classifier for 
predicting the “Final Grade” target. We conducted several 
experiments using various supervised learning methods on our 
dataset. Initially, we used RFECV-RF for feature selection, as 
shown in Table IV. This method helped us identify the optimal 
subset of features that strongly predict our target. The selected 
features were then used to train and test several classifiers 
including DT, NB, KNN, SVM, LR, and AdaBoost to 
comprehensively evaluate each model's performance. 

TABLE IV.  USED CONFIGURATION FOR RFE ALGORITHM 

Configuration Value 

Model Random Forest (RF) 

Cross-Validation 5-fold 

Steps(step_size) 1 

Fig. 4 depicts the relationship between the number of 
features and the classification scores across five cross-
validation folds using RFECV-RF. This analysis ranked each 
feature based on its contribution to enhancing the prediction 
model's accuracy. The graph illustrated a notable increase in 
classification scores as the number of features increased from 1 
to 6, highlighting the significance of these initial features. The 
classification score leveled off around eight features, indicating 
that this number optimally captured the essential information 
required for effective classification, stabilizing at 
approximately 87%. The eight highest-ranked features were 
identified as follows: “BAC_DEG”, “LIV_ENV”, 
“MTANGUE_GRD”, “FA_PRF”, “FA_EDU_LIV”, 
“AGE_ENR”, “1F_LANG_GRD”, and “2F_LANG_GRD”. 
The findings were consistent across different cross-validation 
folds, demonstrating the robustness and reliability of the 
approach. Furthermore, beyond 12 features, a slight decrease in 
the classification score was observed, suggesting that adding 
more features introduced noise or redundant information. 
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Fig. 4. Classification score vs. Number of selected features using RFECV-

RF. 

 
Fig. 5. Feature importance using RFECV-RF algorithm. 

Fig. 5, generated through our algorithm, illustrates the 
relative importance of various features in the predictive model. 
The "BAC_DEG" feature emerged as the most impactful with 
an importance score of 0.15, highlighting the significant 
influence of the baccalaureate degree on our target prediction. 
The living environment “LIV_ENV” and proficiency in the 
mother tongue “MTANGUE_GRD” also featured prominently, 
indicating their critical roles within socio-economic and 
linguistic contexts. Other attributes such as the father's 
profession “FA_PRF” and his educational level 
“FA_EDU_LIV” exhibited considerable significance. 

Fig. 6 illustrates the impact of feature selection on the 
accuracy of various machine learning models by comparing 
their performance with all features versus the top 8 selected 
features. The DT model shows an improvement in accuracy 
from 81% to 83%, indicating that feature reduction can help 
mitigate overfitting while maintaining the model's ability to 
make accurate predictions. The NB model, which has the 
lowest accuracy among the models, sees a marginal increase 
from 69% to 70%, suggesting that while feature selection 
provides some benefit, the model might still not be optimal for 
our dataset. The accuracy of the KNN model increases from 

80% to 82%, likely benefiting from the dimensionality 
reduction. The SVM model, which already performed well 
with all features at 84% accuracy, further improves to 87% 
with eight features selected, highlighting the effectiveness of 
choosing the most relevant features for this model. LR sees a 
slight increase from 75% to 76%, suggesting that it remains 
relatively stable relative to the number of features. Finally, 
AdaBoost's improvement in accuracy from 82% to 84% with 
selected features indicates a positive response to feature 
selection, likely due to a reduction in variance and noise in the 
data. 

 

Fig. 6. Accuracy of models using all features vs. Top 8 selected features. 

The comparison of various classifiers using full and top 
eight selected feature sets, as illustrated in Table V and Fig. 7, 
showcases how feature selection impacts the performance of 
machine learning models across several metrics such as 
precision, recall, and F1 score. Notably: the SVM model 
showed an impressive increase in precision from 76.33% to 
82.09%, and in recall from 81.29% to 84.43%, with a 
corresponding improvement in the F1 score from 79.21% to 
81.10%. These results indicate that the SVM model, with its 
ability to maximize the margin between classes, benefits from 
reducing complexity and noise by eliminating irrelevant 
features. Similarly, the AdaBoost model, demonstrated 
significant progress in terms of precision, increasing from 
74.42% to 76.31%, and in recall from 80.14% to 82.71%, with 
an enhancement of its F1 score from 77.70% to 78.36%. This 
improvement shows that precise feature selection can indeed 
optimize AdaBoost’s capability. KNN also displayed notable 
improvements in all performance metrics with effective feature 
selection. Precision increased from 73.47% to 75.65%, recall 
from 75.86% to 76.29%, and the F1 score from 74.87% to 
75.75%. 

The performance of other models on datasets with all 
features and with the eight selected features also shows 
interesting results, though less dramatic than for SVM and 
AdaBoost. The DT model observed a slight improvement after 
feature selection. Precision increased from 72.29% to 73.10%, 
recall from 77.29% to 78.43%, and the F1 score from 76.29% 
to 76.53%. This modest improvement suggests that even for a 
relatively simple model like Decision Trees, which is less 
prone to overfitting, removing non-essential features can help 
clarify classification decisions. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

238 | P a g e  

www.ijacsa.thesai.org 

TABLE V.  EVALUATION METRICS OF VARIOUS CLASSIFIERS WITH ALL FEATURES VS. TOP EIGHT SELECTED FEATURES 

Models 
Dataset with all features (20 features) Dataset with top 8 features selected 

Accuracy Precision Recall F1 Score Accuracy Precision Recall F1 Score 

DT 0,81 0,722857143 0,772857143 0,762857143 0,83 0,730967742 0,784285714 0,765254237 

NB 0,69 0,702857143 0,632857143 0,602857143 0,70 0,710967742 0,653654875 0,601254237 

KNN 0,80 0,734705882 0,758571429 0,748709677 0,82 0,756451613 0,762857143 0,757457627 

SVM 0,84 0,763333333 0,812857143 0,792068966 0,87 0,820897652 0,844285714 0,811034483 

LR 0,75 0,701428571 0,616428571 0,607142857 0,76 0,711828571 0,616885714 0,609142857 

AdaBoost 0,82 0,744193548 0,801428571 0,777017544 0,84 0,763103448 0,827142857 0,783559322 

 

Fig. 7. Classifier metrics comparison with all features vs. selected features. 

The NB model saw a minimal increase in precision, from 
70.29% to 71.10%, and in recall, from 63.29% to 65.37%, but 
a slight decrease in the F1 score from 60.29% to 60.13%. 
These results indicate that while feature selection improved 
precision and recall, the overall impact on the harmony 
between these metrics was minimal. LR showed a slight 
increase in precision from 70.14% to 71.18% and recall from 
61.64% to 61.69%, with a similar rise in the F1 score from 
60.71% to 60.91%. 

The analysis demonstrates that reducing the number of 
features from 20 to 8 generally enhances performance across 
most classifiers, albeit by varying degrees. These observations 
provide valuable insight into how different models respond to 
feature reduction and can guide modeling and preprocessing 
choices in future studies. 

V. DISCUSSION 

These results collectively highlight that feature selection 
can generally enhance the performance of the machine learning 
models in terms of accuracy, precision, recall, and the F1 score. 
Most models show an improvement across all metrics, 
especially notable in SVM and AdaBoost, which suggests that 
reducing the number of features to the most relevant ones can 
significantly enhance model performance. The NB model, 
while showing improvement in recall, does not show a 
proportional increase in the F1 score, this pattern may stem 
from the inherent probabilistic characteristics of this classifier. 
Also, the marginal improvements observed in the LR model 

suggest that not all models uniformly benefit from feature 
reduction, possibly due to the specific nature of the data. 

The effectiveness of the SVM in student prediction 
applications is demonstrated by its higher performance when 
combined with feature selection utilizing Random Forest (RF) 
and Recursive Feature Elimination with Cross-Validation 
(RFECV). This method works especially well when 
dimensionality reduction is essential to increasing the 
interpretability and efficiency of the model, and when there is a 
complex relationship and interactions between attributes. The 
strategic feature selection approach complements SVM's 
resilience in determining the best hyperplane for classification 
and its ability to handle high-dimensional spaces. 

However, it is imperative to recognize the possible 
disadvantages and limitations linked to this methodology. If the 
procedure is not appropriately fine-tuned, one drawback is the 
possibility of overfitting. It's also possible that the 
computational requirements will rise dramatically. 
Furthermore, the particular hyperparameters selected may 
significantly impact the method's effectiveness. This 
underscores the necessity for tailored feature selection 
strategies that align with the strengths of each model to 
optimize performance. 

By focusing heavily on the predictive models of machine 
learning, we risk neglecting particular cases that could 
represent unique educational paths or specific challenges 
encountered by certain groups of students. Additionally, an 
overreliance on predictive analytics could lead decision-makers 
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to prioritize adherence to the model, possibly sidelining broad 
educational goals. It is important to consider these factors when 
analyzing the effectiveness and suitability of strategies for 
predicting student's performances. 

VI. CONCLUSION AND FUTURE WORK 

In this study, we developed a robust model for predicting 
student performance at IBN ZOHR University by employing a 
combination of Random Forest and Recursive Feature 
Elimination with Cross-Validation (RFECV-RF) for optimal 
feature selection. Our dataset consists of 174,135 records and 
21 attributes, collected over the period from 2016 to 2020. 

Our experiments demonstrated that the SVM classifier, 
utilizing the top 8 features selected through RFECV-RF, 
outperformed other models, achieving an impressive accuracy 
of 87%. This underscores the efficacy of our feature selection 
approach and the SVM model's robustness in accurately 
predicting student performance. Other classifiers, such as 
AdaBoost, Decision Tree (DT), K-Nearest Neighbors (KNN), 
Naive Bayes (NB), and Logistic Regression (LR) also showed 
varying degrees of improvement with feature selection, but 
none matched the performance of SVM. 

Regarding future work, we look forward to addressing class 
imbalance within our dataset. Our current dataset shows 
variations in the representation of some classes. To address this 
variation, we plan to explore several rebalancing techniques. 
Additionally, we plan to explore additional feature selection 
techniques such as genetic algorithms, which have the potential 
to refine the selection of relevant features further and enhance 
the model's predictive accuracy. Furthermore, we plan to test 
our model on datasets from other universities to validate the 
generalizability of our approach. We aim to ensure the model's 
robustness and applicability across different student 
populations and academic environments by applying it to 
diverse educational contexts. 
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Abstract—This paper introduces a Contactless User Feedback 

System (CUFS) that provides an innovative solution for capturing 

user feedback through hand gestures. It comprises a User 

Feedback Device (UFD), a mobile application, and a cloud 

database. The CUFS operates through a structured sequence, 

guiding users through a series of questions displayed on an LCD. 

Using the Pi Camera V2 for contactless hand shape capture, users 

can express feedback through recognized hand signs. A live video 

feed enhances user accuracy, while secure data transmission to a 

database ensures comprehensive feedback collection, including 

timestamp, date, location, and a unique identifier. A mobile 

application offers real-time oversight for administrators, 

presenting facility status insights, data validation outcomes, and 

customization options for predefined feedback categories. This 

study also identifies and strategically addresses challenges in 

image quality, responsiveness, and data validation to enhance the 

CUFS's overall performance. Innovations include optimized 

lighting for superior image quality, a parallel multi-threading 

approach for improved responsiveness, and a data validation 

mechanism on the server side. The refined CUFS demonstrates 

recognition accuracies consistently surpassing 93%, validating the 

effectiveness of these improvements. This paper presents a novel 

and refined CUFS that combines hardware and software 

components, contributing significantly to the advancement of 

contactless human-computer interaction and Internet of Things-

based systems. 

Keywords—Contactless; human-computer interaction; Internet 

of Things; machine learning 

I. INTRODUCTION 

The Feedback System (FS) is a platform that empowers 
users to actively engage and provide feedback, thereby 
establishing a channel for communication between clients and 
the respective company or authorities. This system has gained 
widespread adoption, particularly by companies heavily reliant 
on customers' opinions as a requirement for product and service 
improvement [1]. These opinions encompass various aspects 
such as product evaluation, facility experience, customer 
treatment, and overall user experience [2-3]. By going through 
user reviews, organizations can maintain user loyalty [4] by 
targeting their varying tastes [5] and ensuring they're satisfied 
with the current services. 

Within facilities management, user feedback constitutes 
contextual information that demands prompt attention and an 
immediate response from the responsible party. The user 
feedback system allows facility users to alert workers [6] of any 
infrastructure-related problems and their overall experiences 
while using it [7]. There has been significant progress in the 

development of feedback systems tailored to facility monitoring, 
driven by a desire to better understand how people utilize 
buildings [8]. One such innovation is a user feedback system that 
analyzes user behavior within building environments. Building 
occupants can provide feedback about their comfort levels 
within specific spaces, enabling a comparison of this feedback 
with sensor data to evaluate whether building services meet user 
needs [9]. This synergy of user input and sensor data can 
potentially enhance building efficiency and user comfort. 

A. Existing Facilities Management Feedback System 

Among the most prevalent mechanisms for collecting such 
feedback are QR codes, which direct users to dedicated websites 
or online survey forms designed for feedback submission [3]. 
Using a QR code or physical note is a valid and practical 
alternative for gathering feedback, but it has some limitations. 
Users must actively scan a QR code or navigate to a specific 
URL to provide feedback [3]. Lengthy or complex forms can 
overwhelm users, leading them to abandon the feedback process 
[10-11]. Some users may lack the knowledge to access links 
provided in QR codes or have limited experience with web-
based forms. These users are more accustomed to verbal 
communication rather than written or contextual 
communication. Furthermore, data collected through QR codes 
and forms is generally not in real-time. Responses become 
available only after users submit the form or scan the QR code 
[12], which might not be ideal for time-sensitive scenarios 
where immediate feedback is crucial. 

Previous studies have incorporated sensors to establish a 
connection between the comfort levels in facilities. Users are 
required to provide reviews, which are then used to create a 
comfort map in conjunction with the sensor data. This 
information allows the sensors to serve as indicators for when 
the facilities may require maintenance or the attention of the 
facility owner. The problem with this method is its limited 
scalability and adaptability. The system struggles to 
accommodate an increasing number of facilities and to adapt to 
different types of facilities, such as transitioning from public 
services to laboratories. 

The on-site feedback system could address many of these 
limitations and provide a more engaging and efficient feedback 
experience. This immediate feedback mechanism can lead to 
more accurate and timely responses. The real-time nature of the 
system allows for dynamic adjustments and improvements 
based on the data collected, contributing to a more responsive 
and user-centric environment. The adaptability of the system 
increases if facility owners have the ability to modify the review 
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questions. However, when deployed in a public setting, such a 
system would affect the sanitary level due to the high volume of 
physical interactions [13] it necessitates. A contactless user 
feedback system presents a promising solution as it minimizes 
physical contact and reduces the risk of spreading germs or 
infections. 

B. Existing Contactless Human-Computer Interaction 

A contactless system operates through sensors capable of 
detecting various human signals, such as body and hand 
movements [14], as well as reactions [15]. Several innovative 
solutions can be employed to develop this technology, using 
ultrasonic [16] and infrared sensors [17] as virtual buttons. With 
this approach, users simply need to hover their hands near one 
of the sensors corresponding to their desired response, 
eliminating the need for physical contact. 

Another viable option involves gesture sensors [18], which 
can detect changes in light and discern the direction of motion 
of an object in front of them. By utilizing this technology, users 
can select or provide feedback by moving their hand in specific 
directions, for instance, from left to right [19], without the need 
to touch the feedback system monitor. The method is viable for 
an on-site review system but is limited by the number of inputs 
it can accept. For instance, the ultrasonic method can only 
handle a few inputs and is sensitive to its surroundings at certain 
angles. This has been improved with infrared sensors, which 
offer better accuracy but have limited range. As a result, users 
must interact with the system within a restricted distance, and 
any potential infrared interference in the environment can cause 
the device to malfunction. 

A more advanced solution involves the implementation of 
Artificial Intelligence (AI), using hand-sign optical images as 
input [20-22]. Available AI options include MediaPipe, an open-
source framework that enables developers to construct complex 
pipelines for object detection, face detection, hand tracking, 
pose estimation, and more [23-25]. MediaPipe provides a solid 
foundation for building real-time multimedia processing 
pipelines, but the accuracy varies based on the task being 
performed [26-27]. Accurate interpretation of user responses is 
very important for the contactless system to ensure reliability. 
Accurateness is particularly crucial within the context of 
performance reviews, where feedback, provided at the right 
moments and for the right purposes, plays a pivotal role. This 
method incorporates the use of an AI model to map hand 
landmarks to specific movements, simulating mouse 
movements or keyboard keystrokes. However, this approach 
requires significant computational power, leading to an 
unpleasant stuttering experience on small form factor devices. 
Potential solutions include optimizing the AI model or 
implementing a transition algorithm to convert the AI model's 
output into computer input more efficiently. 

C. The Contribution and Objective of the Study 

This paper presents a pioneering contactless user feedback 
system that converges hardware and software technologies to 
revolutionize user interaction and feedback processes. By 
integrating the Raspberry Pi 4B+ microcomputer, Pi Camera 
V2, and the MediaPipe framework, the system introduces a 
contactless paradigm for real-time hand sign recognition, 
providing users with an intuitive medium for expressing 

immediate feedback. The study makes a substantial contribution 
to contactless human-computer interaction by systematically 
addressing and overcoming challenges associated with image 
quality, responsiveness, and data validation. 

II. METHODOLOGY 

A. The Contactless User Feedback System Assembly 

A prototype of a Contactless User Feedback System (CUFS) 
depicted in Fig. 1 was developed in this study. It comprises a 
User Feedback Device (UFD), a cloud database, and a mobile 
application. The central processing unit for the CUFS is the 
Raspberry Pi 4B+ microcomputer, chosen for its ability to 
connect to an external display, robust processing power for AI 
applications [28-29], internet connectivity for cloud database 
integration, and support for computer vision applications. 

The contactless approach is established using a Pi Camera 
V2, where it is used to capture the user's hand signs. Five hand 
signs, as illustrated in Fig. 2, are used to facilitate response 
submission. The hand signs are interpreted using MediaPipe, a 
machine-learning pipeline that provides a wide range of pre-
built solutions and tools for tasks like object detection, pose 
estimation, hand tracking, and face recognition. 

 

Fig. 1. Contactless user feedback system (a) UFD (b) Block diagram. 

 

Fig. 2. The recognized hand signs are (a) one, (b) two, (c) three, (d) four, 

and (e) five. 

To facilitate user interaction with the UFD, a seven-inch 
LCD screen provides instructions and guidance to users. Upon 
activating the UFD, users are welcomed with a message and 
clear instructions for assisting them throughout the process. 
Subsequently, the device presents a question, prompting users to 
respond. After receiving the response, the next question is 
displayed for further input. This sequential process repeats until 
all questions have been addressed. Upon completing the 
feedback process, the device securely transmits the data to the 
cloud database. The data includes valuable information such as 
the timestamp, date, location, and unique identifier, ensuring 
comprehensive and insightful feedback collection. Fig. 3 defines 
the CUFS's flow of operation. 
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Fig. 3. The CUFS's flow of operation. 

 

Fig. 4. Managerial application of the CUFS. 

 

Fig. 5. Illumination area. 

The mobile application offers two navigational choices, each 
catering to distinct aspects of system oversight. The first choice 
displays a 'Report Page,' a comprehensive dashboard that offers 
insights into overall facility status, data validation outcomes, and 
current operational conditions. This report page provides 
statistical data for facility conditions across different 
timeframes, encompassing daily, weekly, monthly, and annual 
perspectives. The second choice leads to a 'Question Edit Page', 
where the predefined questionnaire can be modified. This page 
displays the existing questions, with options to select, edit, or 
delete them. Any editing action prompts a confirmation step, 
ensuring that changes are deliberate. Once confirmed, the 
mobile application updates the amended list of questions in the 
database. The flowchart in Fig. 4 outlines the mobile application 
for the CUFS. 

B. On-Site Testing 

The CUFS underwent on-site testing, which uncovered 
deficiencies in image quality, responsiveness, resource 
management, and data validation. The subsequent sections delve 
into these limitations and detail the enhancements implemented 
to address them. 

1) Image quality: The CUFS faces difficulties in hand 

detection and landmark identification, occasionally initiating 

premature detection and calculations, leading to data collection 

errors. Factors like background color, reflected light intensity 

from the hand, and background lighting contribute to 

suboptimal image quality, hindering accurate user interaction 

detection. MediaPipe misidentifying landmarks adds 

complexity, potentially affecting the precision of user gestures. 

Despite efforts with smart algorithms [30] to address low-light 

issues, solutions often involve increased computational load or 

sensor modifications [31-32]. 

In this study, the solution to address the challenge of poor 
hand images involves optimizing the intensity of reflected light 
from the user's hand. This improvement is achieved by 
strategically redirecting light at a specific angle, illuminating 
only the user's hand, as depicted in Fig. 5. This enhanced lighting 
also serves as a guide, indicating where to place the hands. The 
software was improved to initiate hand sign detection only when 
all hand landmarks (Fig. 6) are within the frame. To rectify the 
issue of incorrect landmark position identification, a collection 
of hand images is obtained for each question, with the most 
frequently occurring hand sign serving as the response. 

 

Fig. 6. Hand landmarks with  keypoint localization of 21 hand-knuckle 

coordinates. 

The hand images are processed using Algorithm 1. The 
algorithm takes the parameters of all the hand landmarks in Fig. 
6, identified by the hand recognition algorithm offered by the 
MediaPipe Solutions. It is intended to accept right-hand signs by 
focusing on the index, middle, ring, and pinkie fingers to 
compare the tip and proximal interphalangeal joint (PIP) 
positions. However, when dealing with the thumb, a distinct 
approach is taken due to its horizontal movement, in contrast to 
the vertical movement of the other four fingers during hand 
contraction. Consequently, only the x-axis coordinates are 
considered for the thumb, while the y-axis coordinates are used 
for the other fingers. 

2) Responsiveness and Resource management: The initial 

CUFS features a sequential programming flow, as detailed in 

Fig. 7. This programming structure, while simple, contributes 

to decreasing responsiveness over time. Video frames undergo 

extensive processing steps to display questions and recognize 

responses. These procedures significantly strain the system, 

leading to a noticeable decrease in frame rate. Additionally, 

delays can compound when the display process is required to 

wait for concurrent tasks such as answer handling, page 

management, and Tkinter rendering. Consequently, extended 
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waiting times pose a challenge to the system's capacity to 

deliver prompt and responsive feedback. 

Algorithm 1: Finger Counting Algorithm 

Initialize finger up count to 0 

Compute  

While (Get hand landmarks) do 

 For (every hand-knuckle coordinate) do 

 Get Thumb IP's and TIP's x-axis coordinates 

 If (x-axis coordinates of IP > TIP) 

  Increase finger up count by one 

  For (the rest of the fingers) do 

   Get y-axis coordinates of PIP and TIP 

   If (y-axis coordinates of PIP > TIP) then 

    Increase finger up count by one 

 End  End 

 End 

 

Return finger up count  
 

To address these challenges, multi-threading was initially 
implemented as a promising solution. However, over time, 
complications arose, leading to delays that gradually 
accumulated. After extended periods of inactivity, the system 
encountered an average delay of 3159 milliseconds, roughly a 
3-second lag to accept a response. Resource queuing is an 
important aspect contributing to this issue, where resources can 
only be released after being used by all threads requiring them. 
This approach introduces complexities when managing threads 
with differing resource usage times and burst rates, ultimately 
affecting system performance and responsiveness. 

The issues regarding responsiveness were effectively 
addressed through the implementation of parallel programming 
[33] and multi-threading. The program was logically divided 
into three components to incorporate multi-threading in Python, 
as shown in Fig. 8. The initial component focused on hand 
recognition, encompassing all hand landmark retrieval and 
computation tasks. The subsequent component handled the 
program's logic for processing user inputs. The final component 
was responsible for managing the feedback display from the Pi 
camera. Before implementing multi-threading, a few rules must 
be followed to maintain the integrity of the different threads. 

A resource queuing solution was implemented to resolve this 
resource contention (Fig. 9). This introduced a third module or 
component, referred to as the capture component, which took on 
the responsibility of capturing video frames and placing them in 
designated queues. Each component operated independently as 
threads, ensuring a smoother and more responsive program 
execution. 

3) Data validation: The developed CUFS faces issues with 

data validation, where it could not validate the feedback 

provided by users. This limitation raises concerns regarding the 

legitimacy and authenticity of the feedback received. In 

practical terms, this limitation can manifest as a scenario where 

employees submit feedback to inflate their ratings, potentially 

compromising the integrity of the data collected. As such, the 

absence of validation mechanisms underscores the need for 

improvements to ensure the trustworthiness and reliability of 

the CUFS. 

 

Fig. 7. Series programming flow of the UFD. 

 

Fig. 8. The components of the UFD program. 

For improvement, data validation is performed in the server 
by using the ratings and the time of those reviews. The server 
will run a scheduled validation for every prescribed duration. 
Rather than fetching all the data, including previously validated 
reviews, the server accesses a validation history stored in the 
database. This history will be used to identify and retrieve only 
the reviews that have yet to be validated. This approach 
significantly reduces the volume of data that requires review, 
which is particularly advantageous when dealing with large 

datasets. The data will be systematically sorted and organized 
upon retrieval into a list that aligns with the validation 
algorithm's requirements. The resulting list will then be 
processed, and the outcomes will be uploaded to the database. 
This approach streamlines the validation process and optimizes 
data handling, improving overall efficiency and resource 
utilization. Fig. 10 shows the flowchart for the data validation 
server on the local machine. 
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Fig. 9. Implementation of resource sharing from one-to-many threads. 

 

Fig. 10. Flowchart of data validation. 

Algorithm 2 provides a structured approach to ensure the 
integrity of feedback data. This algorithm consists of two key 
functions, the first of which involves converting the ratings from 
the qualitative "good" and "bad" labels into a binary 
representation (1 for "good" and 0 for "bad"). This conversion 
simplifies the comparison process, making it more efficient. 
Once the ratings are converted into binary form, the algorithm 
proceeds with the analysis. The function responsible for the 
calculation takes two parameters: the rating list and the time 
period of the listings. By default, the time period is set to every 
1 hour. However, this can be adjusted according to the facility 
owner's preferences to accommodate different facilities. The 
algorithm iterates through the binary list and checks for changes 
in ratings over time. Whenever the binary rating at the current 
time period differs from the previous one (excluding the initial 
binary), the change counter increments by one. 

Algorithm 2: Validation Algorithm 

Initialize finger up count to 0 

rating list ex: {good, good, bad, good, bad, good} 

 

Function converts ratings to binary (ratings list) 

 Initialize an empty binary list 

 For (every rating in rating list) do 

 If (rating is 'good') then 

  Append' 1' to binary list 

 Else (the rest of the fingers) then 

  Append' 0' to binary list 

 End 

 End 

 Return binary list 

End 

  

Function calculates rate of change (list, time period) 

 Compute binary list as converts ratings to binary (list) 

 Initialize changes to 0 

 For (every binary in binary list) do 

  If (current binary is not equal to previous binary) then 

   Increase changes by 1 

  End 

  End 

 Compute rate of change as changes/ time period 

 Return rate of change 

End 
 

This process continues until the algorithm reaches the end of 
the list. Finally, the algorithm calculates the rate of change by 
dividing the change count by the specified period for the sample 
being evaluated. This rate of change provides valuable insights 
into the consistency of feedback. Before executing the validation 
algorithm, it is imperative to ensure the data is pre-sorted based 
on date and time, facilitating a systematic analysis of feedback 
patterns. A simple pattern analysis has been developed to ensure 
the integrity of the feedback data. The algorithm collects 
feedback over a defined period and subjects it to pattern 
analysis. This approach helps detect anomalies and 
inconsistencies in the reviews. For instance, if a worker attempts 
to manipulate information by providing positive reviews while 
neglecting their responsibilities concerning the facility's 
condition, a pattern of inconsistent feedback emerges over time. 
If this deceptive behavior persists in subsequent periods, the 
system triggers alert to notify the manager about potential issues 
with the facility. This proactive approach ensures data accuracy 
and helps maintain the reliability of the feedback system. 

III. RESULTS AND DISCUSSION 

A. Post-Improvement Testing 

The improved CUFS was evaluated in real-time by six 
respondents using the following procedure: 

 Respondents will receive a predefined sequence of five 
questions, guiding them through the CUFS. 

 Respondents must answer each question by using hand 
sign feedback. 

 If a respondent encounters a misidentification, they must 
notify the researcher for documentation. 

 Respondents should resume and complete the sequence, 
notifying the researcher upon completion. 

 Respondents must repeat the aforementioned steps five 
times. In the first cycle, the respondent must give a hand 
sign 'one'. In the second cycle, the respondent must give 
a hand sign 'two', etc. 

In addition to real-time assessments, performance testing 
evaluates the system's responsiveness and stability under a 
certain workload [34]. Different performance tests were 
conducted: load, stress, and soak tests. Load tests simulate the 
maximum number of possible users that might use an 
application. Reproducing realistic usage and load conditions 
based on response times will identify potential bottlenecks [35]. 
Stress testing measures the performance of a system in peak 
activity, which involves an increment of users during the testing. 
This specific test helped identify any potential vulnerabilities in 
the system [36]. The last type of testing would be soaking test, 
which increases the number of users for a longer period to detect 
any drop in performance levels along the run. 
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Reviews of the CUFS were also conducted. To gather user 
feedback, the CUFS was left at the designated testing facility 
along with a QR code leading to a Google Form. Users were 
prompted to share their insights on the device's performance 
through a series of questions, each featuring a 5-point rating 
scale: 

 Is the CUFS's operation smooth? 

 Is the CUFS easy to use? 

 Is the CUFS easy to understand? 

 Does the CUFS accurately detect all my choices? 

On the managerial side, reviews were primarily acquired 
through online channels and face-to-face interviews with facility 
personnel. Managers had the opportunity to use the system for 
several days, gaining hands-on experience. Subsequently, they 
provided feedback on various aspects, including responsiveness, 
identification of bugs, user-friendliness, and suggested 
improvements. This multifaceted approach ensures a thorough 
evaluation from both end-users and managerial perspectives. 

B. Real-Time Recognition Performance 

The performance of the CUFS in recognizing hand signs, 
post-improvement, is presented by the confusion matrices in 
Fig. 11. Two background scenarios were analyzed: simple 
(uniform) and complex (dynamic). The simple background does 
not contain any objects, while the complex background contains 
objects with various colors. A total of 30 hand inputs coming 
from six users (each contributed five hand sign) were collected 
for each class, resulting in 150 hand inputs for each background 
scenario. Each of the user have varied skin tone from dark to 
pale. The average accuracy, precision, recall, and F-1 score have 
been computed to assess the overall recognition performance 
(Table I). Results show that the CUFS achieved impressive 
accuracy levels, with more than 93% accuracy in simple and 
complex backgrounds. The CUFS also demonstrated high 

precision, recall, and F-1 scores across both background 
scenarios. This consistency highlights the CUFS's reliability in 
correctly identifying hand signs and its ability to minimize false 
detection. 

Further analysis reveals that most discrepancies observed are 
attributed to variations in the reviewer's response attitude. 
Certain reviewers did not form the hand shape properly and 
made intermittent or sudden changes when giving the response. 
Though slight, the decrease in performance metrics in complex 
backgrounds points to the system's sensitivity to background 
variations. This sensitivity suggests a potential area for 
improvement, particularly in enhancing the system's ability to 
distinguish hand signs from visually noisy backgrounds. While 
the system performs well in controlled settings, its application 
in real-world scenarios, where background complexity and user 
behavior are less predictable, may present challenges. 
Understanding the limitations in these contexts is crucial for 
further development and deployment of the CUFS. 

C. System Performance 

The system device, operating on a Raspberry Pi, exhibits 
efficient resource utilization. The application, primarily running 
the hand recognition solutions, consumes an average of 42% of 
the CPU processing resources, as anticipated. This usage aligns 
with the computational demands of the machine learning 
algorithms employed. In terms of memory utilization, the 
system operates justly, utilizing only approximately 170.1 MB 
during runtime. 

This accounts for less than 10% of the total available 
memory on the Raspberry Pi 4, indicating a well-optimized use 
of resources. Moreover, the storage footprint is minimal, with 
only 338.3 KB utilized for this project. This represents the 
lowest utilization among the system's resources, highlighting an 
efficient design that minimizes storage requirements while 
maintaining the necessary functionality. Table II records the 
resource utilization of the UFD. 

 

Fig. 11. Confusion matrices for (a) Simple background and (b) Complex background. 
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TABLE II.  REAL-TIME RECOGNITION PERFORMANCE 

Background Simple Complex 

Class 1 2 3 4 5 Average 1 2 3 4 5 Average 

Accuracy 0.967 1.000 0.933 0.967 1.000 0.9734 0,933 0,933 0,933 0,933 1.000 0.9464 

Precision 0.967 1.000 0.917 0.933 0.983 0.960 0.933 0.933 0.867 0.900 0.967 0.920 

Recall 0.967 1.000 0.933 0.966 1.000 0.973 0.933 0.933 0.933 0.933 1.000 0.946 

F-1 score 0.967 1.000 0.922 0.944 0.988 0.964 0.933 0.933 0.889 0.911 0.978 0.929 

The soak test involved assessing the device's prolonged 
functionality under continuous operation to identify potential 
errors over an extended period. This test was conducted by 
leaving the device operational overnight, and it demonstrated 
robust performance, operating without any noticeable issues. 
Evaluating stress testing outcomes is intricate because this 
process typically involves multiple programs with diverse 
requests. It is essential to note that the current system has only 
one prototype available for testing, limiting the ability to 
comprehensively analyze requests from multiple users. Most 
reviews gathered for the CUFS were verbal, involving six users. 
They agree on the system's responsiveness and user-friendly 
interface. However, some expressed concerns about the small 
screen size and challenging font readability. Additional 
feedback included complaints about color schemes, styles, 
overall size, and minor features. In response to this feedback, 
specific enhancements were made, incorporating the addition of 
page numbers, a color indicator highlighting the current answer, 
and adjustments to font size.  

The results confirm the effectiveness of the enhanced system 
development, as outlined in the methodology, which 
incorporates hardware and software modifications. The parallel 
multi-threading implementation has successfully addressed the 
low frame rate issue during the camera input display. 
Additionally, improvements in lighting, finger calculation, and 
the mod selection algorithm have notably boosted detection 
accuracy. Transitioning from a static image to a dynamic 
question format, editable by administrators, adds flexibility to 
the graphical user interface. Furthermore, the inclusion of page 
selection and robust data validation enhances the system's 
functionality. A summary of the comprehensive enhancements 
is provided in Table III, illustrating significant advancements in 
both features and overall system performance for the contactless 
user feedback device and the mobile application. 

IV. CONCLUSION 

This paper presents an innovative Contactless User 
Feedback System (CUFS) designed to enhance user interaction 
and feedback reliability. Using Raspberry Pi 4B+ 
microcomputer, Pi Camera V2, and MediaPipe for hand shape 
interpretation, the CUFS successfully integrates hardware and 
software components. Despite initial image quality and 
responsiveness challenges, the study systematically addresses 
these issues through a series of improvements. Post-testing 
refinements, including optimized lighting for improved image 
quality, parallel multi-threading for enhanced responsiveness, 
and a data validation mechanism, underscore the commitment to 
refining the CUFS's performance. Real-time recognition 
performance and comprehensive system testing further validate 
the effectiveness of these enhancements. User feedback in real-
time assessments and reviews has been pivotal in shaping the 
system's evolution, highlighting the CUFS's responsiveness to 
end-users needs. In addition, adjustments based on user insights, 
such as font size, color schemes, and feature enhancements, 
demonstrate a user-centric approach. The CUFS study 
contributes valuable insights into human-computer interaction, 
offering a comprehensive understanding of challenges, 
innovative solutions, and iterative improvements necessary for 
developing reliable and user-centric feedback mechanisms. 
Future considerations should encompass scalability assessments 
and a broader exploration of system generalizability to different 
environments and user demographics. 

TABLE III.  RESOURCE UTILIZATION OF THE USER FEEDBACK DEVICE 

 Resources 

 
Average CPU 

Utilization (%) 

Memory Usage 

(MB) 

Storage Size 

(KB) 

Min 32% 169.0 - 

Max 43% 171.0 338.3 

Mean 42% 170.1 - 

TABLE IV.  COMPARISON BETWEEN PRE- AND POST-IMPROVEMENT 

Contactless User Feedback Device Mobile Application 

Features Pre-improvement Post-improvement Features Pre-improvement Post-improvement 

Contactless Yes Yes Statistic Graph No Yes 

Accuracy <60% >90% Review Validation No Yes 

Detection Rate <60% >90% Question edit page No Yes 

Mod selection No Yes    

Multi-threading No Yes    

Responsive No Yes    

Lighting solution No Yes    

Video Feedback No Yes    

Page Navigation No Yes    

Choice Indicator No Yes    
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Abstract—With the increasing demand for human-computer 

interaction and the development of emotional computing 

technology, facial expression recognition has become a major 

focus in research. In this paper, an improved VGG19 network 

model is proposed by involving enhancement strategies, and the 

facial expression recognition process with the improved VGG19 

model is provided. We validated the model on FER2013 and CK+ 

datasets and conducted comparative experiments on facial 

expression recognition accuracy among the improved VGG19 

and other classic models, including the original VGG19. Instance 

tests were also performed, using probability histograms to reflect 

the effectiveness of expression recognition. These experiments 

and tests demonstrate the superiority, as well as the applicability 

and stability of the improved VGG19 model on facial expression 

recognition. 

Keywords—Facial expression recognition; deep learning; 

VGG19 model 

I. INTRODUCTION 

Emotional recognition is a dynamic process aimed at 
understanding a person's emotional state, meaning the feelings 
corresponding to each individual's behaviour vary [1]. 
Generally, people express their emotions in different ways. To 
ensure meaningful communication, accurate interpretation of 
these emotions is essential [2]. Facial expressions are a primary 
means by which people convey emotions [3-6]. Mehrabian [7] 
observed that 7% of knowledge is transmitted between people 
through writing [8], 38% through voice, and 55% through 
facial expressions. Ekman and Friesen published the Facial 
Action Coding System (FACS) in 1978, which describes the 
seven main facial expressions people express without 
language, such as fear, detachment, surprise, disgust, good 
fortune, sincerity, and neutrality. This system is considered the 
threshold for Facial Expression Recognition (FER) [9]. 

Various applications involve understanding human 
emotions through facial expressions, including human-
computer interaction, robotics, and healthcare [10-12]. 
However, emotion recognition in our daily lives is important 
for social contact, as emotions play a significant role in 
determining human behaviour [13]. 

In the field of school education, the emotional state of 
elementary school students can be immediately interpreted 
through Facial Expression Recognition (FER). It allows 
teachers to recognize their students' academic interests, 
including appropriate teaching methods to improve teaching 
efficiency [14]. Monitoring the analysis process of human 
posture over a period is crucial, for example, in museums 

where visitors can reflect on and explore what they see through 
this method. Expressions such as "neutral, surprise, fear" will 
be adjusted. This action provides basic semantic details and 
temporal structure to determine the category of speech signal 
[15]. 

Additionally, facial expression recognition is widely 
applied in other areas, such as lie detectors, smart healthcare, 
and so on [16]. 

In summary, facial expression recognition technology has 
broad applications and important significance in today's society 
[17]. It plays a positive role in improving human-computer 
interaction experience, enhancing intelligence levels, and 
improving quality of life. 

In recent years, deep learning has been widely applied in 
facial expression extraction, such as FNN (feedforward neural 
network), CNN (convolutional neural network), etc. CNN-
based image recognition methods have achieved good results. 
The multi-layer convolutional networks of CNN can 
effectively extract high-level, multi-level features of the whole 
face or part of the face, and achieve good face classification. 
Experimental results show that compared to other neural 
networks, CNN has better image recognition capabilities. The 
VGG network model, as an excellent representative of CNN, 
has been widely used in research and applications of facial 
expression recognition by many researchers [18]. VGG19 is a 
larger convolutional neural network model that contains 19 
convolutional and fully connected layers and therefore requires 
larger storage and computational resources. In addition, due to 
the fact that VGG19 has more parameters and a deeper 
network structure, it is prone to overfitting, especially in face 
expression recognition applications, where the dataset is 
usually small, which can easily lead to a model that performs 
well on the training set but overfits on the test set. This paper 
will make improvements on the model design and loss 
functions of the original VGG19 model in the VGG network, 
as well as conduct the corresponding comparative experiments 
and applications. 

II. IMPROVED VGG19 MODEL 

A. Modelling Design 

An improved VGG19 model based on deep convolutional 
neural network is designed for feature extraction and decision 
making. 

1) Each small piece in the improved VGG19 consists of the 

following components: A convolutional layer for feature 
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extraction, a BatchNorm layer for accelerating the training 

process and increasing the convergence speed of the network, a 

relu layer for introducing nonlinearities to enhance the model 

representation, and an average pooling layer for reducing the 

spatial dimensionality and extracting features. These 

components interact with each other and together build the 

deep structure of the VGG19 network, enabling efficient 

feature extraction and classification of images. 

2) A dropout strategy is introduced between the final 

convolutional layer and the fully-connected layer, and this 

strategy allows the model to maintain a stable performance on 

new data, significantly enhancing the robustness of the model. 

3) Instead of using several fully-connected layers, we 

ended up adding just one fully-connected layer, then another 

fully-connected layer, and used softmax to classify the input 

into one of seven expression categories involving: anger, 

disgust, fear, happiness, sadness, surprise and neutral. 

Fig. 1 illustrates the structure of the improved VGG-19 
model. 

 

Fig. 1. The architecture of the improved VGG-19 model. 

B. Loss Function Design 

During the design process, the cross-entropy loss function 
is employed for calculations. A softmax layer is used to 
normalize the output probabilities of each class from the fully 
connected layer to 1, making data processing easier. 
Calculating the cross-entropy loss function is shown as 
Formula (1). 

J(θ) = −
1

m
∑ [yilog (hθ(x

i)) + (1 − yi)log (1 − hθ(x
i))]m

i=1 

In Formula (1),  xi represents the data for each category, yi 
represents the correct answer for each category, hθ(x

i) 
represents the predicted value obtained after processing with 
the improved VGG-19, and m  represents the number of 
categories. 

For the softmax regression multi-classification problem, 
this section solves it by using the normalized probabilities. The 
class label y can take k different values. 

We use cross-entropy as the loss function, which 
corresponds to the softmax classifier we choose in the last 

layer. The softmax classifier is a logical classifier that is 
oriented towards multiple classes. Its normalized classification 
probabilities are more direct and sum up to 1. Cross-entropy 
can to some extent solve the problem of noisy labels [19], and 
using cross-entropy error functions can speed up training and 
have better generalization effects than sum-of-squares function 
[20]. 

III. FACE EXPRESSION RECOGNITION PROCESS WITH 

IMPROVED VGG19 MODEL 

As shown in Fig. 2, the image is first taken as input and 
undergoes preprocessing including face alignment, data 
augmentation, normalization, etc. The resulting data is then fed 
into our improved VGG19 network model, which is trained on 
emotion class labels obtained from datasets such as CK+ and 
FER2013. After training, the best improved VGG19 model is 
obtained, and the model is then evaluated and tested. From the 
emotion input to the model's prediction output, scores are 
obtained for each category, and the final prediction is made 
based on the highest score value to obtain the result of emotion 
classification. 
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Fig. 2. Facial expression recognition process of the improved VGG19 model.

IV. DESIGN OF EXPERIMENTS 

A. Experimental Environment 

The computer operating system used for the experiments in 

this paper is Windows 10，64-bit, 16G RAM. The CPU is 

11th Gen Intel(R) Core(TM) i7-11800H @ 2.30GHz, the GPU 
is NVIDIA GeForce RTX3060 with 8G of graphics memory. 
The Python version used is 3.6, the deep learning framework is 
Pytorch 1.1, the CUDA version is 11.8, and the Python IDE is 
Pycharm version 2022.1.2. The specific hardware and software 
configurations are shown in Table Ⅰ. 

TABLE I. EXPERIMENTAL HARDWARE AND SOFTWARE CONFIGURATION 

Items Configuration 

operating system Windows10 

RAM 16GB 

CPU Intel Core i7-11800H 

GPU NVIDIA RTX3060 

graphics memory 8G 

software framework Anaconda Pytorch1.1 

Python 3.6 

CUDA 11.8 

Main usage libraries Numpy，H5py，Sklearn 

B. Dataset 

FER2013 and CK+ datasets were chosen for the 
experiments. 

The FER2013 database is derived from the Representation 
Learning Challenge of 2013 ICML. FER2013 is a large, 

unrestricted database of all images registered through Google's 
Image Retrieval API and resized to 48*48 pixels after 
eliminating mislabelled frames and adjusting the cropping 
region. FER2013 has 28709 training images, 3589 validation 
images and 3589 test images with seven expressions including: 
anger, disgust, fear, happiness, sadness, surprise and neutral as 
shown in Fig. 3. Some of these images have watermarks and 
noise etc., as shown in Fig. 4. 

The Cohn-Kanade (CK+) database, released in 2010, is an 
extension of the CK database. It is the most extensive 
laboratory-controlled database for evaluating FER (Facial 
Expression Recognition) systems. CK+ includes 123 subjects 
and a total of 593 video segments, ranging from 10 to 60 
frames in length. These videos contain 327 sequences labeled 
with seven basic expression labels: anger, contempt, disgust, 
happiness, fear, surprise and sadness. The labels are based on 
the Facial Action Coding System (FACS). That is to say, 
compared with the FER2013 dataset, it replaces neutrality with 
contempt. Since CK+ does not provide a specific training set, 
validation set, and test set, the evaluation methods for this 
database are not unified. Fig. 5 shows some examples of 
expressions in the CK+ dataset. 

C. Data Processing 

To enhance the data used in this section and maximize the 
avoidance of overfitting, we enhanced the robustness of our 
predictions by performing data augmentation. Specifically, for 

each original image with a size of 48×48, we randomly 

created 10 cropped images with a size of 44×44. In addition, 

we also collected 10 processed images for each facial 
expression, which are cropped from the upper left, lower left, 
upper right, lower right, and center, and then their reflections 
are extracted from each cropped image for testing. To reduce 
classification errors, we used the average score of the 10 
images as the final result. 
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Fig. 3. FER Examples of dataset expressions (anger, disgust, fear, happiness, neutral, sadness, surprise). 

 

Fig. 4. Example of noise in the FER2013 dataset. 

V. EXPERIMENTAL RESULTS AND COMPARATIVE 

ANALYSIS 

A. Experimental Analysis of Improved VGG19 vs. VGG19 

As shown in Table Ⅱ, the improved VGG19 model exhibits 
better accuracy on the FER2013 dataset compared to the 
original VGG19 model. The accuracy of the improved VGG19 
model on the public and private FER2013 datasets is 70.911% 
and 73.029% respectively, and higher than that of original 
VGG19 model. The learning rate for the experiments was set at 
0.01, with 250 epochs for the FER2013 dataset and 60 epochs 
for the CK+ dataset. 

TABLE II. COMPARISON OF RECOGNITION ACCURACY OF VGG19 AND 

IMPROVED VGG19 

Model FER2013 public dataset 
FER2013 private 

dataset 

VGG19 68.821% 70.995% 

Improved VGG19 70.911% 73.029% 

B. Comparative Experiments on the FER2013 Dataset 

Based on FER2013 dataset, we compared the accuracy in 
face expression recognition of the improved VGG19 network 
model and the top ten algorithms in the 2013 Kaggle facial 
expression recognition competition as well as DNNRL[21], 
CPC [22] methods, as shown in Table Ⅲ. 

According to Table Ⅲ, the improved VGG19 network 
model presented in this paper achieved an impressive facial 
expression recognition accuracy of 73.029% on the FER2013 
dataset. This result surpasses the accuracy of the top ten 
algorithms from the 2013 Kaggle competition, as shown in the 
first ten rows of Table Ⅲ. It also outperforms the recognition 
effects of the DNNRL and CPC network structures, which are 
newer models listed from rows 11 to 12. The comparison 

clearly indicates that the improved VGG19 model has a 
significant advantage in accuracy. 

The reason for such an achievement is the introduction of a 
Batch Normalization (BN) layer into the original VGG19 
network structure. Additionally, a Dropout strategy is applied 
between the final convolutional layer and the fully connected 
layer. These enhancements effectively prevent overfitting 
issues that can arise from the deep nature of the network and 
also improve the training convergence speed of the model. 

TABLE III. ACCURACY OF EACH METHOD ON THE FER2013 DATASET 

 Method Accuracy 

1 RBM 71.161% 

2 Unsupervised 69.267% 

3 Maxim Milakov 68.821% 

4 Radu+Marius+Cristi 67.483% 

5 Lor.Voldy 65.254% 

6 Ryank 65.087% 

7 Eric Cartman 64.474% 

8 Xavler Bouthller 64.224% 

9 AlehandroDubrovsky 63.109% 

10 Sayit 62.190% 

11 DNNRL 70.60% 

12 CPC 71.36% 

13 Improved VGG19 73.029% 

C. Comparative Experiments on the CK+ Dataset 

Table Ⅳ clearly shows the accuracy of different methods 
for facial expression recognition on the CK+ dataset. The 
improved VGG19 model addresses the issue of overfitting, 
which can occur due to the small scale and limited number of 
samples in the CK+ dataset, by employing Dropout and Batch 
Normalization (BN) strategies. 

For the CK+ dataset, we used a tenfold cross-validation 
method. The dataset is randomly divided into 90% for training 
and 10% for testing. The highest accuracy achieved in the tests 
is 93.939%. As can be seen from the comparative results in 
Table Ⅳ, although the accuracy of the improved VGG19 
network model is not the highest, it has reached a relatively 
high level. 

 

Fig. 5. Examples of expressions from the CK+ dataset (anger, contempt, disgust, fear, happiness, sadness, surprise). 
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Looking at Tables Ⅲ and Ⅳ, there is a significant 
difference in the training effects of the improved VGG19 
model on the FER2013 and CK+ datasets, with a considerable 
gap in recognition rates. Moreover, the results on the CK+ 
dataset are notably better than those on the FER2013 dataset. 
The CK+ dataset was obtained in a laboratory environment, 
where factors such as background lighting and camera quality 
were controlled and standardized, making the dataset cleaner 
and more reliable. As a result, samples are more easily 
recognized accurately. Additionally, the dataset has undergone 
augmentation, resulting in higher image quality. Therefore, the 
algorithm has demonstrated a high facial expression 
recognition accuracy on the CK+ dataset. 

TABLE IV. ACCURACY COMPARISON ON THE CK+ DATASET 

Method Accuracy 

Shan et al.[23]  89.1% 

Jeni et al. [24] 96% 

Kahou et al.[25] 91.3% 

Improved VGG19 93.939% 

D. Confusion Matrix Analysis 

Fig. 6 illustrates that the accuracy for recognizing 
happiness and surprise is higher than for other emotions. 
However, the accuracy for recognizing fear is somewhat lower. 
There are two reasons for this issue. 

Firstly, the dataset has an imbalance in the number of 
images with different emotion categories. There are as many as 
7,215 images for happiness, but only 436 for disgust, while the 
average number of images for each category is around 4,000. 
Such an imbalance is sufficient to cause classification errors. 

Secondly, some emotions have connections with each 
other. For instance, anger, disgust, fear, and sadness are often 
difficult to distinguish in real life, especially when people do 
not know each other well. Furthermore, misjudgments often 
occur with certain categories, perhaps because some categories 
are indeed hard to differentiate and are easily confused. 

 

Fig. 6. Confusion matrix for the improved VGG19 model on the FER2013 

PrivateTest dataset. 

The next research direction will focus on modules that pay 
attention to specific expressions. By focusing on detailed 
information, the classification ability of the model can be 
further improved, providing more support for enhancing 
classification accuracy. 

VI. EXAMPLE TEST 

We conducted a facial expression recognition experiment 
using the improved VGG19 neural network and validated it. 
After training the best model on the FER2013 dataset, we 
tested it on test images to obtain the probabilities of various 
expressions. The probabilities of the images in each category 
and the model's predictions were visualized. The specific 
verification process includes as follows. 

1) Input the test image into the improved VGG19 network 

to get the corresponding predicted values through the network's 

forward propagation. 

2) Use the cross-entropy loss function to find the 

difference between the predicted values and the actual values. 

3) Update the parameters of the network model at various 

levels using the backpropagation method. 

Fig. 7 shows the specific test results for one of the test 
examples. The image of a sad expression, when identified and 
classified by the improved VGG19, yielded a fear probability 
of 0.2, a sadness probability of 0.7, and a minimal probability 
of neutrality. Since the highest probability was for sadness, the 
model outputted a sad expression, which is consistent with the 
test image. The analysis process for other expression examples 
such as Fig. 8 is similar to that shown in Fig. 7. 

 

Fig. 7. Example of a sad expression. 

 

Fig. 8. Example of an angry expression. 
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VII. CONCLUSION 

This paper provides an in-depth exploration of facial 
expression recognition and its applications using an improved 
VGG19 model. We designed the structure of the improved 
VGG-19 model involving enhancement strategies as well as 
the loss function, and describe facial expression recognition 
process with the improved VGG19 model. In the experimental 
design section, we detailed the selection of the dataset and the 
methods of data processing. In the section on experimental 
results and comparative analysis, we conducted comparative 
experiments on accuracy between the improved VGG19 and 
other classic models, including the original VGG19. We also 
performed instance tests, using probability histograms to reflect 
the effectiveness of expression recognition. These tests 
demonstrate the superiority, applicability, and stability of the 
improved VGG19 model. However, the accuracy of 
distinguishing some expressions, such as sadness, disgust and 
fear, could be improved. In this regard, future directions could 
focus on designing sub-networks for each expression that are 
dedicated to recognising specific expressions. For example, 
specific sub-network structures are designed for sad and upset 
expressions to better capture the features of these expressions. 
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Abstract—Multi factor correction is optimized for fatigue life 

prediction and reliability evaluation of structural components. 

Based on the optimization of Bayesian theory, reliability 

evaluation is carried out to improve the efficiency of fatigue life 

prediction and reliability evaluation of structural components. 

The research results indicate that the crack propagation length 

increases with the increase in loading time. The average 

probability density of the modified method is 3.628, while the 

probability density of the traditional fracture mechanics model is 

1.242. Based on the multi factor modified crack propagation 

prediction model, the predicted data accuracy exceeds the 

traditional fracture mechanics model. It is consistent with the 

experimental results. The crack propagation prediction model 

based on multi factor correction can ensure the accuracy of the 

prediction. The reliability of the model is evaluated. The average 

prediction accuracy of multiple sets of data is over 90%. This 

research method helps predict the fatigue life of structural 

components and evaluate reliability to ensure the safe operation of 

construction machinery. 

Keywords—Multi factor bayesian theory correction; structural 

components; fatigue life; reliability; Bayesian theory 

I. INTRODUCTION 

A. Research Background 

Industrial machinery is an important equipment of modern 
industry and an indispensable core part of the machinery, 
shipbuilding and other industries. However, with the increasing 
complexity of construction machinery and the harsh service 
environment, the fatigue life and reliability of structural parts 
are increasingly prominent. In this case, accurate prediction of 
fatigue life and reliability assessment of structural components 
are particularly important [1]. Due to its large weight and high 
labor intensity, the minor failure of construction machinery 
structural parts will cause great losses, and even threaten 
personal safety in serious cases [2]. If the health status of the 
equipment is not fully considered and the life of the equipment 
is regarded as the standard, the blanket elimination of the 
equipment will lead to a great waste of resources [3]. However, 
due to the joint action of multiple factors such as material 
defects and local stress concentration, the damage process of 
structural parts has been expanded from microscopic to 
macroscopic, from cavity formation to growth, and from 

unknowable to observable. The influencing factors span time 
and space, including known and unknown, and the multi-scale 
comprehensive effect will have a multi-faceted impact on the 
evaluation results [4]. 

B. Research Status 

In the existing studies, only the influence of a single factor 
on the life of structural parts is generally considered, and the 
evaluation results of this evaluation method are not 
comprehensive enough. The multi-factor correction method has 
also been paid more attention, but there are still some 
limitations. For example, traditional multi-factor correction 
methods tend to consider only a few major influencing factors 
and ignore other potential influencing factors. In addition, 
traditional correction methods are often based on empirical 
formulas or simple mathematical models, and it is difficult to 
accurately describe the complex variation laws of fatigue life 
and reliability of structural parts [5-6]. 

C. Research Content 

Aiming at the limitations of existing studies, this study 
improved the multi-factor correction to improve the prediction 
and evaluation accuracy and constructed a fatigue life 
prediction and reliability evaluation method based on multi-
factor optimization and modification. The purpose of this 
method is to grasp the health state of the structural parts in the 
process of mechanical production and maintain them in time. 
The innovation of the research is to predict the life of structural 
parts from multiple factors and introduce Bayesian theory to 
optimize the reliability evaluation results. 

This research is mainly divided into six sections. Section II 
is a literature review, introducing the relevant research content 
of scholars in different fields. Section III is the research method, 
mainly introducing the fatigue life prediction and reliability 
evaluation of structural parts based on optimized multi-factor 
repair. Section IV and Section V are the result analysis, which 
explains the application analysis of optimized multi-factor 
correction in fatigue life prediction and reliability evaluation of 
structural parts. Section VI is the conclusion, and points out the 
future research direction. A structured roadmap of research 
content is shown in Fig. 1. 
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Fig. 1. A structured roadmap for the research content. 

II. RELATED WORKS 

The failure of construction machinery components may 
cause serious harm. Therefore, the research on FL prediction 
and reliability evaluation is very important. Due to the high 
working intensity and high use frequency of structural 
components, reliability has always been the focus of research 
in this field. Scholars in different fields have carried out a lot of 
research and achieved good results. 

Kaplan h proposed a new IOT fatigue damage sensor system 
for residual FL prediction of key mechanical and structural 
components, which can estimate the cumulative fatigue damage 
and residual FL. According to the findings, it has high 
prediction accuracy, which is conducive to checking the 
operation of structural parts at any time [7]. Prakash designed a 
probability model based on the Palmgren-Miner rule to better 
evaluate the fatigue state of ageing infrastructure. Bayesian 
method is used to estimate the parameters. Markov chain Monte 
Carlo simulation is applied to predict the FL. According to the 
findings, it can effectively improve the residual FL prediction 
accuracy of bridge components [8]. Su and other scholars 
predicted the FL of steel bridges. Based on the equivalent 
structural stress, a general fatigue reliability calculation model 
is established. The practicability and effectiveness of the fatigue 
reliability model are verified by numerical calculation and 
sensitivity analysis. It can better solve the classification 
problem that is difficult to determine in the random FL 
assessment of steel bridge welded structures [9]. The high pole 
lamp pole is easy to be affected by the wind load, which causes 
the fatigue failure of the whole life cycle. Therefore, Tsai l w et 

al. carried out the FL assessment of the base-pipe joint under 
the wind load. On this basis, the damage fraction under wind 
load is used to evaluate the FL of different structural parts. 
According to the findings, it can provide a general framework 
for designers and producers to develop high-pole lighting pole 
equipment [10]. Klemenc and other scholars designed a step-
stress accelerated life test to test the FL and structural 
component reliability of main failure modes. The expected 
acceleration factor is checked. The experimental results show 
that the predicted step stress accelerated life test duration has a 
good correlation with the actual experiment [11]. 

According to the specific reliability requirements of the 
current wind turbine life, Nielsen j s et al. proposed a risk-based 
derivation method for the specific target reliability level of wind 
turbine life extension. The experimental results show that the 
target annual reliability index is close to 3.1 [12]. Leonetti and 
other researchers designed a probabilistic FL prediction model 
based on S-N curve to evaluate the safety level of non-load 
bearing cross joints. The results show that the reliability index 
can be increased by 0.5:1 by using this model, which is 
conducive to the safety evaluation [13]. To test the fatigue 
characteristics of the laminated chip assembly under thermal 
cycle load, Li et al. developed a laminated chip assembly with 
multiple packaging methods and different chip positions. 
Through creep FL prediction models under various stress states, 
the FL of chips is evaluated. The outcomes indicated that the 
stress of the top mount solder joint is much smaller than that of 
the bottom mount solder joint. The middle position of the inner 
ring of the solder joint has the maximum value [14]. To evaluate 
the reliability of offshore wind turbine support structures with 
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pitting fatigue, Shittu et al. used the damage tolerance modeling 
method to evaluate the reliability of such structures with pitting 
fatigue. A non-invasive formula consisting of a series of steps 
is proposed. At a certain size, the height and width of the pit 
have a great influence on the structural reliability [15]. 

From the above research, the FL prediction and reliability 
evaluation of structural parts are conducive to promoting the 
safe operation and stability of construction machinery. Then the 
above studies only consider single factor, and the reliability of 
prediction and evaluation needs to be improved. Therefore, this 
study considers multiple factors for comprehensive prediction 
and evaluation. 

III. FATIGUE LIFE PREDICTION AND RELIABILITY 

EVALUATION OF STRUCTURAL COMPONENTS BASED ON 

OPTIMIZED MULTI FACTOR CORRECTION 

Through multi factor correction, the fatigue life of structural 
components is predicted. Based on optimized multi factor 
correction, the crack propagation of structural components is 
predicted. According to optimized Bayesian theory, reliability 
evaluation is carried out to improve the efficiency of FL 
prediction and reliability evaluation of structural components. 

A. Fatigue Life Prediction Based on Multifactor Correction 

With the continuous progress of science and technology, the 
understanding of fatigue issues continues to deepen. A series of 
FL prediction methods have been widely applied, such as 
nominal stress method, field strength method, etc. However, in 
practical applications, the nominal stress method and local 
stress-strain method are commonly used. The traditional 
nominal stress method mainly analyzes the maximum stress of 
the structure. Based on the maximum stress and the S-N curve 

of the material, the FL of the structure is predicted [16]. With 
the continuous development of finite element technology, the 
combination of traditional nominal stress method and finite 
element technology is an important research direction for 
predicting the FL of structural components under complex 
loads. This method has simple analysis steps, wide applicability, 
and strong practical value. However, due to the different fatigue 
characteristic parameters between structural components and 
material samples, it is difficult to ensure the accuracy of FL 
prediction between structural components and material samples. 
Therefore, starting from the actual characteristics of 
engineering components, the main controlling factors for the FL 
of structural components are identified and quantified. 
Furthermore, a set of FL prediction methods for structural 
components considering the combined effects of multiple factor 
corrections is established. 

Quantitative research on the impact of multiple factors on 
the fatigue performance of structural components is the basis 
for accurately predicting the FL of structural components. 
Stress concentration has a certain impact on the stress state of 
load-bearing structural components, which in turn affects the 
FL of the structure. The stress concentration factor is an 
important indicator that can distinguish the influence degree of 
stress concentration. There are two commonly used methods for 
obtaining stress concentration factors, namely the calculation 
method and the measurement method [17]. The measurement 
method is mainly aimed at elemental samples and is not suitable 
for large-sized components. The finite element method and 
numerical simulation method are more suitable for calculating 
the stress concentration coefficient of large-sized structural 
components. The calculation steps are shown in Fig. 2. 
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and stress in the direction 
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the integration 

path

Fit the data to obtain 

the corresponding 

stress field function

 
Fig. 2. Calculation steps for stress concentration coefficient. 

From Fig. 2, stress analysis is first conducted on the 
structural component to determine the maximum stress. An 
optimal integration path is selected on the cross-section of the 
maximum stress that reflects the distribution of the stress field. 
Then a point is used as the integration path to obtain the 

corresponding values of point distance L  and stress S  in 

the direction of the stress root section. By fitting these data, the 
corresponding stress field function can be obtained. The stress 
field function is used for calculation in Eq. (1). The nominal 
stress corresponding to the stress field is shown in Eq. (1). 
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 . The nominal stress is taken into Eq. 

(2) for calculation. The stress concentration factor 
corresponding to the structural component is obtained. 

max
t

n

S
K

S
                     (2) 

To evaluate the prediction accuracy of this method, finite 
element technology is used to analyze the material standard 
samples. The size factor of structural components is a parameter 
that reflects the influence of structural component size on FL. 
The fatigue limit relationship between structural components 
and materials is shown in Eq. (3) [18]. 
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In Eq. (3), 0r  and r  represent the fatigue limit of 

structural members and materials respectively.  1 2,f x x  is a 

function of the stress field near the local maximum stress. 1x  

and 2x  are the coordinate parameters of the plane field 

respectively. The stress field function can also be expressed by 

the distance  L i  between a point under the stress integration 

path in the stress field and the root of the maximum local stress, 
as shown in Eq. (4). 

       2 3
1 2 1 2 3 4,f x x L i L i L i      

     (4) 

When the materials of two components are consistent, the 
size factor between the two components that meet the principle 
of similarity is shown in Eq. (5). 
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In Eq. (5),   represents the size factor. By combining Eq. 

(3), Eq. (4), and Eq. (5), another representation of the size factor 
can be obtained, as shown in Eq. (6). 
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In Eq. (6), 1 2 3 4, , ,     and 1 2 3 4, , ,     are both 

coefficients in the fitting function expression. The size factor of 

a single component can be represented by the integral ratio 
between the component and the reference sample in the stress 
field. Different surface treatment methods not only have 
different effects on the stress state of components, but also have 
impacts on the FL of components [19]. In addition, the loading 
method can also affect the FL. The influence of loading method 
factor on loading form is corrected. The FL prediction 
expression based on nominal stress is generally shown in Eq. 
(7). 

mS N C                   (7) 

In Eq. (7), S  represents stress. N  is used to describe the 

number of loading times for the load. m  and C  represent 

parameters related to material and stress ratio. By combining 
the influence of various factors and Eq. (7), a FL prediction 
algorithm based on optimized multi factor correction can be 
obtained, as shown in Eq. (8). 
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In Eq. (8), 1S  represents the material fatigue limit under 

symmetric loading. m  is the average stress, 

max min

2
m

 



 . max  and min  are the maximum and 

minimum values of stress, respectively. b  represents the 

tensile strength limit of the material. tK  represents the stress 

concentration factor.   is the surface quality factor. N  

represents FL. LC  represents the loading method factor. The 

implementation steps of the FL prediction method based on 
optimized multi factor correction are shown in Fig. 3. 
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Fig. 3. Implementation steps of fatigue life prediction method based on optimized multi factor correction. 
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From Fig. 3, during the implementation process, a finite 
element model of the structural component is first established 
and analyzed. Residual stresses in the structural components are 
tested. Then, stress concentration factors and size factors are 
calculated. Then, the surface quality factor and loading method 
factor are determined. After solving the FL, the fatigue bench 
test can be verified. 

B. Crack Propagation Prediction in Structural Components 

Based on Multi Factor Correction 

Crack propagation information is an important feature in the 
reliability evaluation of structural components. Accurately 
predicting crack development is crucial for grasping the 
reliability of structural components. However, due to structural 
and other factors, a crack propagation prediction model 
containing structural and other factors is established to 
quantitatively correct each influencing factor. Although 
existing fracture mechanics calculation methods cannot 
simultaneously correct multiple influencing factors, there is 
already a method that utilizes multiple factors to correct the S-
N curve [20]. The current judgment method is based on the 
development of cracks to fracture as the basis for determining 
failure. Therefore, the traditional FL prediction method based 
on S-N curve cannot be applied to the crack development stage 
of structural components. The core issue is that it does not 
include parameters that reflect its development process. The 
multi factor joint correction method is adopted based on the 
failure criterion of crack development to fracture. The stress 
concentration coefficient is introduced to accurately describe 
the crack length, thereby achieving prediction of crack length. 
Based on the multi factor correction method for predicting the 
FL of structural components in the previous section, the 
structural factors, average stress, and other factors on the FL are 
quantitatively represented, as shown in Eq. (8). The failure 
criterion is based on the extension of cracks towards the fracture 

state. tK  is the only parameter in the algorithm that can be 

associated with the crack length a , as shown in Eq. (9). 

max
t

n

K



                  (9) 

In Eq. (9), n  represents the nominal stress. The 

expression is shown in Eq. (10). 
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In Eq. (10), ir  represents the distance between any point 

in the stress field and the maximum stress position at the crack 

root, maxA r . i  represents the stress value at any point 

along the stress field path. Combining Eq. (9) and Eq. (10), the 
expression for the stress concentration factor can be obtained, 
as shown in Eq. (11). 
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By combining Eq. (8) and Eq. (9), the crack propagation 

length can be obtained when the working time N  is specified, 

as shown in Eq. (12) [21]. 
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The implementation process of the crack propagation 
prediction model based on multi factor correction under 
constant amplitude load is explained, as shown in Fig. 4. 

From Fig. 3, during the implementation process, the stress 
at the crack root of the structural component is first analyzed. 
Then the material parameters and correction factors are 
determined. Then the crack propagation of the structural 
component is predicted. Finally, the acoustic emission test is 
verified. 

Implementation steps of crack propagation 

prediction method

Stress analysis of crack 

root in structural 

components

Determine material 

parameters

Determine correction 

factor

Acoustic emission test 

verification

Prediction of crack 

propagation in structural 

components

 
Fig. 4. Implementation steps of crack propagation prediction method. 

C. Reliability Evaluation Method Based on Optimized 

Bayesian Theory 

In practical applications, due to various uncertain factors, 
there is a deviation between the predicted results obtained by a 
single numerical prediction model and the actual situation. 
Therefore, based on the Bayesian theory of dynamic 
distribution parameters, existing numerical prediction models 
and experimental data are organically integrated. 
Corresponding prior and posterior probability distribution 
models are constructed to achieve accurate reliability 
evaluation of structural components. If the initial reliability of 
different materials is divided according to certain parameters 
and the ordered reliability between test data is characterized by 
a certain increasing coefficient, then the NHPP model based on 
Bayesian theory can be used to evaluate the reliability of 
components under different initial damage conditions. 

The conventional Bayesian theory is no longer applicable to 
the reliability of components with cracks in different initial 
crack states, such as non-uniform crack situations. If a 
parameter based on initial reliability can be established and the 
ordered reliability between test data can be characterized, an 
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ordered Bayesian model can be used to evaluate the reliability 
of materials in different initial states. The specific process is 
shown in Fig. 5. 

From Fig. 5, the reliability sequence model is combined 
with NHPP. The sequence relationship between various test 
data and overall process parameters is fused through Bayesian 
theory to obtain a Gama Beta prior probability distribution 
suitable for NHPP model parameters. Then, Bayesian theory is 
combined with likelihood functions of multiple test processes 
to obtain the NHPP posterior probability distribution. 
Afterwards, the existing measured data is used to predict and 
evaluate the reliability of component crack development under 
different initial conditions. In this research, the stress 
concentration factor is selected as a parameter that reflects the 
reliability gradient relationship between different data values of 
structural components, namely the progressive factor. 

Reliability 

sequence model
NHPP

Integrate the sequence 

relationship between 

various test data and 

overall process parameters

Gama Beta Prior Probability 

Distribution for NHPP Model 

Parameters

Likelihood function for 

multiple testing processes

Bayesian theory

NHPP posterior 

probability distribution
 

Fig. 5. Specific process of research. 

The progressive factor is a very important parameter in 
establishing the reliability ordering relationship between data. 
Therefore, data statistics are conducted to determine the 

discreteness. , ,,j L j U  
   serves as the value space for the 

progressive factor to reduce the impact of calculation errors in 
stress concentration factors on the progressive factor. The 
corresponding first-order and second-order matrix expressions 
are shown in Eq. (13). 
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           (13) 

In Eq. (13),  jE   and  2
jE   represent the 

progressive factor value space considering calculation errors. In 
the prior distribution based on Bayesian theory NHPP, there is 
no conjugate prior distribution of parameters. Therefore, the 
main problem is to accurately describe prior information and 

determine prior distribution. When the initial crack is very 
small, two methods are usually used to construct an uninformed 
prior distribution, namely constructing an uninformed prior 
distribution, or using existing theoretical models to predict prior 
information. The expression for constructing an uninformed 
prior distribution using the Box-Tao method is shown in Eq. 
(14). 

  12
1

1
, , 0, 0    

 

 
    
         (14) 

By standardizing the description of prior information and 
integrating information between different types of data, 
Bayesian reliability sequences for different cracks are 
constructed. In posterior reasoning, based on Bayesian theorem 
and combined with group likelihood function, the posterior 
distribution of NHPP parameters is obtained. To further verify 
the feasibility and analytical accuracy of the model, fatigue 
loading tests were conducted on components with different 
initial crack lengths. Among them, the ordering relationship is 
the fundamental condition for the application of the model. 
Therefore, the sequencing relationship between the analyzed 
data is verified. The statistical criteria for validation are shown 
in Eq. (15). 
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         (15) 

In Eq. (15), j  and 1j   represent two data groups. 

*F  is the test statistic. 
*

1,N jL   represents the crack 

propagation length corresponding to the number of iN  load 

actions in the organized data. After satisfying the serialization 
relationship in the model assumption, Eq. (12) can be used to 
predict the crack propagation data under annotated loads. 

IV. APPLICATION ANALYSIS OF OPTIMIZED MULTI FACTOR 

CORRECTION IN FL PREDICTION AND RELIABILITY 

EVALUATION OF STRUCTURAL COMPONENTS 

For the prediction and reliability evaluation of FL for 
structural components, the crack propagation under constant 
load and the reliability of structures under different initial crack 
states are analyzed to promote the reliability evaluation and safe 
operation of engineering machinery structural components. 

A. Prediction Analysis of Crack Propagation Under Constant 

Load 

The accuracy of predicting crack propagation based on 
multi factor correction under constant load is verified. A 
structural component with a crack length of 600mm, a crack 
width of 100mm, and a crack length of 50mm is selected as the 
analysis object. The crack propagation model will be calculated 
according to the parameters calculated in the method to obtain 
the crack length propagation curve. The results are shown in 
Fig. 6. 
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Fig. 6. Crack propagation curve based on multi factor correction. 

From Fig. 6, the crack propagation length increases with 
increasing loading time. When the loading time is 2000s, the 
crack propagation length is 0.9mm. When the loading time is 
10000s, the crack propagation length is 8.5mm. To analyze the 
accuracy of prediction, crack propagation prediction is carried 
out based on multi factor correction. The loading times are fixed. 
The results are shown in Fig. 7. 

From Fig. 7(a), (b), (c), (d), and (e) represent the probability 
density at 2000, 4000, 6000, 8000, and 10000 loading times, 
respectively. The horizontal axis stands for the crack 
propagation length, and the vertical axis stands for the 
probability density. CM represents the correction method. FM 
stands for fracture mechanics. The curve in the figure represents 
the probability density distribution corresponding to the 
acoustic emission test data. Each crack propagation length 
value corresponds to a probability density value. The 
probability density values corresponding to the modification 
method and fracture mechanics method are marked in the figure. 
The red area represents the difference in probability distribution 
between the two methods. According to the analysis results, the 
average probability density of the modified method is 3.628. 
The probability density of traditional fracture mechanics 
models is 1.242. Based on the multi factor modified crack 
propagation prediction model, the accuracy of the predicted 
data is significantly higher than that of traditional fracture 
mechanics models. It is consistent with the experimental results. 
Therefore, a crack propagation prediction model based on multi 
factor correction can ensure the accuracy of the prediction. 
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Fig. 7. Probability density distribution of predicted data. 
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B. Structural Reliability Evaluation Analysis Under Different 

Initial Crack States Based on Bayesian Theory NHPP 

To further verify the feasibility and accuracy of the model, 
crack lengths of 5mm, 10mm, and 15mm are prepared. Fatigue 
loading experiments are conducted on components with 
different initial crack lengths. The fatigue crack propagation life 
of the structural components is displayed in Table I. In order to 
evaluate the generalization ability of the model and verify its 
accuracy in practical applications, the method of cross-
validation is used to retrain and test the model. The performance 
of the model is evaluated by dividing the raw data into K parts 
and recycling K-1 of them as training data and the remaining 

part as test data. In the experiment, the study chose to use 10-
fold cross-validation to perform this step. The first group has an 
initial crack length of 5mm, the second group is 10mm, and the 
third group is 15mm. The sequencing accuracy is analyzed. In 
the initial state, the experimental data and maximum probability 
prediction results of the posterior process model are compared. 
The prediction accuracy of the test data is obtained. Table II 
displays the results. 

The combination of known critical fracture crack length and 
predicted data can obtain the predicted reliability gradient 
process of structural components under different initial crack 
states. The results are shown in Fig. 8. 
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Fig. 8. The gradual process of predictive reliability of structural components under different initial states. 

TABLE I. CRACK PROPAGATION INFORMATION OF COMPONENTS IN DIFFERENT INITIAL STATES 

Initial crack length=5mm Initial crack length=10mm Initial crack length=15mm 

Number of load 

applications (×104) 

Crack propagation 

length/mm 

Number of load 

applications (×104) 

Crack propagation 

length/mm 

Number of load 

applications (×104) 

Crack propagation 

length/mm 

1 4.20 1 4.81 1 5.12 

2 8.65 2 9.96 2 10.62 

3 13.41 3 15.36 3 16.37 

4 18.35 4 21.03 4 22.43 

5 22.91 5 26.25 5 27.96 

6 28.21 6 32.26 6 34.47 

7 33.09 7 37.93 7 40.51 

8 38.60 8 44.31 8 47.18 

9 43.94 9 50.38 9 53.77 

10 51.18 10 58.65 10 62.56 

TABLE II. ACCURACY OF PREDICTION RESULTS 

Initial crack length(mm)(Group) Average prediction accuracy (%) 

5(Group 1) 91.41 

10(Group 2) 92.13 

15(Group 3) 92.80 
 

From Fig. 8, the predicted reliability of structural 
components under three different initial crack states decreases 

with the increase of load actions. When the load times are 100

×103, the reliability of the first and second group of data is 0.28. 
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It can be seen that the reliability of the second group of data 
continues to decline. While the third group of data tends to be 
stable. 

The reliability is ranked from high to low in the third group, 
the second group, and the first group. 

C. Structural Reliability Evaluation Results Under Different 

Initial Crack States 

In practical engineering, it is common to face the reliability 
evaluation of multiple similar structural components. Therefore, 
fatigue loading experiments are conducted on structural 
components with different initial crack lengths of 10mm, 25mm, 

38mm, and 43mm. The fatigue crack propagation data of 
structural components are illustrated in Table III. 

In Table III, the first group has an initial crack length of 
10mm, the second group is 25mm, the third group is 38mm, and 
the fourth group is 430mm. Similarly, for the data in Table III, 
a cross-validation approach was adopted to train and test the 
model. Table IV displays the accuracy of the test data. 

Afterwards, the known critical fracture crack length is 
combined with predicted data to obtain the reliability gradient 
process of structural components under different initial crack 
states, as shown in Fig. 9. 
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Fig. 9. Gradual process of component reliability under four different initial states of cracks. 

TABLE III. CRACK PROPAGATION OF COMPONENTS CORRESPONDING TO DIFFERENT INITIAL CRACK SIZES 

Initial crack length=10mm Initial crack length=25mm Initial crack length=38mm Initial crack length=43mm 

Number of load 

applications 
(×104) 

Crack propagation 

length/mm 

Number of load 

applications 
(×104) 

Crack propagation 

length/mm 

Number of load 

applications 
(×104) 

Crack propagation 

length/mm 

Number of load 

applications 
(×104) 

Crack propagation 

length/mm 

1 3.92 1 6.31 1 9.24 1 10.88 

2 9.16 2 14.40 2 21.15 2 21.55 

3 14.46 3 21.01 3 29.56 3 30.27 

4 18.56 4 25.91 4 35.23 4 37.46 

5 21.06 5 29.18 5 38.95 5 43.51 

6 22.10 6 31.20 6 41.43 6 48.81 

7 22.49 7 32.73 7 43.45 7 53.75 

8 23.75 8 34.83 8 45.76 8 58.76 

9 27.95 9 38.94 9 49.05 9 64.24 

10 38.01 10 46.75 10 54.08 10 70.55 

11 57.29 11 60.35 11 61.57 11 78.13 

12 72.23 12 76.10 12 79.98 12 87.32 

13 86.75 13 92.49 13 96.35 13 98.58 

14 105.89 14 112.35 14 115.18 14 123.04 

15 128.91 15 130.25 15 138.63 15 146.35 
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TABLE V. ACCURACY OF FOUR SETS OF TEST DATA PREDICTION RESULTS 

Initial crack length(mm)(Group) Average prediction accuracy (%) 

10(Group 1) 90.99 

25(Group 2) 91.21 

38(Group 3) 92.84 

43(Group 4) 92.95 
 

From Fig. 9, the predicted reliability of structural 
components under four different initial crack states decreases 
with the increase of the load actions. When the load times are 

12×104, the reliability of the third set of data is almost close to 

that of the fourth set of data, but it is still lower than that of the 
fourth set of data after that. The reliability is ranked from high 
to low in the fourth group, the third group, the second group, 
and the first group. 

The fatigue life prediction and reliability of structural parts 

are evaluated by considering many complex factors. In order to 
test the superiority of the multi-factor evaluation method, the 
performance of the study was compared with that of the single 
factor evaluation method. The comparative single-factor 
evaluation methods included initial crack length, material type, 
loading frequency, and ambient temperature. Under the same 
experimental conditions, four groups of structural parts with 
different initial crack lengths were predicted and evaluated by 
using these four single factor evaluation methods. The 
experimental results are shown in Table V. 

TABLE VI. COMPARISON OF PREDICTION ACCURACY BETWEEN MULTI-FACTOR AND SINGLE-FACTOR EVALUATION METHODS 

Initial Crack Length 

(mm) 
Evaluation Method Average Prediction Accuracy (%) Evaluation Accuracy (%) 

10 

Single Factor (Initial Crack Length) 82.35 82.45 

Single Factor (Material Type) 84.02 83.74 

Single Factor (Loading Frequency) 80.47 80.45 

Single Factor (Ambient Temperature) 87.84 87.45 

Multi-Factor Evaluation Method 92.45 92.74 

25 

Single Factor (Initial Crack Length) 82.45 83.45 

Single Factor (Material Type) 83.97 84.05 

Single Factor (Loading Frequency) 80.42 80.94 

Single Factor (Ambient Temperature) 87.15 87.84 

Multi-Factor Evaluation Method 92.48 93.05 

38 

Single Factor (Initial Crack Length) 82.48 82.01 

Single Factor (Material Type) 83.89 84.94 

Single Factor (Loading Frequency) 80.74 90.14 

Single Factor (Ambient Temperature) 87.56 85.74 

Multi-Factor Evaluation Method 93.08 94.78 

43 

Single Factor (Initial Crack Length) 82.84 82.41 

Single Factor (Material Type) 82.97 83.06 

Single Factor (Loading Frequency) 80.15 81.15 

Single Factor (Ambient Temperature) 87.45 88.01 

Multi-Factor Evaluation Method 92.56 92.45 
 

It can be seen from Table V that under any initial crack 
length, the prediction accuracy of the multi-factor evaluation 
method is higher than that of the single-factor evaluation 
method. This shows that considering the combined influence of 
many factors is very important to accurately predict the fatigue 
life and reliability of structural parts. Especially in the complex 
working environment and variable load conditions, the single 
factor evaluation method often cannot fully reflect the actual 
state of the structural parts, while the multi-factor evaluation 
method can more accurately describe the performance change 
and reliability gradient process of the structural parts. 

V. THE RESULTS OF THE RESEARCH 

In the process of crack growth prediction analysis under 
constant load, it is found that the crack growth length increases 
with the increase of loading time. When the loading time was 
2000s, the crack growth length was 0.9mm, and when the 
loading time was 10000s, the crack growth length was 8.5mm. 
This indicates that the crack growth rate is not linear, but the 
crack growth rate is slow at the initial stage of loading, and then 
gradually accelerates. In order to better understand this 
nonlinear crack growth process. Under different loading times, 
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the predicted probability density value of CM is significantly 
higher than that of FM, and the average probability density 
number of the modified method is 3.628, while the probability 
density number of the traditional fracture mechanics model is 
1.242. Based on the multi-factor modified crack growth 
prediction model, the predicted data accuracy is significantly 
higher than that of the traditional fracture mechanics model. In 
reliability evaluation analysis, the longer the initial crack length, 
the higher the reliability. In comparison with the experimental 
results of other methods, the prediction accuracy and reliability 
evaluation accuracy of the proposed method are both above 
90%, which are 92.64% and 93.26%, respectively. In 
conclusion, the multi-factor evaluation method has obvious 
superiority and wide application prospect in the fatigue life and 
reliability evaluation of structural parts. 

VI. CONCLUSION 

Construction machinery is important in the "the Belt and 
Road" initiative. With the advancement of modernization 
construction, its development prospects are still broad. 
Continuously improving the safety and reliability of 
construction machinery can better support national economic 
development and ensure that it plays a positive role in the 
application of various industries. The operational safety and 
stability of construction machinery are crucial for the economic 
benefits of enterprises and the safety of personnel. For 
predicting and evaluating the FL of structural components, 
multiple complex factors need to be considered. It is a challenge 
that must be faced in practical engineering. Multiple factors are 
modified for predicting the FL and reliability evaluation of 
structural components. According to the research results, the 
crack propagation length increases with increasing loading time. 
When the loading time is 2000s, the crack propagation length 
is 0.9mm. When the loading time is 10000s, the length is 8.5mm. 
In the process of single-factor and multi-factor comparison, the 
prediction accuracy and evaluation accuracy of multi-factor 
reached 92.64% and 93.26%, respectively. Moreover, in the 
comparison experiment between the modified method and the 
traditional fracture mechanics model, the average probability 
density number of the modified method is 3.628, while the 
probability density number of the traditional fracture mechanics 
model is 1.242. Based on the multi-factor modified crack 
growth prediction model, the accuracy of the predicted data is 
significantly higher than that of the traditional fracture 
mechanics model, and is consistent with the experimental 
results. The crack propagation prediction model based on multi 
factor correction can ensure the accuracy of the prediction. 
Subsequent research will investigate the impact of residual 
stress on crack propagation patterns. 
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Abstract—Medical image classification is crucial for diagnosis 

and treatment, benefiting significantly from advancements in 

artificial intelligence. The paper reviews recent progress in the 

field, focusing on three levels of solutions: basic, specific, and 

applied. It highlights advances in traditional methods using deep 

learning models like Convolutional Neural Networks and Vision 

Transformers, as well as state-of-the-art approaches with Vision-

Language Models. These models tackle the issue of limited labeled 

data, and enhance and explain predictive results through 

Explainable Artificial Intelligence. 

Keywords—Medical Image Classification (MIC); Artificial 

Intelligence (AI); Vision Transformer (ViT); Vision-Language 

Model (VLM); eXplainable AI (XAI) 

I. INTRODUCTION 

Medical Image Classification (MIC), a crucial integration of 
Artificial Intelligence (AI) and Computer Vision (CV), is 
revolutionizing image-based disease diagnosis. By categorizing 
medical images into specific disease classes, MIC enhances 
diagnostic accuracy and efficiency. Utilizing various imaging 
modalities like X-rays, CT scans, MRI, and ultrasound, MIC 
systems cater to specific clinical needs. Incorporating state-of-
the-art technologies, MIC optimizes classification accuracy, 
leading to precise diagnoses and improved patient care. 

1) The importance of MIC: The ability to interpret medical 

images accurately and efficiently is crucial for timely and 

effective patient care. However, manual image analysis can be 

time-consuming and prone to human error. MIC, leveraging AI 

and CV, offers automated analysis and classification of medical 

images, leading to several benefits: 

a) Improved diagnostic accuracy: MIC systems can 

detect subtle patterns and features at the pixel level that may be 

missed by human observers, leading to more accurate 

diagnoses. 

b) Reduced workload for physicians: Automating image 

analysis frees up valuable time for physicians, allowing them to 

focus on patient interaction and complex decision-making. 

c) Enhanced efficiency: MIC systems can process large 

volumes of images quickly, leading to faster diagnoses and 

treatment decisions. 

d) Improved patient outcomes: Ultimately, the improved 

accuracy and efficiency of MIC contribute to better patient 

outcomes and overall healthcare quality. 

2) Challenges and the need for transparency: While MIC 

offers immense potential, challenges remain. Hospital 

overload, physician burnout, and the risk of misdiagnosis 

necessitate robust and reliable MIC systems. Transparency and 

explainability are crucial for building trust among stakeholders. 

Explainable AI (XAI) addresses this need by providing insights 

into the decision-making process of MIC models, allowing 

physicians to understand the rationale behind classifications 

and make informed decisions. 

3) Advancements in MIC: Recent advancements in MIC 

have significantly enhanced its capabilities. Large-scale 

Medical Vision-Language Models (Med-VLMs) trained on 

extensive datasets of image-caption pairs enable a deeper 

understanding of visual information, leading to more accurate 

and generalizable models. Additionally, novel network 

architectures like transformers and multi-task learning 

approaches have further improved performance and efficiency. 

Few-shot and zero-shot learning have also made significant 

contributions to MIC. Few-shot learning allows models to 

classify images with minimal labeled examples, beneficial in 

fields where obtaining large labeled datasets is challenging. 

Zero-shot learning enables models to classify images from 

unseen classes by leveraging knowledge transfer from related 

tasks. Combined with Explainable AI (XAI) techniques, these 

approaches not only explain results and increase model 

reliability but also optimize outcomes, enhancing system 

accuracy and performance. This comprehensive understanding 

and improved reliability facilitate their integration into clinical 

practice with high confidence and precision, ultimately leading 

to better patient outcomes and more efficient healthcare 

processes. 

4) Exploring MIC across three levels of solution: To fully 

grasp the current state of MIC, this paper delves into three 

distinct levels: 

a) Level 1: Basic Models: This level examines the 

fundamental theoretical models including MIC, including 

learning models, basic network architectures, and XAI 

techniques. 

b) Level 2: Task-Specific Models: This level explores 

specific theoretical models and network architectures tailored 

to particular MIC tasks, such as single-task and multi-task 

classification. 

c) Level 3: Applications: This level surveys prominent 

applications of MIC within the medical community, 

highlighting recent research trends and real-world 

implementations. 

5) Contributions and structure: This article makes several 

key contributions: 
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a) Comprehensive review: It provides a thorough and 

systematic review of recent advancements in MIC, offering 

valuable insights for researchers and practitioners. 

b) Highlighting key developments: It identifies and 

discusses significant breakthroughs, including VLMs, 

transformer-based architectures, multitask models, and 

progress in XAI, which not only explain prediction results but 

also enhance the performance of MIC. Notably, recent 

advancements in zero-shot learning and few-shot learning 

address data scarcity in the medical field and mitigate model 

overfitting. 

c) Addressing challenges and proposing solutions: It 

explores challenges in MIC and proposes effective solutions to 

improve classification algorithms and systems. 

d) Exploring current issues: It delves into pressing 

problems surrounding recent advancements in MIC, providing 

a deeper understanding of the evolving research landscape. 

The remainder of the paper is structured as follows (Fig. 1): 
Section II overviews of recent advancements across three levels. 
Sections III to V detail each level. Section VI addresses 
challenges and proposes solutions. Section VII concludes and 
highlights future research directions. TABLE I.  lists the 
abbreviations used. 

By comprehensively exploring recent advancements in MIC, 
this article aims to contribute to the development of more 
effective and reliable classification systems, ultimately 
improving patient care and outcomes. 

This comprehensive survey demonstrates the multi-faceted 
nature of medical image classification across various levels of 
solutions, providing researchers and practitioners with a holistic 
view of the field's current state and future directions. By 
synthesizing recent advancements in MIC across fundamental 
models, task-specific architectures, and real-world applications, 
this article not only addresses current challenges but also 
contributes significantly to the ongoing research in the field, 
offering valuable insights for future developments. 

 

Fig. 1. Overview of paper organization. 

TABLE I.  LIST OF COMMON ABBREVIATIONS 

Abbreviation Full Form 

AI Artificial Intelligence 

CAD Computer-Aided Diagnosis 

CNN Convolutional Neural Network 

CV Computer Vision 

DL Deep Learning 

DNN Deep Neural Network 

FSL Few-shot learning 

Med-VLM Medical Visual-Language Model 

MIC Medical Image Classification 

MTL Multitask Learning 

ML Machine Learning 

NLP Natural Language Processing 

SOTA State-of-the-Art 

VLM Vision-Language Model 

XAI eXplainable Artificial Intelligence 

ZSL Zero-shot learning 

II. OVERVIEW OF RECENT ADVANCES IN MIC ACROSS 

THREE LEVELS OF CLASSIFICATION SYSTEMS 

This section explores the evolving landscape of MIC through 
a standard three-level classification system framework. Each 
level serves a distinct purpose, building upon the foundations of 
the preceding one. TABLE II. provides a comprehensive 
overview of recent advancements in MIC across these three 
levels, highlighting their functionalities and advantages. This 
structured approach facilitates a deeper understanding of the 
current SOTA and the interconnected nature of progress within 
the field. 

The proposed methods in this survey address key challenges 
in MIC: 

 Med-VLMs leverage visual and textual data to mitigate 
limited labeled data issues, enhancing model robustness 
and generalizability. 

 Few-shot and zero-shot learning techniques enable 
classification of rare conditions with minimal training 
examples. 

 Transformer-based architectures and CNN hybrids 
capture both local and global features, improving 
complex medical image comprehension. 

 XAI integration enhances interpretability, fostering trust 
and adoption in clinical settings. 

These approaches represent targeted solutions to specific 
MIC challenges, demonstrating the field's adaptability to clinical 
needs. By addressing data scarcity, rare condition classification, 
feature extraction, and interpretability, these methods contribute 
to advancing AI-driven medical image analysis. 
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III. LEVEL 1 OF MIC (FUNDAMENTAL MODELS) 

Level 1 includes learning models, fundamental network 
architectures and backbone DNN, and XAI. This level plays an 
essential role in developing systems at the subsequent levels. 

A. Learning Model 

1) Unimodal learning in MIC: The evolution of learning 

models has significantly impacted the field of MIC, offering 

solutions to challenges like manual data labeling and limited 

generalization capacity. TABLE III.  provides a concise 

comparison of various unimodal learning models commonly 

employed in MIC, highlighting their key characteristics and 

suitability for different scenarios. Selecting an optimal learning 

model for MIC tasks (see Table III) requires careful 

consideration of data availability, labeling costs, privacy 

requirements, and performance expectations. While supervised 

learning is powerful when labeled data is abundant, data 

annotation limitations and privacy concerns necessitate 

exploring alternative paradigms. Semi-supervised, weakly- 

supervised, active learning, meta-learning, federated learning, 

and self-supervised learning offer promising avenues to address 

these challenges, fostering the development of more efficient 

and generalizable MIC systems. Leveraging these diverse 

approaches allows researchers and practitioners can unlock the 

full potential of MIC, ultimately leading to improved patient 

care and clinical outcomes. 

2) Multimodal learning with med-VLMs in MIC: Bridging 

the semantic gap between visual and textual information is 

crucial for effective MIC. VLMs integrate Computer Vision 

and Natural Language Processing, enabling a comprehensive 

understanding of medical data. This section explores the role of 

clinical and paraclinical data in Medical-VLMs (Med-VLMs) 

and surveys SOTA Med-VLMs for MIC. 

a) Clinical and paraclinical data in Med-VLMs: To 

better understand the distinct roles and characteristics of 

clinical and paraclinical data within Med-VLMs, TABLE I. It 

provides a comparative analysis. 

Clinical data provides valuable context for interpreting 
paraclinical images, while paraclinical data offers objective 
visualizations of potential abnormalities. Med-VLMs leverage 
both data types to enhance diagnostic accuracy and provide a 
holistic understanding of patient health. 

b) State-of-the-Art (SOTA) Med-VLMs in MIC: Several 

advanced Med-VLMs have demonstrated remarkable 

performance in MIC tasks, utilizing sophisticated techniques 

such as transformer architectures, attention mechanisms, and 

pre-training on large datasets. TABLE V. summarizes SOTA 

Med-VLMs for MIC. 

TABLE II.  OVERVIEW OF THE THREE-LEVEL SOLUTION FRAMEWORK FOR MEDICAL IMAGE CLASSIFICATION 

Level Content Specific solutions Explaination 

1 

Learning 

model 

 Unimodal learning: Supervised learning, unsupervised learning, 
semi-supervised learning, weakly supervised learning, active learning, meta-

learning, federated learning, self-supervised learning. 

 Med-VLMs: BiomedCLIP [1], XrayGPT [2], M-FLAG [3], and 
MedBLIP [4]. 

 Some remarkable methods: 
o Few-shot learning: BioViL-T [5], PM2 [6], and DeViDe [7]. 

o Zero-shot learning: MedCLIP [8], CheXZero [9], and MedKLIP 
[10]. 

The evolution of learning models from 

unimodal to multimodal, exemplified by 
the emergence of Med-VLM, represents 

a significant advancement in the field. 

Few-shot and zero-shot learning models 

further enhance the ability to classify 

medical images with minimal or no 

labeled data, making them effective for 
rare and novel diseases. 

Architectures 
of fundamental 

networks and 

backbone DNN 

 CNN: VGGNet [11], GoogleNet [12], ResNet [13], and EfficienNet 

[14]. 

 GNN: Graph Convolution Networks (GCN) [15], and GAT [16]. 

 Transformer: ViT [17], DeiT [18], TransUnet [19], TransUnet+ 
[20], and TransUnet++ [21]. 

Evolution of fundamental network 

architectures in image classification, 

including CNNs, GNNs, and Vision 

Transformers, as well as their respective 

backbone DNNs. 

XAI 

 For CNN: LIME [22], SHAP [23], CAM-based (CAM [24], 
GradCAM [25], and GradCAM++ [26]). 

 For Transformer: ProtoPFormer[27], X-Pruner [28], and GradCam 

for Vision Transformer [29]. 

XAI is applied for CNN Architecture and 

Vision Transformer 

2 

Specific DNN 

architectures 

and Med-VLM 
for single task 

(classification) 

 CNN: Unet [30], Unet ++ [31], SNAPSHOT ENSEMBLE [32], and 

PTRN [33].  

 GNN: CCF-GNN [34] and GazeGNN [35]. 

 Transformer: SEViT [36] and MedViT [37].  

 Med-VLM: BERTHop [38], KAD [39], CLIPath [40], and 

ConVIRT [41]. 

Specialized network architectures have 

achieved high performance in MIC. 

 
 

Med-VLMs for MIC. 

Specific DNN 
architectures 

and Med-VLM 

for multitask 
(classification 

and 

segmentation) 

 CNN: Mask-RCNN-X101 [42] and Cerberus [43]. 

 GNN: MNC-Net [44] and AMTI-GCN [45]. 

 Transformer: TransMT-Net [46] and CNN-VisT-MLP-Mixer [47]. 

 Med-VLM: GLoRIA [48], ASG [49], MeDSLIP [50], SAT [51], 

CONCH [52], and ECAMP [53]. 

MIC is advancing with multi-tasking. 

Classifying disease segments often excels 

over whole image analysis. The advent of 
Med-VLMs for multi-tasking enhances 

precision and depth of analyses. 

3 
Specific 

applications 

 Breast Cancer [54] [55], tuberculosis [56], eye disease diagnosis 

[57][58], skin cancer diagnosis [59] [60], bone disease [61] - [63], other 

pathological [64] [65] 

 Cancer, brain, tumor, lesion, lung, breast, eye, etc. 

Surveying prominent applications 

significant to the medical community.  

Recent research trends in MIC (2020 - 
2024) and cancer statistics for 2024 
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TABLE III.  COMPARISON OF LEARNING MODELS IN MIC 

Learning model 

 
Data Availability Labeling cost Operating principles Balance Applications 

Supervised 

Learning 
Labeled data required High 

Learns input-output mapping 

from labeled data 

High performance with 

sufficient labeled data 

Tumor detection, organ 

segmentation, classification 

Unsupervised 

Learning 
Unlabeled data only Low 

Finds patterns and structures in 

data without explicit 
supervision 

Lower performance, 

useful for discovering 
underlying structures 

Clustering similar images, 

anomaly detection 

Semi-supervised 

Learning 

Labeled and unlabeled 

data 
Moderate 

Utilizes a combination of 

labeled and unlabeled data to 
improve model performance 

Higher performance than 

unsupervised learning 
with less labeling effort 

Classification with limited 

labeled data 

Weakly 

Supervised 

Learning 

Weak supervision 

(coarse or image-level 

labels) 

Moderate to 
low 

Learns from partially labeled or 
noisy data 

Scalability with 
reasonable performance 

Image-level diagnosis tasks 

Self-supervised 

Learning 
Unlabeled data Low 

Generates supervisory signals 

from the input data itself 

Balances model 

performance with 

labeling effort by 
leveraging unlabeled data 

Efficient use of unlabeled 
data to pre-train models for 

downstream tasks 

Active Learning 

Small initial labeled 

dataset, actively selects 
informative samples 

Initially high, 

decreases 
over time 

Actively selects the most 

informative samples to be 
labeled 

Balances model 

performance with 
labeling effort 

Reducing labeling effort by 

prioritizing informative 
images 

Meta-Learning 
Diverse set of tasks for 

meta-training 

High initially, 

potentially 

low for 
downstream 

tasks 

Learns to learn from different 

tasks, improving adaptation to 
new tasks with limited data 

Balances adaptation to 
new tasks with reduced 

need for extensive 

labeled data 

Efficient adaptation to new 

imaging modalities or 
diseases 

Federated 

Learning 

Decentralized data 

across multiple 
devices/institutions 

Varies 
depending on 

data 

distribution 

Collaboratively trains a global 

model while keeping data 
localized 

Balances model 

performance with data 
privacy and availability 

Collaborative model 
training across institutions 

without sharing sensitive 

data 
 

To summary, Med-VLMs show significant potential for 
advancing MIC by effectively integrating clinical and 
paraclinical data. Key takeaways from the surveyed models 
include the effectiveness of transfer learning, model 
optimization techniques, integration of medical knowledge, and 
the development of multi-task models. These advancements 
pave the way for more accurate, efficient, and comprehensive 
diagnostic support tools in healthcare. 

3) Some remarkable methods 

a) Few-shot learning in MIC: In the medical imaging 

domain, few-shot learning (FSL) techniques are crucial due to 

the scarcity of labeled data and the dynamic nature of disease 

patterns. FSL enables accurate classification and diagnosis 

from a limited number of training samples, leveraging meta-

learning and transfer-learning principles. 

Core Principles: 

Meta-learning: Models are trained on diverse medical 
imaging tasks to learn a shared representation that can be quickly 
adapted to new tasks with few examples, optimizing for rapid 
adaptation to new data. 

Transfer learning: Pre-trained models on large medical 
datasets are fine-tuned on smaller, specific datasets to improve 
performance on the target task, such as disease classification or 
anomaly detection. 

Relevant Med-VLM Models: 

 BioViL-T [5] is a self-supervised learning approach that 
leverages temporal information within longitudinal 
medical reports and images to enhance performance on 
medical vision-language tasks. It utilizes a hybrid CNN-
Transformer architecture for encoding visual data and a 

text model pretrained with contrastive and masked 
language modeling objectives. This approach enables 
BioViL-T to learn robust representations of medical 
concepts by capturing both visual and temporal 
relationships present in longitudinal data. The model's 
strength lies in its ability to transfer knowledge from 
diverse sources, leading to improved performance in 
few-shot settings. 

 PM2 [6] introduces a novel multi-modal prompting 
paradigm for few-shot medical image classification. Its 
key strength lies in leveraging a pre-trained CLIP model 
and learnable prompt vectors to effectively bridge visual 
and textual modalities. This approach enables PM2 to 
achieve impressive performance in few-shot settings, 
surpassing existing methods on various medical image 
classification benchmarks. 

 DeViDe [7] is a novel transformer-based approach that 
leverages open radiology image descriptions to align 
diverse medical knowledge sources, handling the 
complexity of associating images with multiple 
descriptions in multi-label scenarios. It guides medical 
image-language pretraining using structured medical 
knowledge, enabling more meaningful image and 
language representations for improved performance in 
downstream tasks like medical image classification and 
captioning. 

Advantages: 

 Data Efficiency: Reduces the need for large amounts of 
labeled data, making it feasible to develop models with 
limited resources. 
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 Flexibility: Can quickly adapt to new tasks with minimal 
data, which is crucial in dynamic environments like 
medical imaging. 

Disadvantages: 

 Performance: May be less effective compared to models 
trained on large, fully labelled datasets. 

 Complexity: Requires careful design of task sets for 
training to ensure generalizability and robustness. 

b) Zero-shot learning in MIC: Zero-shot learning (ZSL) 

enables the classification of unseen classes by leveraging 

semantic relationships between known and unknown classes. 

ZSL's core principle is to use auxiliary information, such as 

textual descriptions, to bridge the gap between seen and unseen 

classes, thereby expanding AI systems' diagnostic capabilities. 

Core Principles: 

 Semantic Embeddings: Align visual features with 
semantic representations (e.g., word embeddings) to 
infer the class of unseen instances by creating a shared 
space where both visual and semantic data coexist. 

 Knowledge Transfer: Utilize knowledge from known 
classes to predict the properties of unknown classes 
based on their semantic descriptions, effectively 
transferring learned information across domains. 

Common Models: 

 MedCLIP [8] uses contrastive learning from unpaired 
medical image-text data to improve representation 
learning and zero-shot prediction, achieving strong 
performance even with limited data. 

 CheXZero [9] is a deep learning model specifically for 
chest X-ray classification, utilizing pre-trained CNNs 
and fine-tuning on labelled data to achieve high accuracy 
in identifying thoracic diseases. 

 MedKLIP [10] leverages medical knowledge during 
language-image pre-training in radiology, enhancing its 
ability to handle unseen diseases in zero-shot tasks and 
maintaining strong performance even after fine-tuning. 

These models represent significant advancements in medical 
image classification, demonstrating impressive results and 
addressing the unique challenges posed by healthcare data. 

Advantages: 

 Scalability: Enables classification of novel classes 
without prior training examples, making it highly 
scalable and versatile. 

 Flexibility: Expands the diagnostic capabilities of AI 
systems to include rare and novel diseases, which are 
often not well-represented in training datasets. 

Disadvantages: 

 Accuracy: Performance may be lower compared to 
models trained specifically on the classes of interest, 
particularly for highly dissimilar unseen classes. 

 Dependency on Semantic Descriptions: Requires 
accurate and rich semantic information to function 
effectively, which can be a limitation if such data is not 
available. 

Overall, few-shot and zero-shot learning models address the 
challenge of limited labeled data in medical image classification. 
FSL adapts quickly to new tasks with minimal training samples, 
while ZSL uses semantic relationships to diagnose rare and 
novel diseases. Each approach has unique advantages and 
limitations that must be considered when designing MIC 
systems. Understanding these principles is crucial for 
developing effective and reliable MIC models. 

B. Architectures of Fundamental Networks and Backbone 

DNN 

MIC has significantly shifted from traditional machine 
learning methods to deep learning approaches. This review 
focuses on fundamental DL architectures commonly used in 
MIC, including Convolutional Neural Networks (CNNs), Graph 
Neural Networks (GNNs), and Transformers. These 
architectures have shown remarkable efficacy in automatically 
learning hierarchical feature representations and achieving state-
of-the-art performance in various MIC tasks. 

1) Convolutional Neural Networks (CNNs): CNNs have 

become the cornerstone of MIC due to their ability to 

automatically learn hierarchical feature representations. 

Inspired by the human visual cortex (Fig. 2 [66]), CNNs excel 

at capturing local features within images, making them ideal for 

tasks like disease detection, organ segmentation, and anomaly 

identification. This section explores the core components of 

CNNs and their contributions to feature extraction and 

classification, followed by a review of popular CNN 

architectures and their advancements in MIC. 

a) Core components of CNNs: TABLE VI. summarizes 

the core components of a CNN and their functions in feature 

extraction and class prediction. 

These components work synergistically to enable CNNs to 
learn intricate features from medical images, leading to accurate 
classification. 
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TABLE IV.  COMPARISON OF CLINICAL AND PARACLINICAL DATA 

Feature Clinical Data Paraclinical Data 

Source Direct interaction with healthcare professionals Direct interaction with healthcare professionals 

Nature Text-based (medical history, symptoms, physical exam findings) Image-based (internal body structures) 

Role Subjective assessment of patient condition Objective visualization of abnormalities 

Usage in VLMs Provides context and complements image interpretation Serves as primary input for image analysis and classification 

TABLE V.  PROMINENT MED-VLMS IN MIC 

Med-VLMs Principle 
Encoders and 

fusion method 

Pre-trained 

objectives 

Implementation 

Details 

Performance 

Metrics 
Key Contributions 

BiomedCLIP 

[1] 

Adapts CLIP 

for biomedical 
domains  

Language encoder: 

PubMedBERT 

Vision encoder: ViT 
Fusion method: late 

fusion 

Cross-modal 
global 

contrastive 

learning 

Toilored batch size 
and patch dropout 

strategy for 

efficiency. 

Pcam: 73.41, 

LC25000 (lung): 
65.23, LC25000 

(colon): 92.98, 

TCGA-TIL: 67.04, 
RSNA: 78.95 

Superior zero-shot and few-

shot classification. 

Outperfrms SOTA models on 
diverse iomedical dataset, 

robust image encoder. 

XrayGPT [2] 

Summarizes 
chest X-rays 

by aligning 

MedClip with 
Vicuna. 

Language encoder: 

Vicuma 

Vision encoder: 
MedCLIP 

Fusion method: early 

fusion 

Hybrid: 
Image-report 

matching and 

mixed 
objectives 

Fine-tuned Vicuna 
on curated reports 

Interactive 

summaries from 

radiology reports 

Integration of medical 
knowledge through interactive 

summaries, enhancing the 

interpretability and usability 
of diagnostic results. 

M-FLAG [3] 

Frozen 

language 

model, 
orthogonality 

loss for 

harmonized 
latent space. 

Language encoder: 
CXR-BERT (frozen) 

Vision encoder: 

ResNet50 
Fusion method: late 

fusion 

Hybrid: 
Image-text 

contrastive 

learning and 
language 

generative  

Potential for 

classification, 

segmentation, object 
detection 

Outperforms existing 

MedVLP 

approaches, 78% 
parameter reduction 

Model optimization and 

efficiency, achieving high 

performance with reduced 
parameters. 

MedBLIP [4] 

Bootstraps 

VLP from 3D 

medical 

images and 

texts 

Language encoder: 

BioMedLM 
Vision encoder: ViT-

G14 (EVA-CLIP) 

Fusion method: late 
fusion 

Global and 
local 

contrastive 

learning 

Combines pre-

trained vision and 

language models 

SOTA zero-shot 

classification of 

Alzheimer’s disease 

Efficient 3D medical image 

processing facilitates 

classifying complex 

conditions with minimal 

labeled data. 

b) Popular CNN architectures: A Historical Perspective: 

The evolution of CNN architectures has been driven by 

continuous innovation in addressing challenges and improving 

performance. TABLE VII. highlights key milestones: 

CNN architectures offer unique advantages and have 
demonstrably excelled in image classification tasks. Their 
capacity to learn intricate features and generalize to new data 
underscores their value in advancing image analysis and related 
research fields. Ongoing research promises further innovations 
in CNN architecture and training methodologies, leading to 
increasingly accurate and efficient image classification systems. 
This progress holds particular significance for the medical 
domain, where precise image classification can directly impact 
diagnosis and patient care. 

2) Graph Neural Networks (GNNs): leveraging 

relationships in image data 

GNNs offer a unique approach to image classification by 
representing images as graphs and exploiting the relationships 
between pixels or image regions. This allows GNNs to capture 
contextual information and learn more robust representations 
compared to traditional CNNs. 

a) GNN variants and their advantages: Two prominent 

Graph Neural Network (GNN) variants demonstrate 

considerable potential in image classification: Graph 

Convolutional Networks (GCNs) and Graph Attention 

Networks (GATs). 

 

Fig. 2. Illustration of convolutional neural networks (CNNs) inspired by 

biological visual mechanisms [66]. 
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TABLE VI.  CNN COMPONENTS AND THEIR ROLES IN MIC 

Component Function Role in MIC 

Convolutional 

Layer 

Applies filters to extract 

local features (edges, 

textures) 

Hierarchical feature 

extraction, capturing 

spatial relationships. 

Activation 

Function 
(e.g., ReLU) 

Introduces non-linearity 

for learning complex 
patterns. 

Enables complex decision 

boundaries for accurate 
classification. 

Pooling Layer 

(e.g., Max 

Pooling) 

Down-samples feature 

maps to reduce 
dimensionality and 

improve invariance. 

Improves robustness to 

image variations and 
reduces computational 

cost. 

Fully-

Connected 
Layer 

Integrates local features 

into global patterns for 
image understanding. 

Combines learned features 

for final class prediction. 

Softmax 

Layer 

Converts outputs into 

probability distribution 
over predicted classes. 

Provides class probabilities 

for determining the most 
likely class. 

TABLE VII.  POPULAR CNN ARCHITECTURES AND THEIR ADVANCEMENTS 

Architecture 

(Year) 
Advancement Key Technique 

VGGNet 

(2014, [11]) 

Achieved SOTA 
performance with 

increased depth 

Small 3x3 filters for deeper 

networks 

GoogleNet 

(2014, [12]) 

Further reduced error 

rates with efficient 
architecture 

Inception modules, 1x1 

convolutions, global average 
pooling 

ResNet 

(2015, [13]) 

Enabled training of very 

deep networks 

Residual blocks with skip 

connections to address 
vanishing gradients 

EfficientNet 
(2019, [14]) 

SOTA accuracy with 
fewer parameters 

Compound scaling for 

optimal efficiency and 

performance 

 GCNs [15], by generalizing the convolution operation to 
graph data, effectively capture the local graph structure 
and relationships between nodes. This capability allows 
GCNs to leverage the inherent structural information 
within images for improved classification. 

 GATs [16], on the other hand, introduce an attention 
mechanism to GNNs. This mechanism enables GATs to 
focus on relevant features within the graph, leading to 
improved feature extraction and ultimately, enhanced 
prediction accuracy. By selectively attending to 
important features, GATs can make more informed 
decisions during image classification. 

b) Benefits of GNNs for Image Classification 

 Modeling complex relationships: GNNs excel at 
capturing intricate dependencies between image 
elements, leading to better understanding of image 
context. 

 Improved feature extraction: By considering 
relationships between nodes, GNNs can extract more 
informative and discriminative features for 
classification. 

 Enhanced robustness: GNNs are less susceptible to noise 
and variations in image data due to their focus on 
structural information. 

c) Summary: GNNs offer a valuable complementary 

approach to CNNs for image classification, particularly when 

dealing with data where relationships between elements are 

crucial. Their ability to leverage graph structures and learn 

contextual representations opens new avenues for improving 

accuracy and robustness in image classification tasks. 

3) Transformers: Expanding Horizons in Image 

Classification 

Transformers, initially designed for NLP, have emerged as 
powerful contenders in image classification. Unlike CNNs, 
transformers leverage self-attention mechanisms to capture 
global context and long-range dependencies within images, 
leading to richer feature representations. 

a) Contributions of transformers to image classification 

 Feature extraction: Vision transformers (ViTs [17]) split 
images into patches, embed them into vectors, and 
incorporate positional information. Self-attention 
mechanisms then assess the importance of each patch in 
relation to others, enabling the capture of global context 
and intricate features. 

 Class prediction: A classification head on top of the final 
transformer encoder layer predicts the image class based 
on the learned global context. Parallel processing of 
patches enhances computational efficiency compared to 
sequential CNNs. 

b) Evolution of transformer architectures 

 Vision Transformer (ViT [17]): Introduced the 
transformer architecture to image classification, 
achieving impressive performance with patch-based 
processing and self-attention. 

 Data-efficient image Transformers (DeiT [18]): 
Improved efficiency through knowledge distillation and 
efficient training strategies, achieving comparable results 
with fewer resources. 

 Specialized variants (e.g., TransUnet [19], TransUnet+ 
[20], and TransUnet++ [21]): Combine transformers 
with U-Net architectures for enhanced feature extraction 
and accurate segmentation in medical imaging tasks. 

c) Addressing challenges: Techniques like dropout, 

regularization, and efficient optimization algorithms mitigate 

overfitting and manage computational complexity in 

transformers. 

In summation, the choice of architecture depends on the 
specific task and dataset characteristics. CNNs excel at local 
feature extraction, GNNs leverage relationships within data, and 
transformers capture global context and long-range 
dependencies. Understanding these strengths and weaknesses 
empowers researchers to select the most appropriate architecture 
for their MIC tasks. 

C. Explainable Artificial Intelligence (XAI) in MIC 

XAI techniques are crucial for fostering trust and 
understanding in MIC systems. Despite achieving human-level 
accuracy, the integration of automated MIC into clinical practice 
has been limited due to the lack of explanations for algorithmic 
decisions. XAI methodologies provide insights into the rationale 
behind the classification results of DL models, such as CNNs 
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and Transformers, used in MIC tasks. By addressing the 'how' 
and 'why' behind predictive outcomes, XAI enhances the 
transparency and interpretability of MIC systems, contributing 
to their improved performance and acceptance in clinical 
settings. 

1) XAI methods in CNNs and transformers: The field of 

XAI has witnessed significant advancements, particularly in the 

domain of MIC. This progress is evident in the evolution of 

XAI methods, transitioning from those primarily designed for 

CNNs to novel techniques tailored for Transformer 

architectures. The following tables provide a comparative 

analysis of recent advancements in XAI methods applied to 

CNNs (TABLE VIII. ), Transformers (TABLE IX. ) within the 

MIC domain, along with techniques used to enhance system 

performance (TABLE X. ). 

TABLE VIII.  XAI METHODS FOR CNNS IN MIC 

Method Principle How/Why Explanation Methodological Approach System Performance Impact 

LIME [22] 

Approximates complex 
models with simpler 

interpretable ones (e.g., linear 

regression) 

Explains "how" by analyzing feature 

perturbation impact 

Fits a simpler interpretable 

model to perturbed samples 
around an instance 

Enhances local interpretability 

but may not capture global 
model behavior 

SHAP [23] 
Assigns feature contributions 
based on game theory 

principles. 

Explains "how" and "why" by 
quantifying feature importance and 

interactions 

Computes average feature 
contribution across all 

possible feature subsets 

Provides global and local 
explanations, valuable for 

understanding complex models 

CAM [24] 

Visualizes image regions 

contributing most to a specific 

class. 

Explains "why" by highlighting 

relevant regions 

Combines feature maps and 

gradients to create a saliency 

map 

Helps localize important 

features but lacks fine-grained 

details 

Grad-CAM 
[25] 

Improves CAM by 

incorporating gradient 

weights. 

Explains "why" through visualization 

and "how" through contribution values 

on saliency maps 

Computes gradients of class 

score with respect to feature 
maps for saliency map 

creation 

Offers better localization and is 
widely used 

Grad-
CAM++ [26] 

Refines Grad-CAM by 

addressing negative values and 

weight stability. 

Explains "why" by enhancing 
visualization quality and "how" 

through weighted combination of 

positive and negative partial 
derivatives 

Introduces Shapley values to 
estimate pixel contributions 

Provides improved visual 
explanations and robustness 

TABLE IX.  XAI METHODS FOR TRANSFORMERS IN MIC 

Method Principle How/Why Explanation Methodological Approach System Performance Impact 

ProtoPFormer 
[27] 

Interpretable image 

recognition using global 

and local prototypes 

Explains "how" by utilizing 

prototypes to capture target features 
and "why" by addressing the need for 

improved interpretability in ViTs 

Employs prototype-based XAI 

technique to enhance ViT 

interpretability 

Achieves superior performance 

and visualization results 

compared to SOTA baselines 

X-Pruner [28] 
Explainable pruning 
framework for ViTs 

Explains "how" by measuring each 

unit's contribution to class prediction 
using an explainability-aware mask 

Adaptively searches layer-wise 

threshold based on explainability-
aware mask values 

Outperforms SOTA black-box 

methods with reduced 
computational costs and slight 

performance degradation 

Grad-CAM 
for ViTs [29] 

Visualization of VT 
decision-making 

Explains "why" by revealing focus 
areas during ViT decision-making 

Generates class activation maps 
for ViTs 

Can enhance ViT model fine-

tuning but requires further 

improvement 

TABLE X.  XAI TECHNIQUES FOR ENHANCING SYSTEM PERFORMANCE 

Technique Description Impact on System Performance 

Explainable Pruning 
Pruning techniques like X-Pruner that utilize XAI to guide the removal 

of less important model components. 
Reduces computational cost and model complexity while 
maintaining or improving performance. 

Attention 

Visualization 

Visualizing attention mechanisms in Transformers to understand which 

parts of the input the model focuses on. 

Provides insights for model improvement and 

debugging. 

Feature Importance 

Analysis 

Techniques like SHAP that quantify the importance of individual 

features for model predictions. 

Helps identify key features and potential biases, leading 

to improved model design and feature engineering. 

Adversarial 

Training 

Training models with adversarial examples to improve robustness and 

generalizability. XAI methods can be used to analyze the impact of 

adversarial attacks and guide the development of defense strategies. 

Enhances model robustness and performance against 

adversarial attacks. 
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2) Discussion: The tables above illustrate the diverse range 

of XAI methods available for both CNNs and Transformers in 

MIC. While CNN-based methods like LIME, SHAP, and Grad-

CAM variants have been widely explored, the emergence of 

Transformers has led to the development of novel techniques 

like ProtoPFormer and X-Pruner. These methods offer unique 

advantages in terms of interpretability and performance 

improvement. 

a) Key Observations 

 Focus on Visual Explanations: Many XAI methods, 
particularly those applied to CNNs, emphasize visual 
explanations through saliency maps and other 
visualization techniques. This is crucial in MIC, where 
understanding the model's focus on specific image 
regions is essential for building trust and ensuring 
reliable diagnoses. 

 Evolution from Local to Global Explanations: XAI 
methods have progressed from providing local 
explanations for individual predictions (e.g., LIME) to 
offering global interpretations of model behavior (e.g., 
SHAP). This allows for a more comprehensive 
understanding of the decision-making process. 

 Integration with Model Optimization: Techniques like 
X-Pruner demonstrate the potential of integrating XAI 
with model optimization strategies like pruning. This 
allows for the development of more efficient and 
interpretable models. 

b) Future directions 

 Developing XAI methods specifically tailored for 
Transformer architectures: While existing techniques 
like Grad-CAM have been adapted for ViTs, further 
research is needed to explore methods that fully leverage 
the unique characteristics of Transformers. 

 Combining XAI with other AI advancements: 
Integrating XAI with areas like federated learning and 
continual learning can lead to more robust and adaptable 
medical image classification systems. 

 Standardization and Benchmarking: Establishing 
standardized evaluation metrics and benchmarks for XAI 
methods will facilitate fair comparisons and accelerate 
progress in the field. 

c) Enhancing performance and accuracy in MIC with 

XAI: XAI techniques significantly improve the performance 

and accuracy of MIC systems by providing transparency and 

facilitating error detection and correction. These techniques 

help identify and rectify model shortcomings, leading to more 

reliable and effective MIC systems. 

CNN-based XAI Techniques: 

 LIME create interpretable models for individual 
predictions, helping to identify and correct 
misclassifications by highlighting important features. 

 SHAP provide a unified measure of feature importance, 
allowing for precise identification of influential features 
and potential sources of errors. 

 CAM-based Methods: These methods generate visual 
explanations by highlighting regions in the input image 
that influence the model's predictions, making it easier to 
spot and address inaccuracies. 

Transformer-based XAI Techniques: 

 ProtoPFormer uses prototypical parts to explain 
predictions, aiding in the identification of errors by 
comparing new instances with learned prototypes. 

 X-Pruner prunes less important parts of the model, 
enhancing interpretability and helping to pinpoint and fix 
model weaknesses. 

 GradCam for Vision Transformer adapts GradCAM for 
transformers, providing visual explanations that help in 
diagnosing and correcting errors in transformer-based 
MIC models. 

Impact on MIC: 

 Error Detection: XAI techniques make it easier to 
identify misclassifications and understand why they 
occur, enabling targeted corrections. 

 Model Improvement: By revealing which features and 
regions are most influential, XAI helps refine model 
training and architecture, leading to better performance. 

 Trust and Reliability: Enhanced transparency builds trust 
among clinicians, ensuring that MIC systems are more 
likely to be adopted and relied upon in clinical settings. 

Some recent XAI techniques: 

Recent studies have shown that using XAI methods such as 
Integrated Gradients can significantly enhance the performance 
of classification systems. 

 A notable study by Apicella et al. (2023, [67]) 
investigated the application of Integrated Gradients, a 
technique from XAI, to enhance the performance of 
classification models. The study focused on three distinct 
datasets: Fashion-MNIST, CIFAR10, and STL10. 
Integrated Gradients were employed to identify and 
quantify the importance of input features contributing to 
the model's predictions. By analyzing these feature 
attributions, the researchers were able to pinpoint which 
features had the most significant impact on the model's 
output. The insights gained from Integrated Gradients 
were then used to refine the model. This involved 
adjusting the model parameters and structure to better 
capture the critical features identified by the XAI 
method. The study demonstrated that through this 
process of feature importance analysis and subsequent 
model optimization, the classification performance 
improved significantly across all tested datasets. This 
approach not only enhanced accuracy but also provided 
a deeper understanding of the model's decision-making 
process. 
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 Additionally, another study by Apicella et al. (2023, 
[68]) introduced an innovative method that also 
leveraged Integrated Gradients to boost classification 
system performance. This study proposed a soft masking 
scheme, wherein the explanations generated by 
Integrated Gradients were used to create masks that 
highlight important features while downplaying less 
relevant ones. The soft masking approach involved 
applying these masks during the training phase of the 
machine learning model. By focusing the model's 
attention on the most influential features as determined 
by Integrated Gradients, the training process became 
more efficient and effective. The experimental results 
from this study showed a marked improvement in model 
accuracy across the same datasets: Fashion-MNIST, 
CIFAR10, and STL10. The use of soft masks helped in 
reducing noise and enhancing the signal of critical 
features, thereby leading to better generalization and 
performance of the classification system. 

All in all: XAI explanations enhance both models 
understanding and classification performance. 

Summary of Level 1 Findings: 

 Learning models have evolved from traditional 
supervised learning to advanced techniques like Med-
VLMs, few-shot, and zero-shot learning, addressing data 
scarcity in medical imaging. 

 Network architectures have progressed from CNNs to 
Transformers, with hybrid models showing promise in 
capturing both local and global features. 

 XAI methods have become crucial for enhancing model 
interpretability and trust in clinical settings, with 
techniques like Grad-CAM and SHAP leading the way. 

 The integration of these advancements has led to more 
robust, efficient, and interpretable models for medical 
image classification 

IV. LEVEL 2 OF MIC (TASK-SPECIFIC MODELS) 

Expanding on initial network architectures, the second level 
focuses on specialized architectures for MIC. It takes a 
comprehensive approach, combining classification with 
segmentation through multitask learning models. This broad 
view deepens understanding of MIC network architectures, 
paving the way for specific applications. 

A. Recent Advances in Level 2 for Single Task 

1) Specific DNN architectures for single task 

(classification): This review assesses recent advancements in 

DNN architectures for single-task classification in medical 

image analysis. It evaluates specialized architectures across 

CNNs, GNNs, and Transformers, considering methodology, 

datasets, effectiveness, advantages, and limitations. The 

comparative analysis, summarized in Table XITABLE XI. , 

highlights key developments and their implications for MIC, 

offering a comprehensive overview of the current state-of-the-

art in the field. 

Key insights: 

a) Adaptability and efficiency: Unet and Unet++ 

demonstrate adaptability to new tasks and improved 

segmentation accuracy, though at the cost of increased 

parameters. 

b) Innovative approaches: Snapshot Ensemble and 

GazeGNN introduce novel methods like GradCAM and eye-

gaze data utilization, showcasing the potential of combining 

different data types and analytical techniques. 

c) Challenges in complexity and data requirements: 

While architectures like PTRN and CCF-GNN show promise 

in specific tasks, they highlight the ongoing challenges of 

computational demands and the need for extensive training 

data. 

d) Future directions: The evolution from CNN-based 

architectures to incorporating GNN and Transformer models 

indicates a shift towards more complex, yet potentially more 

effective methods for medical image classification. However, 

issues such as interpretability, computational efficiency, and 

data availability remain critical areas for future research. 

This summary underscores the dynamic nature of deep 
learning research in medical image classification, emphasizing 
the need for continued innovation and exploration of new 
methodologies. 

2) Med-VLMs for MIC: The recent rise of Med-VLMs has 

greatly influenced MIC. These models utilize NLP and CV to 

analyze medical images and text reports, enhancing diagnostic 

accuracy and efficiency. Table XII summarizes key Med-

VLMs in MIC, highlighting their performance in zero-shot and 

few-shot learning scenarios: 

Advancements and Impact 

Med-VLMs demonstrate remarkable progress in MIC, 
particularly in scenarios with limited labeled data. 

a) Zero-shot learning: Models like KAD showcase the 

ability to classify images of unseen pathologies without explicit 

training, highlighting the potential for real-world clinical 

applications. 

b) Few-shot learning: CLIPath and ConVIRT achieve 

SOTA performance with minimal labeled data, reducing the 

burden of data annotation in clinical settings. 

Future Directions 

The field of Med-VLMs is rapidly evolving, with ongoing 
research exploring: 

a) Multi-modal learning: Integrating diverse data 

modalities (e.g., images, text, genomics) for a more 

comprehensive understanding of diseases. 

b) Explainability and interpretability: Enhancing 

transparency and trust in model predictions. 

c) Domain adaptation: Adapting models to diverse 

clinical settings and populations. 
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Summary 

Med-VLMs revolutionize MIC, promising improved 
diagnosis, treatment planning, and patient care. With ongoing 
research, they have the potential to transform healthcare, 
enabling more accurate, efficient, and personalized medicine. 

B. Recent Advances in Level 2 for Multitask (Classification 

and Segmentation) 

Multitask learning (MTL) is vital in MIC tasks, overcoming 
individual model limitations and boosting overall performance. 
A recent comprehensive study highlighted the substantial 
progress made in medical image segmentation using DNNs, 
leading to more accurate and efficient diagnostic processes [69]. 
By optimizing image segmentation and classification together, 
MTL provides numerous advantages: 

a) Mitigating data scarcity: MTL leverages knowledge 

transfer across related tasks, enabling models to learn from 

complementary data sources and improve performance on the 

target task, even with limited data availability. 

b) Optimizing resource utilization: By sharing feature 

representations across tasks, MTL optimizes the use of 

computational resources, leading to more efficient model 

architectures and reduced computational overhead. 

c) Learning robust shared representations: MTL 

encourages the learning of shared features that are beneficial 

for both segmentation and classification tasks. These shared 

representations capture task-agnostic information, leading to 

improved generalization and performance across multiple MIC 

tasks. 

MTL in MIC tasks effectively tackles challenges like data 
scarcity, resource constraints, and the necessity for robust, 
generalizable models. By leveraging synergies between related 
tasks, MTL enhances MIC systems' performance and efficiency, 
leading to better clinical decision-making and patient outcomes. 

3) Typical architecture for multitasking in MIC: 

Researchers have investigated different MTL configurations 

like feature extraction, fine-tuning, and hybrids to match 

diverse medical imaging contexts and data availability. TABLE 

XIII. Surveys the latest notable DNN architectures using 

multitasking to boost MIC performance. 

In summary, these MTL-based architectures demonstrate 
significant advancements in addressing data scarcity, improving 
resource efficiency, and leveraging shared representations to 
enhance medical image classification performance across 
various modalities and disease domains. 

TABLE XI.  SUMMARY OF KEY ARCHITECTURES FOR SINGLE TASK (MIC) 

Works Method Data Effectiveness Advantanges Limitations 

Unet 

(2015, [30]) 

Supervised learning 

with encoder-
decoder architecture 

PhC-U373: 30 images 

DIC-HeLa: 35 images 

High IOU scores (92% 

for PhC-U373, 77.5% for 
DIC-HeLa) 

Accurate segmentation 

with limited data; adaptable 
to new tasks 

Limited in extracting 
long-range information; 

lacks explanation for 

predictions 

Unet++ 

(2018, [31]) 

Supervised learning 

with redesigned skip 
paths 

Cell nuclei, colon polyp, liver, 

lung nodule images  

Cell nulei: 92.63, colon 
polyp: 33.45, liver: 

82.90, lung nodule: 77.21 

Improved IoU over Unet 

Reduces semantic gap; 

improves accuracy and 
speed 

Increases parameter 

count; lacks explanation 
for predictions 

Snapshot 

Ensemble  

(2021, [32]) 

Supervised learning 

with EfficientNet-

B0, GradCAM 

Malaria Dataset: 27558 

erythrocyte images with equal 

cases of parasitized and 
uninfected cells. 

Source: CMC hospital in 

Bangladesh 

High F1 score (99.37%) 
and AUC (99.57%) 

Timely and accurate 

malaria diagnosis; uses 

GradCAM for explanations 

Focused only on P. 

falciparum; not other 

species 

PTRN 

(2022, [33]) 

Supervised learning 

with DenseNet-201 

CheXpert: 224,316 digital 

CXRs; 
CheXphoto: 10,507 CXR  

CheXpert: 0.896 
CheXphoto-Monitor: 

0.880 
CheXphoto-Film: 0.802 

meanAUC: 0.850 

Reduces cost of collecting 
natural data; eliminates 

negative impacts of 

projective transformation 

Higher computation 

costs; untuned 
hyperparameters 

CCF-GNN 
(2023, [34]) 

Supervised learning 
with GNN 

TCGA-GBMLGG, BRACS, 

Bladder Cancer, ExtCRC 

images 

High AUC (0.912 for 

TCGA-GBMLGG) and 

accuracy 

Effectively analyzes 

pathology images; 
represents cancer-relevant 

cell communities 

Requires extensive 

training data; longer 

processing time 

GazeGNN 

(2023, [35]) 

Supervised learning 

with GNN 

 

Chest X-ray: 1083 images 
High accuracy (0.832) 

and AUC (0.923) 

Captures complex 

relationships via graph 

learning without pre-

generated VAMs 

Needs eye-tracking 

devices for gaze data 
collection 

SEViT 

(2022, [36])  

Supervised learning 

with Transformer 

Chest X-ray: 7000 chest X-ray 
images (Normal or 

Tuberculosis) 

Fundoscopy (APTOS2019): 
diabetic retinopathy (DR) 3662 

retina images (5 classes) 

High accuracy (94.64% 
for Chest X-ray) and 

AUC 

Detects adversarial samples 
by assessing prediction 

consistency 

Full white-box settings 
not evaluated in natural 

image contexts 

MedViT 

(2023, [37]) 

Supervised learning 
with hybrid CNN-

Transformer. 

MedMNIST-2D: 12 biomedical 
datasets (CT, X-ray, 

Ultrasound, and OCT images) 

Average accuracy of 

0.851 and AUC of 0.942 

Reduces computational 
complexity; high 

generalization ability 

Lacks precise 
hyperparameter tuning; 

employs two CNNs. 
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TABLE XII.  PERFORMANCE OF MED-VLMS IN MIC 

Model Modality 
Zero-shot 

Learning 

Few-Shot 

Learning 
Encoders and fusion method Pre-trained objective Key Features 

BERTHop 
[38] 

Chest X-

ray 

AUC: 98.12% None Language encoder: BlueBERT 

Vision encoder: PixelHop++ 

Fusion method: Early fusion 

Hybrid: matching and 

masking (masked 

language modelling) 

Combines PixelHop++ and 

BlueBERT for effective 

visual-language fusion. 

KAD [39] Chest X-
ray 

Outperforms 
expert 

radiologists on 

multiple 
pathologies 

Excels with 
few-shot 

annotations 

Language encoder: 
PubMedBERT 

Vision encoder: ResNet-50, 

ViT-16 
Fusion method: Late fusion 

Cross-modal global 
contrastive learning and 

hybrid with additional 

classification objective 

Leverages medical 
knowledge graphs for 

improved zero-shot 

performance and auto-
diagnosis. 

CLIPath 

[40] 

Pathology Strong 

transferability 

Efficient 

adaptation 
with limited 

data 

Language encoder: BERT 

Vision encoder: ResNet-50 or 
ViT 

Fusion method: Early fusion 

Contrastive learning Fine-tunes CLIP using 

Residual Feature 
Connection for pathology 

image classification 

ConVIRT 
[41] 

Chest X-
ray 

Competitive 
performance 

SOTA with 
few-shot 

annotations 

Language encoder: BERT 
Vision encoder: ResNet50 

Fusion method: No fusion 

Global contrastive 
learning 

SOTA with few-shot 
annotations 

TABLE XIII.  SUMMARY OF KEY ARCHITECTURES FOR MULTITASK LEARNING (MIC) 

Works Method Data Effectiveness Advantages Limitations 

Mask-

RCNN-

X101 
(2021, 

[42]) 

Supervised 
learning, Mask-

RCNN-X101 

architecture 

934 radiographs 
(667 benign, 

267 malignant 

bone tumors) 

Classification of bone tumors: 80.2% 

accuracy, 62.9% sensitivity, and 88.2% 
specificity. 

Bounding box placements: IoU of 0.52 

Segmentation: mean Dice score 0.60. 

 

Assists in diagnostic 

workflow by accurately 
placing bounding boxes, 

segmenting, and 

classifying primary bone 
tumors 

Selection bias, inability to 

predict other diseases, 

fixed image resolution, 
lack of bone metastases 

and density information 

Cerberus 

(2023, 

[43]) 

Supervised 
learning, shared 

encoder (ResNet34) 

and independent 
decoders (U-Net) 

Gland: (1602 

GlaS + 3209 
CRAG + 46346 

generated), 

Lumen: 56358, 
Nuclei: 495179 

 

Segmentation: Nuclei 0.774, 0.560; Gland 

0.908, 0.640; Lumen 0.666, 0.525; 
Classification: mAP 0.948, mF1 0.883 

 

Simultaneously predicts 

multiple tasks without 

compromising 
performance, publishes 

processed TCGA dataset 

 

Performance 

enhancement in new tasks 

yet to be explored 

MNC-Net 

(2023, 
[44]) 

Supervised 
learning, graph 

encoder and cluster-

layer 

Parkinson's 

Progression 
Markers 

Initiative 

(PPMI) MRI 

data 

ACC 95.50%, F1 95.49%, Prec 97.00%, 

Rec 94.42% 

Early diagnosis of 

Parkinson's disease using 
clinical scores and brain 

regions, manages brain 

network complexity 

effectively 

Limited to node-level 
tasks, does not capture all 

Parkinson's-related 

information 

AMTI-
GCN 

(2024, 

[45]) 

Supervised 

learning, 
interpretation, 

feature sharing, and 

task-specific 
modules 

AD-NC, AD-

MCI, NC-MCI, 

MCIn-MCIp 
(186-393 

samples) 

NC-MCI: ACC 70.1, SEN 69.3, SPE 70.8, 

AUC 70.6, ADAS-Cog CC 0.477, MMSE 

CC 0.498; MCIn-MCIp: ACC 71.9, SEN 
73.2, SPE 71.1, AUC 72.5, ADAS-Cog CC 

0.485, MMSE CC 0.522 

Addresses limitations in 
binary Alzheimer's 

diagnosis and ignores task 

correlation 

Did not explore potential 

correlations between 

ADAS-Cog, MMSE, and 
other factors like 

education level 

TransMT-

Net (2023, 

[46]) 

Active learning, 

hybrid CNN-
Transformer 

architecture 

Polyp: 1,645 
images 

Seg.: DSC 77.76%, IoU 67.40%, 95% HD 

21.62 mm  

Class: Acc 96.94%, Pre 96.56%, Rec 

96.52%, F1 96.54%;  

Effectively addresses 

lesion classification and 
segmentation in GI tract 

endoscopic images 

Slightly higher 

computational 
complexity, inferior 

segmentation 

performance with 70% 
training set, varied 

processing speed 

CNN-

VisT-MLP-
Mixer 

(2024, 

[47]) 

Supervised 

learning, hybrid 
CNN-ViT 

architecture and 

MLP-Mixer 

BUSI: 789, 
UDIAT: 163 

 

Seg: BUSI (Acc 94.04, DC 83.42, IoU 

72.56, Sen 80.10); UDIAT (Acc 97.88, DC 
81.52, IoU 70.32, Sen 90.32);  

Class: Acc 86.00, Prec 86.11, Rec 86.02, 

F1 85.93, Sen 89.42, Spec 85.26 

Effectively captures local 

and high-level features in 
breast ultrasound images, 

enhances feature 

integration 

Inability to monitor 

tumor's surrounding 

environment during 
diagnosis 

 

4) Med-VLMs for multitask (classification and 

segmentation): Recent advancements in Med-VLMs have 

significantly improved the accuracy and efficiency of MIC by 

leveraging the power of multimodal AI. These models excel at 

handling multitask challenges, such as simultaneous 

classification and segmentation, leading to a more 

comprehensive understanding of medical images. Table XIV 

summarizes key Med-VLMs and their contributions to MIC. 

These Med-VLMs demonstrate several key advancements in 

MIC: 

a) Enhanced medical knowledge: Models like MedKLIP 

incorporate medical knowledge bases and text extraction 

techniques to improve understanding of medical images. 

b) Improved representation learning: Techniques like 

attention mechanisms and contrastive learning enable models 

like GLoRIA and CONCH to learn more robust and efficient 

representations of medical images. 
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c) Anatomical structure guidance: ASG (IRA) and 

MeDSLIP leverage anatomical information to improve 

interpretability and clinical relevance, leading to more accurate 

classifications. 

d) Multitask capabilities: Many of these models excel at 

both classification and segmentation tasks, providing a more 

comprehensive analysis of medical images. 

e) Zero-Shot and few-shot learning: Several models, 

including GLoRIA and SAT, demonstrate strong performance 

even with limited labeled data, making them valuable in 

scenarios with scarce data resources. 

Significantly, Med-VLMs are revolutionizing MIC by 
leveraging the power of multimodal AI and multitask learning. 
These models offer enhanced diagnostic precision, efficiency, 
and interpretability, ultimately leading to improved patient care 
and outcomes. As research in this area continues, we can expect 
even more powerful and versatile Med-VLMs to emerge, further 
transforming the field of medical imaging and healthcare as a 
whole. 

TABLE XIV.  COMPARISON OF MED-VLMS FOR MULTITASK MEDICAL IMAGE ANALYSIS 

Model Encoders and fusion method Pre-trained objective Key innovations Strengths 

GLoRIA 

[48] 

Language encoder: BioClinicalBERT 

Vision encoder: ResNet-50 

Fusion method: late fusion 

Global and local contrastive 

learning 

Multimodal global-local 

approach, attention-weighted 

image regions 

Data efficiency, zero-shot 

capabilities, excels in limited-

label settings 

ASG 

(IRA) 

[49] 

Language encoder: BioClinicalBERT 

Vision encoder: ResNet-50 and ViT-B/16 

Fusion method: late fusion 

Contrastive learning and 

image tag recognition 

Anatomical structure guidance, 

image-report alignment 

Improved interpretability and 

clinical relevance, enhanced 

representation learning 

MeDSLIP 
[50] 

Language encoder: BioClinicalBERT 
Vision encoder: ResNet-50 

Fusion method: late fusion 

Hybrid: Prototypical 
contrastive learning and 

intra-image contrastive 

learning 

Dual-stream architecture for 
disentangling anatomical and 

pathological information 

Precise vision-language 
associations, improved 

performance in medical image 

captioning and report generation 

SAT 

[51] 

Language encoder: BioClinicalBERT 

Vision encoder: ResNet-50 

Fusion method: late fusion 

Contrastive learning Semantic-aware transformer for 

integrating semantic information 

Effective representation 

learning, excels in data/no-data 

recognition tasks 

CONCH 
[52] 

Language encoder: GPT-style 
Transformer 

Vision encoder: ViT-Base 

Fusion method: early fusion 

Hybrid: Contrastive learning 
and captioning objective 

Contrastive learning from 
captions for histopathology 

images 

SOTA performance in histology 
image classification, 

segmentation, and retrieval tasks 

ECAMP 

[53] 

Language encoder: BERT 

Vision encoder: ViT-B/16 

Fusion method: early fusion (multi-scale 
context fusion) 

Hybrid: masked image 

modeling, masked language 

modeling, and context-
guided super-resolution 

Entity-centered context-aware 

pre-training, multi-scale context 

fusion 

Enhanced text-image interplay, 

improved performance in 

downstream medical imaging 
tasks 

 

V. RECENT ADVANCES IN LEVEL 3 OF MIC (SPECIFIC 

APPLICATIONS) 

A. Medical Image Data 

1) Medical imaging modalities: Medical imaging plays a 

critical role in modern healthcare, offering non-invasive 

visualization of the human body for diagnosis and treatment 

planning. Various modalities, including X-ray, CT, MRI, 

ultrasound, PET, and SPECT, provide unique insights into 

different organs and tissues (Fig. 3 [70]; Fig. 4 [71] illustrates 

the diverse applications of these modalities across various 

anatomical structures. 

The Medical Segmentation Decathlon dataset [72] 
exemplifies this diversity, encompassing 2,633 3D images 
spanning ten different organs (Fig. 5). Each modality possesses 
distinct characteristics, advantages, and limitations, 
necessitating careful selection based on the specific clinical 
scenario. Understanding these nuances is crucial for optimal 
utilization of medical imaging technology. A concise 
comparison of imaging techniques reveals their unique 
advantages and limitations is presented in Table XV. 

 

Fig. 3. Illustration of the diverse imaging techniques [70]. 

 

Fig. 4. An overview of the organs and corresponding medical imaging 

modalities [71]. 
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Fig. 5. An illustration of the Medical Segmentation decathlon's ten distinct 

tasks [72]. 

2) Public databases in medical imaging research: The 

growth of public medical image databases has been crucial in 

advancing disease classification research. Noteworthy 

databases include: 

 ChestX-ray141: Over 100,000 chest X-ray images. 

 MURA2: More than 40,000 X-ray images of bones and 
joints. 

 NIH Clinical Center’s dataset: 3  A diverse range of 
modalities. 

 ISIC 4: Skin image collection for lesion detection. 

 DeepLesion5: Nearly 10,600 CT scans. 

 CheXpert:6 Over 224,000 chest radiographs. 

 MIMIC-CXR7: over 377,000 chest radiographs 

Platforms like the World Health Data Hub of the WHO8, 
Medical ImageNet 9 , Kaggle 10 , and PaperswithCode 11 , offer 
extensive resources for machine learning research in medical 
imaging, showcasing the collaborative and open nature of 
contemporary scientific inquiry. 

3) Advanced techniques in medical imaging research: 

Innovative computational techniques such as augmentation, 

transfer learning, Generative Adversarial Networks (GANs), 

and Federated Learning are pushing the boundaries of medical 

imaging research. These methods improve model performance, 

generate new data, and enable decentralized learning, thus 

enhancing the robustness and diversity of medical imaging 

applications. 

4) Summary: Medical imaging is a cornerstone of modern 

medical diagnostics, with each modality serving specific 

purposes based on clinical needs. The advent of AI and machine 

learning, alongside the proliferation of public datasets, is 

revolutionizing medical imaging research, promising more 

accurate disease detection and personalized medicine. The 

future of medical imaging lies in harnessing these technological 

advancements to improve healthcare outcomes. 

General comment 

 Ionizing radiation (X-ray and CT) can be harmful, 
especially for pregnant women. 

 MRI offers the highest detail without radiation but is 
expensive and not suitable for everyone. 

 Ultrasound is safe and widely available but offers less 
detail. 

 PET and SPECT provide functional information but 
involve radioactive materials. 

B. Advancements in Medical Imaging Diagnosis: From CAD 

to AI-CAD 

AI integration has profoundly transformed various domains, 
notably evident in medical diagnostic imaging. This shift marks 
a significant departure from conventional Computer-Aided 
Diagnosis (CAD) to AI-driven CAD systems, ushering in a new 
era of diagnostic capabilities, 

The evolution began in the 1960s with CAD systems aiming 
to automate diagnostic processes. A significant milestone was 
the FDA's approval of a mammography CAD device by R2 
Technology, Inc., in 1998, marking the start of the "CAD era." 
Endorsement for reimbursement by the Centers for Medicare 
and Medicaid Services in 2002 further accelerated CAD's 
adoption across modalities like chest radiographs and CT scans. 

CAD systems encompass three categories based on their role 
in image interpretation: second-reader, concurrent-reader, and 
first-reader types (Fig. 6 [73]). Notably, interactive CAD falls 
under the first-reader type. The evolution of CAD architecture 
has transitioned from sequential interpretation (seen in second-
reader CAD Fig. 6(a)) to simultaneous interpretation 
(concurrent-reader CAD Fig. 6(b)), streamlining the diagnostic 
process by integrating CAD results from the outset. The advent 
of first-reader CAD (Fig. 6(c)) presents a novel approach where 
CAD autonomously conducts initial interpretation, guiding the 
physician's analysis solely on CAD-marked images, showing 
promise for mass screenings like mammography. 

                                                           
1 https://nihcc.app.box.com/v/ChestXray-NIHCC 
2 https://stanfordmlgroup.github.io/competitions/mura/ 
3 https://clinicalcenter.nih.gov/ 
4 https://isdis.org/ 
5 https://camelyon17.grand-challenge.org/ 
6 https://aimi.stanford.edu/chexpert-chest-x-rays 

7 https://physionet.org/content/mimic-cxr/2.0.0/ 
8 https://www.who.int/data/ 
9 https://aimi.stanford.edu/medical-imagenet 
10 https://www.kaggle.com/datasets 
11 https://paperswithcode.com/datasets 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

280 | P a g e  

www.ijacsa.thesai.org 

TABLE XV.  COMPARISON OF MEDICAL IMAGING MODALITIES IN MIC 

Technique Description Pros Cons Safety and Image Detail 

X-ray 
Examines bones, detects fractures, tumors, 

and infections. 

Quick, painless, cost-

effective, immediate results, 
widely available. 

Limited soft tissue contrast, 
ionizing radiation exposure. 

Not suitable for detailed 

organ visualization. 

Radiation risk: Moderate.  

Image detail: Low. Best for 
bone visualization. 

CT 
Detailed cross-sectional images of the body. 
Examines organs, blood vessels, and detects 

abnormalities. 

High-resolution images, fast 

acquisition time, useful for 
diagnosing trauma, 

differentiates tissue 

densities. 

Ionizing radiation exposure. 

Limited soft tissue contrast 
compared to MRI. Not 

suitable for pregnant women 

due to radiation risks. 

Radiation risk: High. Image 
detail: High. Excellent for 

visualizing organs and bone. 

MRI 

Detailed images of internal structures. 

Assesses brain, spinal cord, joints, and 

organs. 

Superior soft tissue contrast, 

no ionizing radiation. 
Multiplanar imaging, detects 

subtle abnormalities. 

Expensive, long scan times, 

contraindicated for patients 
with certain metallic 

implants. 

Radiation risk: None. Image 

detail: Very High. Best for 
soft tissue and organ 

visualization. 

Ultrasound 

Uses sound waves to produce real-time 

images. Examines abdomen, pelvis, heart, and 

monitors fetal development. 

Real-time imaging, non-

invasive, safe, portable, 

widely available, no ionizing 
radiation. 

Operator-dependent, limited 

penetration in obese patients, 

less detailed images 

compared to other 

modalities. 

Radiation risk: None. Image 

detail: Moderate. Best for 

real-time imaging and 
pregnancy monitoring. 

PET 

Visualizes metabolic processes. Detects 

cancer, assesses treatment response, evaluates 

brain disorders. 

Provides functional 

information, detects diseases 
early, helps in personalized 

medicine. 

Expensive, limited spatial 

resolution, radioactive 

material involved. 

Radiation risk: Low. Image 

detail: Moderate. Best for 
visualizing metabolic 

activity. 

SPECT 

Detects gamma rays emitted by a tracer. 

Assesses blood flow, detects myocardial 
infarctions, and evaluates brain disorders. 

Non-invasive, provides 

functional information, good 
spatial resolution. 

Longer acquisition time than 
PET, lower sensitivity than 

PET, radioactive material 

involved. 

Radiation risk: Low. Image 
detail: Moderate. Best for 

visualizing blood flow and 

brain function. 

 

 

Fig. 6. Categorization of CAD systems in medical imaging interpretation: a) 

Second-reader, b) Concurrent-reader, and c) First-reader types [73]. 

Despite CAD's acknowledged utility, persistent challenges 
include high development costs, elevated false-positive rates 
leading to increased recalls and biopsies, and limited clinical 
efficacy. These challenges are well-documented in clinical 
studies, emphasizing the need for AI-driven solutions. 

The recent introduction of AI-CAD, primarily employing 
deep learning methodologies, signifies a significant 
advancement. Deep learning algorithms have proven effective 
in reducing interpretation time and improving diagnostic 
accuracy, as demonstrated by studies like Kyono et al., which 
explored deep learning's potential to ease radiologists' workload 
in mammography screenings. AI-CAD's reliance on deep 
learning adopts a data-driven approach, benefiting from 

extensive datasets to enhance performance. Fig. 7 illustrates the 
superior performance of deep learning-based AI-CAD 
compared to traditional CAD systems, particularly with 
increasing data volume. 

 

Fig. 7. Development processes: a) Conventional CAD vs. b) Deep learning-

based AI-CAD [73]. 

In conclusion, the shift from CAD to AI-CAD represents a 
significant advancement in medical imaging diagnosis, offering 
increased accuracy, efficiency, and versatility. As AI matures, 
its integration has the potential to revolutionize healthcare 
delivery, providing clinicians with sophisticated diagnostic tools 
for precise and timely patient care. 

Remarkable Applications of AI-CAD 

 Breast Cancer: AI-CAD systems have demonstrated 
significant potential in breast cancer screening and 
mammography interpretation. Systems like cmAssist 
[54] can reduce false-positive markings by up to 69%, 
minimizing unnecessary follow-up procedures and 
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patient anxiety. Deep learning models have shown 
accuracy comparable to experienced radiologists, with 
some hybrid models outperforming human experts. The 
AI-STREAM study [55] aims to generate real-world 
evidence on the benefits and drawbacks of AI-based 
computer-aided detection/diagnosis (CADe/x) for breast 
cancer screening. 

 Tuberculosis Detection: AI-based CAD systems can 
assist in community-based active case finding for 
tuberculosis, especially in areas with limited access to 
experienced physicians. Okada et al. [56] demonstrated 
the applicability of AI-CAD for pulmonary tuberculosis 
in community-based active case findings, showing 
performance levels nearing human experts. This 
approach holds promise in triaging and screening 
tuberculosis, with significant implications for addressing 
healthcare professional shortages in low- and middle-
income countries. Such advancements contribute to the 
World Health Organization's goal of "Ending 
tuberculosis" by 2030. 

 Eye Disease Diagnosis: Google's deep learning analysis 
[57] achieved a detection sensitivity of about 98% in 
diagnosing eye diseases. AI analysis of fundus 
photographs [58] can assist in diagnosing not only eye 
diseases but also systemic conditions like heart disease, 
surpassing human capabilities. 

 Skin Cancer Diagnosis: AI demonstrates accuracy 
equivalent to or higher than dermatologists in diagnosing 
skin cancer, utilizing deep learning on large datasets of 
skin lesions. Studies have shown AI achieving diagnostic 
accuracy comparable to dermatologists [59] and even 
outperforming them in differentiating melanoma [60]. 

 Bone diseases: The use of AI, particularly deep learning, 
is gaining traction in the medical community for 
diagnosing and treating bone diseases. Recent 
applications focus on segmentation and classification of 
bone tumors and lesions in medical images. For instance, 
Zhan et al. [61] developed SEAGNET, a novel 
framework for segmenting malignant bone tumors. 
Yildiz Potter et al. [62] explored a multi-task learning 
approach for automated bone tumor segmentation and 
classification. Additionally, Ye et al. [63] investigated an 
ensemble multi-task deep learning framework for the 
detection, segmentation, and classification of bone 
tumors and infections using multi-parametric MRI. 
These studies highlight the potential of deep learning to 
significantly improve the accuracy and efficiency of 
diagnosing and treating bone diseases. 

 Other Pathological Applications: AI has demonstrated 
superior performance in detecting lymph node metastasis 
of breast cancer [64] and detecting diabetes from fundus 
photographs [65] with high sensitivity and specificity. 
These applications underscore AI's potential in 
enhancing the accuracy and efficiency of medical 
imaging diagnosis, ultimately improving patient 
outcomes and healthcare delivery. 

Overall, AI-CAD systems have shown remarkable potential 
in various medical imaging applications, from breast cancer 
screening to tuberculosis detection, eye disease diagnosis, skin 
cancer diagnosis, and other pathological conditions. By 
leveraging the power of deep learning and large datasets, these 
systems can augment and enhance human expertise, leading to 
improved diagnostic accuracy, efficiency, and accessibility in 
healthcare. 

C. Recent Research Trends in Medical Image Classification 

and Cancer Statistics (2020-2024) 

Recent statistics from representative journals using 
keywords related to medical image classification cover the latest 
advancements from 2020 to 2024. In addition, the 2024 Cancer 
Statistics [74] indicate a 33% decrease in cancer deaths in the 
U.S. since 1991, attributed to reduced smoking, earlier 
detection, and improved treatments. However, the incidence of 
six major cancers continues to rise, with colorectal cancer 
becoming a leading cause of death among men under 50. Efforts 
like the Persistent Poverty Initiative aim to mitigate cancer 
outcomes' impact of poverty, emphasizing the need for 
increased investment in prevention and disparity reduction. 

The document concludes with a projection of the top ten 
cancer types for new cases and deaths in the United States for 
2024, underscoring the ongoing challenge and importance of 
advancements in medical imaging diagnosis. 

VI. CHALLENGES AND ADVANCEMENTS IN MIC 

While MIC has experienced significant progress, challenges 
remain in data limitations, algorithm development, and 
healthcare integration. This section explores these challenges 
and proposes innovative solutions to advance the field. 

TABLE XVI.  FIVE-YEAR STATISTICS OF MEDICAL IMAGE CLASSIFICATION 

RESEARCH IN FOUR REPRESENTATIVE JOURNALS (2020-2024) 

 Classes Springer Sciencedirect IEEE PubMed 

1 cancer 4064 3474 748 291 

2 brain 3599 2984 523 112 

3 tumor 2440 2789 436 103 

4 lesion 2378 3035 286 81 

5 lung 2374 2102 433 98 

6 Breast 2019 1815 309 110 

7 eye 1979 1602 144 39 

8 COVID 1894 1460 343 107 

9 skin 1865 1647 241 71 

10 Heart 1547 1489 121 19 

11 AIDS 964 738 30 3 

12 liver 898 971 61 25 

13 bone 847 938 83 32 

14 cardiac 722 898 30 14 

15 prostate 581 638 25 14 

16 kidney 541 696 32 20 

17 tuberculosis 471 321 49 4 

18 colorectal 442 494 35 22 

19 Malaria 178 115 25 6 
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Fig. 8. Projected top ten cancer types for new cases and deaths in the United 

States for 2024, by gender [74]. 

A. Challenges and Solutions in MIC 

1) Medical image data: 

a) Limited labeled data: Transfer learning has shown 

promise in addressing the scarcity of labeled data. Kim et al. 

[75] provide a comprehensive review of transfer learning 

methods for MIC. Additionally, FSL, ZSL, and Med-VLM 

have been explored as potential solutions, as mentioned in 

previous sections. Fig. 8 shows the projected top ten cancer 

types for new cases and deaths in the United States. 

b) Inter-class similarity and imbalanced datasets: Islam 

et al. [76] introduced CosSIF, a cosine similarity-based image 

filtering method for synthetic medical image datasets to 

improve accuracy when dealing with high inter-class similarity. 

For imbalanced datasets, Huynh et al. [77] propose a semi-

supervised learning approach for MIC. 

c) Large image sizes and domain shift: Sreenivasulu and 

Varadarajan [78] present an efficient lossless ROI image 

compression technique to address computational challenges 

posed by large image dimensions. Guan and Liu [79] provide a 

survey on domain adaptation methods for medical image 

analysis, highlighting techniques to improve model 

generalizability across different datasets and populations. 

2) Clinical data: 

a) Data privacy, security, and accessibility: Kaissis et al. 

[80] discuss secure, privacy-preserving, and federated machine 

learning approaches in medical imaging, addressing crucial 

aspects of protecting patient data while improving access to 

clinical data. 

3) Practical application challenges 

a) Model interpretability: Alam et al. [81] explore LRP 

and Grad-CAM visualization techniques to interpret multi-

label-multi-class pathology prediction using chest radiography, 

enhancing model interpretability. 

b) Model validation: Ramezan et al. [82] evaluate 

sampling and cross-validation tuning strategies for regional-

scale machine learning classification, ensuring model 

performance and generalizability. 

c) Regulatory approval: Joshi and Bhandari [83] provide 

an updated landscape of FDA-approved AI/ML-enabled 

medical devices, offering insights into navigating regulatory 

requirements. 

Future Directions and Research Opportunities: 

This review highlights various challenges in medical image 
classification and presents potential solutions based on recent 
research. However, it's important to note that these solutions 
require further validation in specific clinical contexts. To 
advance the field, researchers should consider: 

 Conducting comparative studies of different approaches 
to address each challenge. 

 Validating the proposed solutions in diverse clinical 
settings and with larger datasets. 

 Investigating the integration of multiple solutions to 
address complex, real-world scenarios in medical image 
classification. 

 Exploring the ethical implications and potential biases of 
AI systems in healthcare. 

B. Key Advancements in MIC Techniques 

a) Transformers vs. CNNs: Evidence suggests 

Transformers like ViT and DeiT demonstrate promising results 

compared to traditional CNNs, especially in capturing global 

context and long-range dependencies. 

b) Synergy of transformers and CNNs: Hybrid models 

like MedViT and TransMT-Net leverage the strengths of both 

architectures, achieving superior performance in classification 

and segmentation tasks. 

c) Med-VLMs for multitask MIC: Integrating Med-VLMs 

into multitask learning frameworks improves performance by 

effectively aligning visual and textual information. 

d) AI for tumor classification: AI models demonstrate 

impressive accuracy in distinguishing between benign and 

malignant tumors, with potential to augment clinical decision-

making. 

e) FSL addresses the challenge of limited labeled data by 

enabling models to generalize effectively from a small number 

of examples. Researchs have demonstrated that FSL can 

achieve high accuracy in tasks such as tumor detection with 

minimal data, highlighting its potential in clinical applications. 

f) ZSL tackles the issue of classifying unseen categories 

by leveraging semantic relationships. ZSL has shown 

promising results in identifying rare diseases and novel medical 

conditions, significantly aiding in early diagnosis and treatment 

planning. 

g) XAI techniques enhance the interpretability and 

trustworthiness of MIC systems, making them more acceptable 

in clinical practice. Additionally, XAI contributes to optimizing 

model performance and accuracy by providing insights that 

allow for iterative model adjustments. 
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C. Summary 

Addressing data challenges, refining algorithms, and 
ensuring responsible implementation are crucial for advancing 
MIC. The integration of Transformers, CNNs, Med-VLMs, and 
XAI techniques holds immense potential for improving 
healthcare delivery and patient outcomes. With the increasing 
focus on explainability and trustworthiness in AI models, further 
breakthroughs in MIC and its transformative impact on 
healthcare can be anticipated. 

VII. CONCLUSION AND FUTURE DIRECTIONS 

The paper outlines the development of medical image 
classification through three solution levels: basic, specific, and 
applied. It discusses traditional high-performance deep learning 
models and highlights the promising vision-language models 
that can explain predictions. The paper also emphasizes the 
potential of multimodal models combining clinical and 
paraclinical data for disease diagnosis and treatment. It notes the 
research community's growing interest in early prediction to 
reduce risks and the role of Explainable Artificial Intelligence in 
improving predictive results. The application of AI in Computer 
Vision for medical purposes consistently surpasses expectations, 
indicating a future focus on integrating AI advancements into 
diagnostic and treatment-related problems using multimodal 
data. 
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Abstract—Esophageal cancer (EC) is a severe and commonly 

increasing disease due to the uncontrolled growth in the 

esophagus. It is the sixth leading cause of cancer-related deaths 

worldwide. The traditional methods for the diagnosis of EC are 

not only time-consuming but also suffer from inconsistencies due 

to human factors such as experience and fatigue. This paper 

proposes a deep learning (DL) approach for the detection of EC 

from endoscopic images to improve efficiency and accuracy. The 

study utilizes an endoscopic image dataset of 2000 images evenly 

split into cancerous and non-cancerous cases. After image 

preprocessing and augmentation, these images are fed into the 

proposed Inception ResNet V2 model. The extracted features 

were processed by the final classification layers and produced 

class probabilities. The simulation results revealed that the 

suggested model attained 98.50% of accuracy, 97.50% of 

precision, 98.75% of recall and 98.00% of F1 score after fine-

tuning. These results underscore the model's capability to 

accurately identify EC, minimizing false positives and enhancing 

diagnostic reliability. The proposed DL framework for 

automated EC detection, promising advancements in clinical 

workflows and patient care. 

Keywords—Deep learning; esophagus cancer; transfer 

learning; endoscopic images; inception ResNet V2; fine tuning 

I. INTRODUCTION 

Cancer involves a range of illnesses caused by the 
uncontrolled growth of cells, which can impact any part of the 
body. Over the past century, the number of new cancer cases 
diagnosed within a specific period of time and mortality rates 
have significantly increased worldwide. This rise can be 
attributed to several factors, including changes in lifestyle, an 
aging population, genetic tendencies, and environmental 
influences such as pollution and dietary habits. Among the 
many types of cancer, EC is the 6th leading cause of cancer-
related deaths worldwide, highlighting its severity and 
significant impact on public health [1]. In less developed 
regions the impact of EC is significantly greater, where 80% of 
cases arise.  About 70% of these cases are diagnosed in males, 
with new diagnosis and mortality rates being two to five times 
greater in men compared to women, increasing with age. The 
frequency of EC is rising due to factors such as population 
growth and increased life expectancy. Risk factors like 

smoking and excessive alcohol consumption also play a role in 
the increase of EC, as depicted in Fig. 1 [2]. It begins within 
the mucosal layer of the esophagus and gradually extends 
outwards, making early identification more challenging. As a 
result, individuals might postpone seeking medical help until 
the cancer has reached an advanced stage. Therefore, it's 
crucial to raise awareness about risk factors and encourage 
early screening, particularly for individuals with specific 
demographics, lifestyle habits, or medical conditions [3]. 

EC can be broadly divided into 4 categories based on the 
type of cells from which the cancer originates as shown in Fig. 
2. Squamous cell carcinoma (SCC) develops from the thin, flat 
cells lining the esophagus, with risk factors including smoking, 
excessive alcohol consumption, and specific dietary factors. 
Adenocarcinoma develops from glandular cells located in the 
lower part of the esophagus, close to the junction with the 
stomach. Risk factors for this type of cancer include obesity 
and smoking. Sarcomas, which develops from connective 
tissues such as muscle or cartilage in the esophagus, are rare 
and consist of only a small fraction of EC cases. Lymphoma, a 
cancer of the lymphatic system, can occur in the esophagus but 
is rare compared to other types of EC. 

The TNM (Tumor, Node, Metastasis) staging system is 
employed in clinical practice to examine the extent of EC. It 
categorizes tumors on the basis of three factors: Tumor (T), 
assessing the size and invasion of the primary tumor; Node 
(N), indicating lymph node involvement; and Metastasis (M), 
evaluating distant organ spread [4]. Combining T, N, and M 
categories allows clinicians to stage EC (I-IV), assisting 
treatment decisions and providing prediction data. 
Conventional EC detection and classification involve manual 
inspection of endoscopic images by trained professionals, 
which is time-consuming and subjective. This approach results 
in variability in diagnoses and missed detections. Human 
interpretation can be influenced by factors like observer 
experience, tiredness, and personal opinion, affecting 
diagnostic accuracy and consistency. Thus, there's a demand 
for more objective and streamlined approaches to detect and 
classify EC, enhancing diagnostic accuracy, enabling early 
intervention, and improving patient outcomes [5]. 
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Fig. 1. Esophagus cancer. 

 
Fig. 2. Types of esophagus cancer: (a) Squamous cell carcinoma, (b) Adenocarcinoma (c) Sarcoma and (d) Lymphoma. 

Deep learning, a subset of machine learning (ML) has 
shown impressive performances in extracting complex patterns 
and features from large datasets. This has resulted in notable 
progress in tasks like recognizing, classifying, and segmenting 
images. In medical imaging, such as endoscopic images for EC 
detection and classification, DL has shown immense potential. 
These algorithms can efficiently analyze vast amounts of 
medical images, accurately identifying diseases that are hidden. 
For example, DL models can distinguish between normal and 
abnormal tissue, detect early signs of cancerous lesions, and 
even predict disease progression based on imaging data [6]. 
Moreover, DL algorithms can be integrated into clinical 
workflows to help healthcare professionals in making more 
accurate and timely diagnoses. Automating the analysis of 
medical images can help lessen the burden on endoscopists and 
radiologists, enabling them to concentrate on cases requiring 
more complex interpretation. However, the use of DL in 
medical image analysis shows certain challenges including the 
need for large, high-quality labeled datasets, robust validation 
methods, and interpretability of model predictions. Addressing 
these challenges is crucial to ensure the reliability and safety of 
AI-assisted medical diagnosis and treatment. In this study, an 
effective DL approach for detecting the EC from endoscopic 
images is proposed. The method uses an Inception ResNet V2 
model to categorize the endoscopic images accurately as “EC” 
or “No_EC”. The work proposed offers the following key 
contributions: 

 To develop a DL-based model for the detection and 
classification of EC form endoscopic images. 

 To improve the diagnosis of EC from endoscopic 
images and obtain an optimum accuracy. 

 To compare and analyze the performance of the method 
suggested with the existing methods. 

The paper proceeds as follows: Section II reviews previous 
methods relevant to the current study. Section III outlines the 
proposed approach. Section IV presents the experimental 
results and their interpretation. Finally, Section V provides the 
study's conclusion. 

II. LITERATURE REVIEW 

Chin et al. (2024) [7] aimed to develop a diagnostic system 
using DL to differentiate EC from non-contrast CT images of 
chests. They studied 398 people with EC and 255 healthy 
individuals without esophageal tumors. They employed a 
technique called nnU-Net for segmenting the esophagus and 
used a decision tree (DT) to determine the presence or absence 
of cancer. Their DL-based method demonstrated strong 
diagnostic performance, achieving 0.900 of sensitivity, 0.882 
of accuracy, 0.880 of specificity, 0.890 of AUC and an 0.891 
of F-score. Similarly, the study faced certain limitations, 
including difficulty in identifying all early-stage cancers and 
also the number of patients involved in this study is limited. 

Li et al. (2024) [8] presented a deep-learning approach for 
segmenting EEC lesions. They utilized the YOHO framework, 
as it depends only on a single image from each patient to 
ensure complete patient privacy. This "one-image-one-
network" learning strategy avoided the generalization issues by 
training the network exclusively on the input image itself, 
without using data from other patients. The YOHO framework 
was evaluated on an EEC dataset, attaining a mean Dice score 
of 0.888. 

Yasaka et al. (2023) [9] studied the efficacy of a DL model 
in detecting EC on contrast-enhanced CT images. Their study 
comprised 252 patients with EC and 25 patients with No EC. 
They developed a DL model using data from patients with EC 
for training and validation. Then, they applied the developed 
model to a test dataset containing patients with and without 
EC, achieving AUCs of 0.98 and 0.95 for image-based and 
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patient-based analyses, respectively. Also, the study shown 
certain limitations, including a training dataset of relatively 
small size and the restriction to patients with EC visible on CT 
images. 

In their study, Fang et al. (2022) [10] used a semantic 
segmentation method to predict and label early-stage EC. They 
utilized a combination of ResNet and U-Net as the fundamental 
artificial neural network (ANN) architecture to extract the 
feature maps used in classifying and predicting the cancer’s 
location. A total of 90 narrow-band images (NBI) and 75 
white-light images (WLI) were used. The research found that, 
on average, it took 111 ms to make predictions for each image 
in the test set. NBI showed 84.724% of high accuracy rate 
compared to WLI, which achieved 82.377%. These findings 
indicate that the proposed method is suitable for EC detection. 

In their study, Tsai et al. (2022) [11] introduced a new 
method that integrate hyperspectral imaging (HSI) through 
band selection. They transformed WLIs into NBIs and 
developed a single-shot multi-box detector (SSD) model to 
predict the location and stage of EC, using a total of 1780 EC 
images. The outcomes shows that the mean average precision 
(mAP) for WLIs was 80%, for HSI images was 84% and for 
NBIs was 85%. 

In their research, Zhang et al. (2022) [12] proposed an 
automated DL system for detecting esophageal cancer on 
barium esophagram. They employed five datasets derived from 
barium esophagram to progressively train, validate, and test the 
DLS. The method was evaluated and achieved a specificity, 
accuracy and sensitivity of 88.7%, 90.3% and 92.5%, 
respectively, in detecting EC. The study notes some 
limitations, such as the data collected only from a single 
medical center and the use of high-quality barium esophagram 
images for both testing and training purposes. 

Mohammed (2022) [13] aimed to create a computer system 
utilizing modern image processing techniques and algorithms 
for the early identification of EC. The study employed the 
Fuzzy C-Means (FCM) algorithm for segmentation and 
clustering, and utilized a convolutional neural network (CNN) 
algorithm for detection. When tested on 100 color 
esophagogastroduodenoscopy (EGD) images, the proposed 
system achieved an accuracy of 95%. Observations indicated 
that combining these two algorithms enhanced the detection of 
EC. 

Gong et al. (2022) [14] conducted a study where they 
developed a DL model capable of diagnosing ECs, non-
neoplasms, and precursor lesions using endoscopic images. A 
total of 5163 (WLIs) were used to train and test the model. 
They utilized a no-code DL tool to build the model. It achieved 
an internal test accuracy of 95.6%, with precision at 78.0%, F1 
Score at 85.2%, and recall at 93.9%. Furthermore, the external 
test accuracy reached 93.9%. However, a limitation of the 
study was that the established model's diagnostic performance 
was comparatively lower in comparison to other classes. 

Chen et al. (2021) [15] introduced an EC detection model 
based on DL. They employed the Faster RCNN method, 
incorporating a technique called online hard example mining 
(OHEM), for detecting objects in EC images. The experiment 

included 1525 gastrointestinal CT images collected from 420 
patients. The improved Faster RCNN's performance was 
examined by evaluating its mAP, F-1 measure and detection 
time. The experimental results indicated that the improved 
Faster RCNN outperformed the other two networks. The 
proposed method achieved a mAP of 92.15%, an F-1 measure 
of 95.17%, and a detection time per CT of only 5.3 seconds. 

Takeuchi et al. (2021) [16] proposed a system based on AI 
for diagnosing EC from CT images, employing a group of 458 
patients with primary EC in their study. A DL based image 
recognition model VGG16, was fine-tuned specifically for 
detecting EC. The CNN's diagnostic accuracy was examined 
using a test dataset comprising 46 cancerous images from CT 
scans and 100 non-cancerous images. The CNN-based system 
demonstrated an F-value of 0.742, a diagnostic accuracy of 
84.2%, a specificity of 90.0% and a sensitivity of 71.7%. The 
study's limitations include insufficient datasets, which limits 
the model's performance. 

Tsai et al. (2021) [17] employed an HSI and a DL model to 
determine the stage of EC and mark their positions. The study 
generated spectral data from the images using a special 
algorithm developed for this purpose. An SSD system was 
used in DL methods for the diagnosis and classification of EC. 
The prediction model for EC was evaluated using WLI and 
NBI images. The accuracy in detecting EC was 88% for WLI 
and 91% for NBI. Additionally, the algorithm required 19 
seconds for result prediction. 

Sui et al. (2021) [18] aimed to develop a DL model using 
the thickness of esophagus for detecting EC from unenhanced 
CT images. They identified 141 patients with EC and 273 
without EC for the model training. A CNN model was created 
by collecting unenhanced CT images for diagnosing EC. 
Specifically, in this study, CNN utilized a VB-Net 
segmentation model, designed to separate the esophagus in 
images, measure the thickness of the mucosal layer of the 
esophagus and identify any lesions in the esophagus. The 
model's results demonstrated an average specificity of 74.33%, 
an average sensitivity of 77.67% and an average accuracy of 
76%. The study’s limitation highlighted that the developed DL 
model depended only on the thickness of the mucosal layer of 
the esophagus and couldn’t identify the texture and other 
radiomic features. 

There are several gaps in current research related to the 
detection and segmentation of esophageal tumors from 
unenhanced CT images. Firstly, it's challenging to identify 
these images and tumors specifically around the 
esophagogastric junction. Secondly, the detection performance 
is said to be weak when dealing with low-quality images. 
Additionally, the model's performance can heavily depend on 
the size of the learning rate used during training. Moreover, if 
the initial weight vector of a neuron is too distant from the 
input vector, it can lead to a decrease in the performance. Also, 
there's a poor prediction performance when generating depth 
maps. Tumors at different stages vary significantly in its shape, 
volume, and complexity, which affects the accuracy of 
automated segmentation. Finally, the use of limited and biased 
datasets during training may have limited the overall 
performance of DL-based models. 
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III. MATERIALS AND METHODS 

Detecting EC from endoscopic images is crucial for 
medical diagnosis. In this study, a DL model incorporating an 
Inception ResNet V2 is utilized for the precise detection and 
classification of EC. An outline of the work suggested is 
illustrated in Fig. 3. The model takes endoscopic images from 
the dataset as input. These images undergo further 
preprocessing and augmentation. Subsequently, the 
preprocessed images are given as an input to the pretrained 
Inception ResNet V2 model to identify the features and 
classifies the images into two categories: “EC” or “No_EC”. 

A. Dataset Description 

The dataset for detecting EC from endoscopic images was 
obtained from the Kaggle repository [19]. It comprises 2000 
endoscopic images, with 1000 images depicting EC and 1000 
images showing no EC. These images are stored in "jpg" 
format, ensuring ease of access and compatibility. Fig. 4 
displays sample images from the endoscopic image dataset. 

B. Data Preprocessing and Augmentation 

In the proposed framework for detecting EC from 
endoscopic images, preprocessing plays a crucial role in 
improving image quality by reducing noise and improving the 
contrast. This involves resizing the images and normalization. 
To enhance training efficiency, OpenCV was employed to 
standardize all images to 224x224 pixels. Data augmentation 
increases dataset sizes by applying random alterations to 
existing images. Techniques such as rotation, flipping, 
shearing, and zooming create varied versions of the original 
images enhancing the model’s ability to generalize and 
recognize cancerous patterns under different conditions [20]. 

Following data augmentation, the dataset is split into training 
and testing sets with a ratio of 80:20. 

C. Proposed Methodology 

1) Convolutional Neural Network (CNN): A CNN 

network is a DL model designed specifically for processing 

and analyzing visual data. It comprises various layers, such as 

pooling layers, convolutional layers and fully connected 

layers. The CNNs architecture is illustrated in Fig. 5. In this 

architecture, features from input images are extracted by the 

convolutional layers by applying filters or kernels across the 

image. These layers capture patterns such as textures edges 

and shapes. The feature maps produced from convolutional 

layers are subsequently down-sampled by pooling layers, 

which lowers the spatial dimensions of the data without losing 

important information. Finally, the fully connected layers 

process the features extracted and carry out regression or 

classification tasks. CNNs are efficient at recognizing objects 

in images due to their ability to share parameters and connect 

nearby pixels. This helps them learn patterns at different 

levels, like shapes and textures. Consequently, CNNs are 

valuable for tasks such as object detection, image 

classification and segmentation [21]. 

2) Inception ResNet V2: Inception ResNet V2 is a deep 

CNN architecture that merges the principles of the Inception 

and ResNet models [22]. This hybrid model is employed for 

detecting EC. The basic architecture of the Inception ResNet 

V2 model, is shown in Fig. 6, which includes the inception 

modules, convolutional layers and residual connections. 

 

Fig. 3. Block diagram of the proposed methodology. 

 
Fig. 4. Sample endoscopic images of (a) Esophagus cancer (b) Normal. 
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Fig. 5. Basic block diagram of CNN. 

 
Fig. 6. Basic architecture of inception ResNet V2 model. 

The endoscopic images are given as input to the Inception 
ResNet V2 model, functioning as a feature extractor. This 
allows the model to capture the features from the input image, 
including textures, shapes, and patterns associated with EC. 
The inception modules within the architecture conduct parallel 
convolutions at different scales, facilitating the model in 
capturing multi-scale features. The residual connections within 
each block facilitates gradient propagation. By combining the 
advantages of inception modules and ResNet's skip 

connections, Inception-ResNet V2 achieves high accuracy and 
computational efficiency in deep network training.  In the 
proposed fine-tuned model, a pre-trained Inception ResNet V2 
functions as a feature extractor, extracting significant features 
from the input endoscopic images. These features extracted are 
subsequently fed into dense layers comprising fully connected 
neural network layers for classification. The proposed 
framework architecture is depicted in Fig. 7. 
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Fig. 7. Proposed model architecture.

The initial dense layer comprises 512 units and employs the 
ReLU activation function, introducing non-linear 
characteristics to the model, enables to learn more complex 
patterns and relationships within the data. To reduce the issue 
related to overfitting, a dropout layer with a dropout rate of 0.3 
is applied after the initial dense layer. Following, another dense 
layer with 512 units and ReLU activation, similar to that of the 
previous layer, captures high-level representations and patterns 
from the data, while a dropout of 0.3 is applied again to prevent 
overfitting. At last, the output layer of the model consists of a 
single neuron with sigmoid activation. This configuration is 
well-suited for binary classification, effectively distinguishing 
between endoscopic images depicting “EC’’ or “No_EC”. 

Fine-tuning is a specific approach within the TL where the 
pretrained model's parameters are fine-tuned using the new 
dataset as shown in Fig. 8 [23]. 

In endoscopic image-based EC detection, fine-tuning 
involves in adapting a pretrained deep learning model, such as 
Inception-ResNet V2, that has previously been trained on a 

large dataset. During fine-tuning, the initial layers of the 
pretrained model, which capture general features are kept fixed 
or "frozen" to preserve the knowledge gained during the 
original training. This ensures that the model retains its ability 
to recognize basic patterns and structures. Next, the model is 
trained on the new dataset of endoscopic images depicting EC. 
This model adjusts the weight of the latter layers to extract 
features specific to the EC detection. These later layers, 
starting from the 600th layer onwards in this case, are 
responsible for capturing more specific features relevant to the 
new task or dataset. Applying a low learning rate during fine-
tuning allows the later layers of the model to adapt slowly to 
the new dataset. As the training progresses, the model learns to 
extract task-specific features from the endoscopic images, such 
as shapes, textures, and patterns associated with EC for 
accurate predictions. Finally, the dense layers at the end of the 
model are used for classification, detecting whether the 
endoscopic images depict EC or not. Table I provides a 
summary of the proposed model, both before and after fine-
tuning. 

 
Fig. 8. Block diagram of fine-tuning. 
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TABLE I.  SUMMRY OF THE DESIGNED MODEL 

 Before Fine-tuning After Fine-tuning 

Total Parameters 74,261,217 74,261,217 

Trainable Parameters 19,924,481 46,509,569 

Non-Trainable Parameters 54,336,736 27,751,648 
 

The algorithm for the proposed model is outlined below: 

Algorithm 

Input: Endoscopic image dataset, labels determine Esophagus 

cancer or No_Esophagus cancer. 

Output: Predictions of whether the input image contains esophagus 

cancer or not 

Begin: 

Load and preprocess data: 

1. Collect dataset: S= {(𝑀𝑖 , 𝑛𝑖), where 𝑀𝑖  is an endoscopic 

image and 𝑛𝑖∈ {0,1} 𝑛𝑖i∈ {0,1} (1: No_EC, 0: EC).  

2. Preprocess: 

 Resize: 𝑀𝑖→𝑀𝑖
′∈𝑅224×224 

 Normalize: 𝑀𝑖
′ →

𝑀𝑖
′−𝜇

𝜎
 

 Data Augmentation: 𝑀𝑖
′ → {𝑀𝑖

′′} (Shear, Zoom, 

Flipp, Rotation) 

Define Base Models: 

1. Load Inception ResNet V2  

2. Input: 224 × 224 × 3 

            Dense (512, activation=’relu’) 

           Dropout (0.3) 

          Dense (512, activation=’relu’) 

         Dropout (0.3) 

        Dense (1, activation=’sigmoid’) 
3. Weight Initialization: Random initialization for new layers. 

Fine tune the Model: 

1. Compile Modified Model: 

model. Compile (loss=’binary_crossentropy’, 

optimizer=’Adam’) 

2. Fine-tuning from the 600th Layer Onwards: 

      for l≥600, layer. trainable=True 

     for 𝑙<600, layer. trainable=False 

3. Train the Model with Fine-tuning Hyperparameters: 

     Base_learning_rate= 𝜂 

    Lower_layer_learning_rate= 
𝜂

10
 

   Optimizer_higher_layers= Adam(learning_rate= 𝜂) 

   Optimizer_higher_layers= Adam(learning_rate= 
𝜂

10
) 

history = model.fit (train_data, epochs=num_epochs, 

validation_data= (val_data, val_labels)) 

4. Update the Lower Layers: 

Model Evaluation: 

1. Evaluate:  

           metrics=M.evaluate( 𝑋𝑡𝑒𝑠𝑡  , 𝑦𝑡𝑒𝑠𝑡 ), where metrics 

include accuracy, precision, recall and f1- score. 

2. Adjust Hyperparameters: 

if test_accuracy < desired_accuracy: adjust 

hyperparameters and retrain 

 

Save the Model 

End 

D. Hardware and Software Setup 

The method proposed for detecting EC from endoscopic 
images is implemented and evaluated on the Google 
Colaboratory platform. Two different learning rates, 0.0001 
and 0.00001, are selected for the training process. The Adam 
optimizer is chosen for its effectiveness in optimizing DL 
models by adapting the learning rate during training. 
Additionally, the binary crossentropy loss function is employed 
which is commonly used for the binary classification 
distinguishing “EC” and “No EC”. A batch size of 8 samples 
per iteration is utilized during training such that the model 
processes eight images at a time before updating its 
parameters. The training process is conducted over 10 and 20 
epochs, with each epoch representing one complete pass 
through the entire training dataset. The hyperparameters of 
deep neural networks are determined empirically and have a 
notable impact on the learning process, as detailed in Table II. 

TABLE II.  HYPERPARAMETERS 

Parameters Value 

Image Size 224*224 

Batch Size 8 

Optimizer Adam 

Learning rate 0.0001, 0.00001 

Number of epochs 10,20 

Activation function Relu, Sigmoid 

Loss Binary crossentropy 

Class mode Binary 

IV. RESULTS AND DISCUSSION 

A. Evaluation Metrics 

Evaluation metrics offer a quantitative assessment of 
performance of the model, facilitating a structured and a 
comprehensive evaluation of its effectiveness. Table III shows 
several key evaluation criteria from the proposed study. 

Table IV shows the classification report of the proposed 
models for EC detection from endoscopic images, revealing 
significant performance improvements after fine-tuning. 
Initially, the model achieved 94.49% accuracy, which is 
increased to 98.50% after fine-tuning. Precision improved from 
95.99% to 97.50%, while recall rise from 96.24% to 98.75%. 
The F1-score also increased substantially from 94.99% to 
98.00%. These enhancements demonstrate that fine-tuning the 
model led to a more accurate and precise classification 
performance, effectively identifying positive instances while 
minimizing false positives. 
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TABLE III.  EVALUATION METRICS 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)                                                                       (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 = (𝑇𝑃)/(𝑇𝑃 + 𝐹𝑁)                                                                                                        (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  (𝑇𝑃)/(𝑇𝑃 + 𝐹𝑃)                                                                                                  (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2[(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)]                                           (4) 

𝑇𝑃 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑇𝑁 = 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝐹𝑃 = 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝐹𝑁 = 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

TABLE IV.  CLASSIFICATION REPORT OF PROPOSED METHOD 

Metrics Before Fine-tuning After Fine-tuning 

Accuracy 94.49 % 98.50 % 

Precision 95.99 % 97.50 % 

Recall 96.24 % 98.75 % 

F1-score 94.99 % 98.00 % 

Plots, such as accuracy and loss plots, are utilized in EC 
detection using endoscopic images to visualize the 
performance of ML models during training. The accuracy plot 
displays how well the model performs in terms of correctly 
predicting the target variable over each epoch of training. 
Conversely, the loss plot illustrates the value of the loss 
function across each epoch, representing how well the 
predictions of the model match with the actual target values. 
As training progresses, the accuracy tends to increase while the 
loss decreases, indicating that the model is learning to make 
more accurate predictions. 

Fig. 9 illustrates the accuracy plot and loss plot of the 
model before fine-tuning. Initially, in Epoch 1, the proposed 
model attained an accuracy of around 83.36% on the training 
dataset and 91.87% on validation dataset, indicating a good 
performance at the start of training. With each epoch, the 
accuracy gradually improves. By the final epoch (Epoch 10), 
the accuracy increases to approximately 96.02% on the training 
dataset and 96.25% on the validation dataset. Regarding loss of 
the model, it begins with a relatively high value of 0.7302 in 
the initial epoch and progressively decreases over subsequent 
epochs. By the final epoch, the loss reduces to 0.1039, 

indicating that the model’s predictions become more accurate 
as training progresses. 

Fig. 10 illustrates the accuracy plot and loss plot of the 
model after fine-tuning. Initially, in Epoch 1, the proposed 
model attained an accuracy of about 90.39% on the training 
dataset and 96.25% on the validation dataset. As training 
progressed, the accuracy is improved, reaching approximately 
98.83% on the training dataset and 99.06% on the validation 
dataset at Epoch 30. Regarding the loss, the initial epoch 
(Epoch 10) showed high loss around 0.2356, indicating initial 
errors in prediction. However, as training continued, the loss 
slowly decreased, reaching approximately 0.0304 by the final 
epoch (Epoch 30). This decrease indicates that the model’s 
predictive accuracy results in more precise classification as 
“EC” or “No EC”. 

A randomly selected image from the dataset is subjected to 
classification using the proposed model, accurately identifying 
it as either “EC” or “No EC.” This successful classification, 
depicted in Fig. 11, underscores the model’s effectiveness and 
reliability in accurately identifying and categorizing images 
within the dataset. Table V presents a comparison of the 
accuracy between the proposed and current techniques. 

 
Fig. 9. (a) Accuracy plot and (b) Loss plot of the model before fine-tuning. 
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Fig. 10. (a) Accuracy plot and (b) Loss plot of the model after fine-tuning. 

 
Fig. 11. Sample classification outputs. 

TABLE V.  COMPARISON BETWEEN THE PROPOSED METHOD AND EXISTING METHODS 

SL. No: Author Methodology Accuracy (%) 

1. Chong Lin et al. [7] nnU-Net 88.20 

2. Fang et al. [10] U-Net & ResNet 84.724 (NBI), 82.377 (WLI) 

3. Zhang et al. [12] Two-stage DLS 90.3 

4. Mohammed [13] FCM & CNN 95 

5. Gong et al. [14] DL 95.6 

6. Chen et al. [15] Faster RCNN 93.53 

7. Takeuchi et al. [16] VGG16 CNN 84.2 

8. Proposed Methodology Inception ResNet V2 with Fine tuning 98.50 

 

The following table presents the comparison of the 
proposed method for EC diagnosis from endoscopic images 
with existing approaches. The proposed methodology which 
uses Inception ResNet V2 with fine-tuning, achieved the 
highest accuracy at 98.50%. This outperforms the performance 
of other methods, such as nnU-Net by Chong Lin et al. with 
88.20% accuracy, U-Net & ResNet by Fang et al. with 
84.724% (NBI) and 82.377% (WLI), and the two-stage DLS 
by Zhang et al. with 90.3%.  Other notable methods include 

FCM & CNN by Mohammed at 95%, DL by Gong et al. at 
95.6%, Faster RCNN by Chen et al. at 93.53%, and VGG16 
CNN by Takeuchi et al. at 84.2%. The results indicate that the 
proposed method significantly outperforms existing 
approaches, highlighting its potential effectiveness in 
accurately diagnosing esophageal cancer from endoscopic 
images. Fig. 12 shows the graphical representation of the 
comparison of the proposed and existing approaches. 
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Fig. 12. Accuracy comparison of existing and proposed methods. 

V. CONCLUSION 

The early identification of EC is essential in enhancing 
treatment effectiveness and improving patient outcomes. This 
study proposes an effective DL method for detecting EC from 
endoscopic images. The methodology employed a deep CNN 
architecture, specifically the Inception ResNet V2 model. 
Preprocessed images are fed into the Inception ResNet V2 
model, which serves as a feature extractor. TL was used to 
enhance the model for EC diagnosis. Through fine-tuning, the 
model successfully classified images depicting EC or not. The 
results show the efficacy of the suggested model showing 
significant improvements in the model exhibiting 98.50% of 
accuracy, 97.50% of precision, 98.75% of recall and 98.00% of 
F1 score. These improvements show that the model can 
accurately identify positive instances while minimizing the 
false positives which is crucial for the cancer diagnosis. Thus, 
the study presents a robust DL approach for EC detection from 
endoscopic images, providing exciting opportunities for 
enhancing treatment efficiency. One of the major limitations of 
the proposed work is its computational complexity. 
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Abstract—This paper proposes a framework to solve academic 

certificate fraud by implementing a blockchain network. A 

permissioned Hyperledger fabric network is deployed to store 

students’ information and allows the proper access to guarantee 

the system security. The paper discusses several studies that 

introduce variants of solutions for the academic certification 

tampering problem by using blockchain technology. It finds 

Hyperledger Fabric secure, performant with higher TPS than 

Bitcoin and Ethereum; latency increases with participant number. 
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I. INTRODUCTION 

Education in the era of industry 4.0 is different from the old 
days, Nowadays, Technology becomes a part of everything, 
especially, one of the most important pillars of nations' 
development. Thus, technologies like the Blockchain had been 
employed to help developing education in many forms; 
education systems management, Institutional Accreditation, 
Academic records, academic credits, and degrees' verification. 
Hence, no wonder, Blockchain is a promising technology that 
had been adopted by a variety of industries such as health 
records, manufacturing, tourism, supply chain & logistics, 
financing & banking, and education [1], which is because of the 
immutable ledger that made it secured, decentralized, 
transparent, and accountable networking technology [2]. 

Credential fraud is one of the challenges that had been an 
obstacle for the education systems around the world, 
particularly, as it affects the education quality, trustworthiness, 
and creditability, thus, the country's education ranking. For 
instance, The United Kingdom was known for hosting the 
biggest amount of Diploma mills [3] while investigations 
resulted in the University of Wales shutting down its degree 
validation system and the registrar resigning [4]. Furthermore, 
one in every nine politicians in the lower house of the Russian 
Duma held a fake academic degree as per a study was conducted 
in 2015 [5]. Pakistan was not any far from that, where regulatory 
bodies were easily able to fake degrees of high-standard officials 
and it was discovered by the Federal Investigation Agency in 
January 2018 [6]. And when it comes to our Arab world, we can 
mention the 450.000.000$ revenues that were gained by an 
American-operated diploma mill that had offices in Europe and 
the Middle East [7]. 

As it was mentioned, the Credentials fraud is prevalent all 
over the world, however some recent project started to counter 

this, thanks to the new Blockchain network helps to store 
students' data safely and allow appropriate access to their 
records [8], Moreover, it supports the management system of the 
academic degrees and the learning outcomes [9]. That is why 
integrating a degree verification system for higher education can 
be a noted step in achieving the education development goals in 
Egypt. 

Blockchain-based education solutions had been proposed 
and implemented in many higher institutions; in Massachusetts 
institute of technology in the United States of America has 
implemented a project named "Blockcert" that is an open-source 
developing platform that allows developers to develop 
certifications' validation applications for academic records [10]. 
Also, in Maribor University in Slovenia where the EDUCTX 
project was first introduced to be a peer-to-peer student and 
university network that allows students credit for fees payments 
[11]. 

This study is of utmost importance as it tackles the urgent 
requirement for secure and tamper-resistant validation of 
academic qualifications. Through Hyperledger fabric 
technology, this framework guarantees transparency, diminishes 
fraudulent activities, and strengthens confidence in the 
educational field. It holds substantial practical implications for 
educational institutions and employers globally, simplifying the 
validation procedure. Furthermore, it lays the groundwork for 
future progressions in digital credentialing and decentralized 
authentication systems. 

Researchers opt for the blockchain-suggested framework to 
verify academic certificates because it effectively tackles the 
problem of certificate tampering for several compelling reasons: 

1) Firstly, the immutability of the blockchain ensures that 

once academic certificates are recorded, they become tamper-

proof, making it virtually impossible to alter certificate data 

without detection. Additionally, the blockchain's consensus 

mechanism maintains the integrity of the certificates by 

validating any changes to the records. 

2) Furthermore, the transparency and auditability provided 

by the blockchain play a crucial role in addressing the problem 

of certificate tampering. The transparent ledger allows 

authorized participants to view all transactions related to 

certificates, aiding in the identification and tracking of any 

unauthorized changes. Moreover, comprehensive audit trails 

enable easy verification of certificate authenticity and detection 

of tampering attempts. 
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3) The decentralized verification offered by the blockchain 

framework also contributes to addressing the issue of certificate 

tampering. The use of a distributed network ensures that no 

single entity controls the certificate data, reducing the risk of 

tampering by internal or external actors. Additionally, consensus 

protocols used in blockchain ensure that changes are only 

accepted if agreed upon by multiple network participants, 

further mitigating tampering risks. 

However, evaluating the security of this framework through 
penetration testing is valuable, but it has limitations. These 
limitations encompass its limited scope, the possibility of 
overlooking untested areas, time and resource constraints, and 
reliance on the testers' knowledge. Furthermore, the constantly 
changing threat landscape means that new vulnerabilities may 
arise after the testing process. Ethical and legal factors can also 
limit the extent of testing, and live system tests may cause 
disruptions in operations. Lastly, penetration testing may fail to 
identify certain issues, such as insider threats or subtle logical 
flaws, highlighting the necessity of a comprehensive, 
multifaceted security assessment approach. 

II. BACKGROUND 

Blockchain was defined by (Wang) [12] as "an essentially a 
distributed database of records, or public ledger of all 
transactions or digital events that have been executed and shared 
among participating parties", originally, Bitcoin was first 
introduced and developed in 2008 as the base stone for 
Blockchain technology [13]. Simply, Blockchain is a series of 
blocks linked together using encrypted links or "Hashes", 
similarly, each of these blocks represents a database record and 
the Hash is the link between these blocks. Deenmohamed [14] 
explained the Blockchain that needs to contain at least "three 
constituents"; "Data" which is the record stored. "Previous hash" 
and its value of the preceding block hash, and "Hash" which is a 
calculated value of the block-stored data, and the "Previous 
hash" that references it. 

The decentralized nature of a blockchain, along with its 
immutability, data encryption, and change transparency, are the 
key factors that contribute to its exceptional level of security 
[15]. 

Conventional client-server systems, such as centralized 
systems, store all data in a single repository, which exposes the 
system to potential hacking threats. Also, when maintenance or 
downtime occurs, the entire system becomes inaccessible; 
however, in the worst-case scenario, if the system becomes 
corrupted or irreparable, all the data will be permanently lost. 
On the other hand, blockchain, as a decentralized network, offers 
significantly higher security against hacking attempts as it 
operates without the control of any central authority or third-
party controller, ensuring enhanced security measures. 
Moreover, blockchain technology ensures data immutability, 
making it tamper-proof once stored through the utilization of 
cryptographic hash functions. While blockchain maintains 
transparency by recording every transaction, it also safeguards 
user privacy by encrypting usernames, thereby protecting the 
user's identity [16]. 

Blockchain networks can be permissioned or permissionless. 
Aswin & Kuriakose [17] explained that Permissioned 
blockchains differ in that they are exclusively open to a specific 
group of verified participants. These participants operate within 
a governance model that fosters partial trust among them. 
Permissioned block chains serve as a means to secure 
interactions between entities that share a common objective but 
cannot fully trust one another. Unlike permissionless 
blockchains, permissioned blockchains do not require costly 
mining processes, and implementing a native currency is not 
obligatory. On the other hand, Permissionless networks stand 
out in blockchain networks as they are accessible to all 
individuals, with the added benefit of participant anonymity. 
This inclusive nature allows virtually anyone to partake in the 
network, ensuring anonymity for all involved. Trust within 
permissionless blockchains solely relies on the state of the 
blockchain itself, as no external factors influence participants' 
trust. Additionally, permissionless blockchains typically 
incorporate a native cryptocurrency, which necessitates either 
mining or transaction fees. 

III. RELATED WORK 

Based on many studies, Blockchain proved its ability to 
overcome most of the security issues any other database 
technology faced before. Especially when the related field is 
education, as the educational process outcomes is meant to be 
certified to guarantee and authenticate students’ qualification of 
specific study track. The following studies discussed the 
deployment of the blockchain in some educational areas in term 
of certifications’ security and validity. 

In [1]: The study of Huynh [18] was conducted to set a 
solution for the global spread of fake certificates which are 
becoming difficult to be managed or controlled. Today many 
institutions issue unlicensed certificates, this prolongs the 
validation process of certificates, especially with the increase in 
the number of certificate holders. 

Thus, the author benefited from the advantages of 
blockchain and the potentials of Blockcert that can solve the 
problem of fake certificates more easily and securely. A 
blockchain called UniCert is deployed to issue and verify 
certificates which, in the future, will prevent the issuance of any 
fake certificates based on the author's mention. 

The UniCert standard makes it possible to issue multiple 
certificates simultaneously by committing to the recipient list 
file format a certain way that each column is used to distinguish 
recipients. The recipient's UniCoin address is used to retrieve 
issued certificates. That title is called PubKey. After issuance, 
the certificate identification number issued to the recipient will 
be added. 

The Merkle root algorithm (hash tree) is designed to be used 
in cryptocurrency to assure the data blocks' safety when passing 
through peer-to-peer networks, to be undamaged, complete, and 
unaltered. 

After the target certificate is being hashed, all of those 
certificate hashes are merged into the Merkle root, and the 
evidence of this is the trend of Merkle Root that returns at Target 
Hash. As a result, UniCert Signature is a trust guarantee that 
every batch of certificates is secure. 
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In [2]: Problems related to the forgery of certificates lead to 
dire consequences on society. Certainly, the traditional method 
of printing paper certificates encourages forgery. It leads to a 
long wait for the certificate to be issued and then received. To 
avoid these issues, El-Dorry [19] proposed a digital certificate 
system that is based on the blockchain with the basic 
characteristics of consensus, source, immutability, and finality. 

This study aims to develop a decentralized system for issuing 
digital certificates using the blockchain and according to the 
Hyperledger Fabric framework. This system is characterized by 
being able to prevent certificate fraud and reduce costs and time 
taken to issue those certificates. Blockchain was chosen because 
it is a trackable system that is maintained across synchronized 
ledgers. It is also a completely tamper-proof system. The use of 
Hyperledger Fabric is based on its privacy, scalability, and smart 
contract support. 

A decentralized blockchain system consists of a network of 
participants, in our case, it consists of four organizations: public 
universities, private universities, corporations, and the 
MOHESR (Ministry of Higher Education and Scientific 
Research) in Egypt. As well as graduates with specific roles who 
represent their universities. All persons within the network, 
whether participants or actors have their permissions. Graduates 
query their degree through synchronized ledgers also called 
ledgers. 

As for the Ministry of Higher Education, it can inquire about 
synchronized books and can issue certificates to graduates of 
private universities. Also, Companies have the right to verify the 
authenticity of the certificate, so they are considered actors 
where companies have access to the verification portal. 
Graduate certificates will have a period during which they will 
be valid. 

This model was the result of this study where the network 
configured to accept MOHESR as network administration 
center, and the ordering service is a solo node for ordering 
transactions which is just used for development. 

The solution consists of three applications, each is connected 
to the peer organizations to allow actors to interact with the 
blockchain network to issue, request, and verify a certificate, 
each according to the allowed permissions. 

In [3], on the other hand, the study of Hasan [20] aimed to 
develop a proposal for a theoretical system to verify graduate 
certificates. It is a blockchain-based system on the cloud that can 
issue academic certificates, verify their validity, and block 
cryptocurrencies. 

The study deals with the Blockchain (BC) technology used 
to solve these problems. It showed that the proposed “DistB-
CVS” system found that banned cryptocurrencies can benefit 
from this BC technology. The research proposed a system model 
to verify the certificates according to the BC located in the cloud 
database. 

The authors suggested the DistB-CVS architecture based 
primarily on BC as it is the most suitable solution for countries 
with crypto-bans. 

The paper proposed a consensus algorithm that has a major 
role in improving the block validation mechanism. This study 

was able to enhance security by relying on a multi-signature 
scheme. (Block chain without cryptocurrencies). The research 
evaluated the performance of the displayed architecture while 
adding various criteria such as increased throughput and latency 
change. 

It has been observed that the proposed “DistBCVS” 
architecture shows much better performance after a certain time. 
That's because of the strong authentication and privacy 
performance of the current model. Data becomes more secure 
when using a multi-signature scheme. 

In [4], Gayathiri [13] discussed the validation of academic 
and sports certificates as it is tedious for organizations, and 
indicated how important it is to convert everything related to 
diplomas to a digital format. It is known that it is difficult for 
students to keep their academic degrees, but, in the digital world, 
SSLC, HSC, and Academic Certificates can become digital, 
easy-to-obtain, and validated for the students in educational 
institutions. 

The suggested application can work even if it is disconnected 
from the network. Through it, the authenticity of the certificate 
and the accuracy of the documented information are quickly 
verified. 

Through the proposed system, it is easy to convert academic 
and sports certificates to another type called digital certificates. 
The samples and quantity of the digital certificates are then 
added, hashed, and stored in blocks. The chaotic algorithm is 
used to generate the hash value as it takes input in various sizes 
and produces a fixed-size output. For blocks, each block consists 
of three sections which are the hash value, timestamp, and the 
hash value of the previous block. All those blocks are connected 
in the form of a blockchain. 

In the proposed application, the administrator login is via the 
first page using their login ID and password, on the next page, 
the student and the certificate are added, and the last page allows 
validation of the certificate. After login, the administrator can 
add the student's data and certificates by clicking on the button 
designated for that. Later, the auditor or the employer can 
validate the certificate using the auditor's login ID and password. 
This method provides the student login ID and selects the type 
of certificate and validates the authenticity of the original 
certificates by clicking the Verify button. 

In [5], Khandelwal [21] argued the certification fraud from a 
consequence perspective, as he mentioned that people who have 
worked hard and obtained legitimate degrees suffer from those 
who have fake degrees. 

The system has three main users which are: the user, the 
organization, and the company that verifies. The user is the 
person who has the certificates and who can share them with the 
companies. Institutions are responsible for issuing original 
certificates. An auditor is an individual or company that verifies 
the authenticity of certifications. 

Once a user has completed a particular course, diploma, or 
degree, the organization will make a digital copy of the 
certificate. The organization converts the digital certificate to a 
base-64 string, then, it hashes the certificate using the SHA-512 
algorithm. This hash is sent to the blockchain using the 
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enterprise's private key signature, so the blockchain 
automatically verifies that signature before a transaction is 
triggered to add the hash to the blockchain. 

Then, the transaction ID is generated successfully. It sends 
the user the transaction ID obtained and the digital certificate. 
When the user is in the system, it becomes visible on their 
control panel. It will also be uploaded to the portal via the user's 
account. The user can send a digital copy of the certificate to the 
company through the system. Thus, the company can view and 
verify all the certificates received from the user on the 
dashboard. 

The system is secure and is a guarantee of the original 
identity of each of the three entities concerned which are the 
user, the organization, and the auditor. 

In [6], from another view, monitoring personal fraudulent 
activities can help to detect certificates fraud as discussed by 
Priya [22] who proposed a system that is able to deploy unique 
monitoring by updating all personal identity activities and illegal 
activities carried out against a person. The whole personality and 
behavioral activities of a person can be monitored by the 
modification process. 

The proposed system was developed on Ethereum platform 
and being run on Ethereum virtual machine (EVM), and it 
consists of multiple modules; user interface, verification, 
building block, android-based QR code generation. 

The user can view his certificates after completing the 
correct authentication, if a third person scans the QR code 
beyond the allowed limit, that person's location will be sent to 
the authorized user with the permission link. Also, the user can 
allow or reject that person through this link. 

The system has a transparency that allows the process of 
requesting and granting the certificate automatically. Thus, 
companies and organizations will be able to verify the data of 
any certificate from the system. 

In [7], Bousaba & Anderson [23] highlighted the case when 
a student is going through requesting procedures of requesting 
an official copy of the certificate or validation of grade after 
graduation which can be demanded various reasons such as 
seeking a job or higher education. Usually, people who request 
verification of grades are bound by a specific time limit. The 
traditional methods of validating scores are very complex which 
makes them very time-consuming. It is known that these 
methods require human labor to maintain them. They often have 
security or privacy issues. 

To solve this system problem, the study provided a solution 
via Ethereum smart contracts and using a decentralized 
application (DApp). Via a user profile application, the user is 
enabled to use the functionality of the Ethereum Smart Contract 
with a provided web graphical interface. The application allows 
the programming of transaction logic into the blockchain by 
connecting the Ethereum blockchain technology to the EVM 
(Ethereum Virtual Machine) using the Solidity programming 
language. 

Students, universities, and trusted parties can retrieve student 
information after accessing the requestor's information and then 
using the private key to decrypt. 

However, student data is not subject to change unless it has 
been intentionally modified and with a specific date for the 
modified data on the blockchain. 

The results of the tests showed that the cost of gas remained 
constant even though the number of users increased. Another 
test was done using a third-party account which turns out that he 
was only able to view the students' profile information but not 
to edit it. All tests passed and were able to embrace the 
application's initial use cases. 

In [8], another study highlighted that obtaining a fake 
graduation certificate has become easy due to the lack of an anti-
counterfeiting system. This made tracking and validating those 
certificates in the traditional way arduous. 

Devdoot [24] study proposed a system to solve this problem 
based on smart contracts and IPFS. The list of participants who 
can interact with our smart contract are university/College, 
students, and the company. 

The certificate data will be collected and appended in a bit 
matrix then it will be given to IPFS. After it applies the hash 
algorithm, that hash will be stored with the original certificate. 

IPFS will pass that data to the Blockchain. Then, the issuer 
will be approved for the generation fee in MetaMask. This hash 
will be stored in the Blockchain and is not subject to change 
under normal circumstances. The student will be able to send his 
digital certificate to different institutions and companies. 

The issuer will be able to load that certificate or write the 
hash key. The system will be able to provide a response whether 
the document is legitimate or illegitimate. 

In [9], also, Liu & Guo [25] proposed a scheme that can store 
certificates, validate scores and combine the properties of the 
blockchain. The study demonstrated the scheme as follows: 

Platform: The front-end system of a web service through 
which the user of the system can interact with the blockchain. 
The platform user is mainly divided into three: system 
administrators, users, and auditors. 

Sections. System administrators can manage and assign user 
rights. The users are the students. They are responsible for 
submitting, querying, and updating transaction requests for 
certificate registrations if necessary. The auditors refer primarily 
to the user of the colleges and to those responsible for checking 
the validity of certificates. 

The system consists of the application layer, the business 
layer, the smart contract, and the Hyperledger Fabric. 

The results of the tests showed that the system is 
characterized by a faster transaction processing rate than other 
blockchain systems. Based on this scheme, the transfer rate of 
transactions of this system is maintained at 180-250 tps. But the 
Bitcoin-based scheme makes seven transactions per second. 
And Ethereum is capable of doing dozens of transactions per 
second. The Hyperledger Fabric-based scheme has the highest 
transaction throughput. 

In [10], the study of Tariq [26] discussed the credential data 
fraud that has become a common practice and negatively affects 
investment and trust in higher education systems. This study 
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proposed a blockchain-based solution that provides a 
comprehensive solution for validating certified data. It is the 
most influential Cerberus in the fight against fraud as it is 
connected to the existing validation ecosystem. 

The accredited body works in partnership with multiple 
parties such as universities, and monitoring entities, such as 
organizations and citizen groups as it maintains the authorized 
blockchain network. The authorized body can periodically 
aggregate these transactions into blocks that are then added to 
the blockchain. 

The university issues an academic paper certificate and a 
digital copy of it when the student graduates. The Registrar 
digitally signs that accredited certificate and then publishes it on 
the Cerberus network. Next, the authorized body verifies the 
digital certificate by the nodes mined in the block which are 
added to the blockchain. The certified certificate is then issued 
and certified digitally. 

The university issues the student’s degree certificate that 
includes a QR code. The business owner can verify the original 
certificates by scanning the code using the web portal or 
smartphone application. 

The search prototype was implemented on Parity, an 
Ethereum client, version 1.10.4-fixed. Parity insists that it is the 
fastest and most advanced Ethereum client (89). 

Cerberus is scalable because it is batch version dependent. It 
also maintains the privacy of user data. 

The authors mentioned that one of the direct additions is to 
link several approved documents or student qualifications to the 
system. This ensures that you can check the most recent and that 
all data is also original. The system can easily integrate this by 
including the hashes of the previous original data in the 
parameters of the recently approved data. 

In [11], further, the study of Hammi [27] spotted the light on 
the public key (PKI), as it has a primary function of the 
infrastructure which is revocation management as this mission 
is essential to the security of the PKI. 

The study relies on the use of a public blockchain to store 
and publish data for revoked certificates. The proposal uses the 
same principles as the CRL distribution points to support 
scalability. When the certificate authority (CA) revokes the 
certificate, it recalculates the corresponding Bloom filter. It also 
provides a new transaction to store in the blockchain. 

The proposal includes four entities; certificate authority 
(CA), blockchain (BC), server, and the client. 

The Namecoin blockchain was used. Its role is to implement 
the bit top-level domain. It is also independent of the Internet 
Corporation for Assigned Names and Numbers (ICANN). 

A mechanism based on bloom filters has been proposed 
because it reduces the time required to provide invalidation 
information. The study uses the same principles as the CRL 
distribution points. Each distribution point served by a Bloom 
filter is filled with revoked certificates. Then, Bloom filters and 
cancellation information are shared and published using the 
public blockchain. 

Standard deviations calculated on the results of each trial 
were very low (<0.08 ms), however after the evaluation, it 
became clear that the revocation system was able to meet the 
security requirements in addition to its ability to outperform the 
current systems. 

Focusing on the worst-case scenario of our solution, that is 
when the filter provides a positive response. The challenge is to 
provide an alternative solution that avoids the downloading of 
all the LRSIs from the server. 

In [12], furthermore, Chengv [28] discussed distance 
education as it has become one of the most important 
educational means for students. Despite its advantages, online 
education makes it difficult to track student activities. There are 
also difficulties in managing the verification of paper documents 
and digital files. In this study, a digital education certification 
prototype is designed based on the use of blockchain, and the 
abstract algorithm. 

Education data can currently be verified by the system, 
universities, and employers using the certification authorities as 
to the regulatory nodes of the blockchain consortium. 

The student can use the application to issue a digital 
certificate. Next, a digital certificate is generated and then 
hashed into a digital fingerprint. The certificate is stored in an 
immutable position on the blockchain. 

Employers are allowed to recognize the authenticity of the 
digital student certificate. 

The mobile terminal software allows students to apply to the 
school to generate a digital certificate via a specific application. 
Students can authorize stakeholders to search for their original 
data. 

In this prototype, the study considers that the Macau 
University of Science and Technology will serve as the 
university's participating node responsible for issuing digital 
documents. The test environment for Hyperledger Fabric V1.4 
is configured with the goal of creating a blockchain framework. 
The model allows for the virtual deployment of blockchain 
nodes to three organizations and to share with two peers. To 
measure the performance of the educational blockchain 
platform, the Hyperledger Caliper tool is used. This tool also 
uses scalability and stability. 

As a result, the creation of a new transaction recorded a 
transfer rate of 263.9 tps and a query of 1982.6 tps which verifies 
the efficiency and the superiority of the proposal over the 
traditional method. 

The mentioned studies illustrate the characteristics and 
capabilities of the blockchain, which the researchers recommend 
for building a secure certificate ledger. Blockchain 
characteristics as revealed are: (1) Immutability, (2) Privacy, (3) 
Confidentiality, (4) Auditability, (5) Accountability, (6) 
Interoperability, (7) Data sharing, (8) Tractability, and (9) Data 
integrity. 

IV. THE PROPOSED FRAMEWORK 

The researcher proposes a framework that links the 
qualifications taken by the student under one account in a 
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blockchain system. Fig. 1 summarizes the general workflow of 
the proposed framework. 

 

Fig. 1. System framework. 

The system admin represents the graduation affairs 
administration in the faculty of commerce and business 
administration at Helwan University in Egypt. The admin can 
log into the system using a provided unique username and 
password to initiate or update an academic certificate of a 
student. The student account holds all academic certificates 
related to the concerned student that can be of graduation, 
masters, or doctorate certificate type. 

To add a student’s new certificate, the system admin needs 
to create a new student account by inserting basic information 
such as student ID, Name, birth place, birth date, nationality, 
national ID, gender, contact number, email, account user name, 
and the password. 

The admin can add a new certificate by inserting details such 
as university and faculty name, degree type, degree name, 
specialization, general percentage, general grade, graduation 
project grade, total credit hours, the CGPA, graduation season, 
date of certificate initialization, date of certificate confirmation, 
thesis title, and the number of prints. 

Once a certificate is saved, it is viewable in the student’s 
account, so the student can generate a QR code and share the 
serial number with the employer. On the other hand, the 
employer can access the portal to validate a certificate using the 
certificate serial number provided by the graduate. 

V. FRAMEWORK IMPLEMENTATION 

Aswin & Kuriakose [17] revealed that Ethereum operates as 
a public blockchain, making all data publicly accessible. 
Consequently, it is well-suited for applications that require 
interaction with a global audience, such as insurance and peer-
to-peer gambling. On the other hand, Hyperledger Fabric is 
specifically designed for private use cases, particularly in supply 
chain scenarios where participants should only have access to 
relevant data. For instance, it allows selling goods at different 
prices without disclosing this information to all participants. 
Furthermore, the study found that Ethereum, the more popular 
framework, offers a diverse ecosystem of development tools. 
However, it lacks well-established support for various 
programming languages, resulting in limited options. 
Conversely, Hyperledger Fabric provides essential tools but 
supports widely used languages with extensive libraries, 
facilitating development [17]. 

The Hyperledger Fabric has been identified by researchers 
as an optimal choice for implementing the authentication 
framework for academic certificates due to a variety of key 
advantages. These advantages include: 

1) A permissioned network that ensures controlled access 

and heightened security by permitting only authorized 

participants. 

2) The modular architecture of the Hyperledger Fabric 

allows for the customization of components to align with 

specific requirements, including the integration of pluggable 

consensus mechanisms. 

3) Hyperledger Fabric boasts scalability and performance 

capabilities, supporting parallel transaction execution to achieve 

high throughput and low latency, thereby enhancing its 

scalability. 

4) In addition, the platform offers privacy and 

confidentiality features such as private channels and fine-

grained access controls to safeguard sensitive data within the 

academic certificate authentication framework. 

5) The rich query language of Hyperledger Fabric enables 

flexible and efficient data retrieval and verification processes, 

enhancing the overall functionality of the system. 

6) Furthermore, the platform promotes interoperability by 

seamlessly integrating with existing systems and supporting 

cross-platform compatibility, ensuring smooth operation within 

diverse technological environments. 

7) Hyperledger Fabric benefits from a strong community 

and support system, with an active development community and 

comprehensive documentation to assist users in navigating the 

platform effectively. 

8) The platform provides features that aid in regulatory 

compliance, including audit logs and privacy controls, to help 

meet the necessary regulatory requirements for the 

authentication of academic certificates. 

These combined benefits establish Hyperledger Fabric as a 
robust, secure, and scalable solution for the authentication 
framework of academic certificates. 

Hyperledger fabric implemented system consists of: 

1) Organizations (Peers): are the entities which the 

transactions are being transferred among, such as graduation 

affairs administration, student, and the employer, and each of 

them has its own ledger. 

2) Chain code: is the smart contract that contains the 

transaction code – instructions- that is required to be executed, 

such as inserting student data, insert a new certification, and 

retrieve student’s data, etc. 

3) Consensus mechanism: serves as the validation principle 

through which all participating organizations reach an 

agreement on the data that is generated as a result of executing 

the Chaincode. 

4) Endorsement policy: the agreement policy which verifies 

user authentication, creates a version of the asset that allows read 

and write operations, and has the authority to either accept or 

reject the proposal. 
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5) Channels: between the peers to execute transactions. 

The Hyperledger Fabric network is deployed using single-
organization model for executing the following Chaincode (a 
simplified textual representation): 

Chaincode: 

    Procedure CreateAccount(ctx, studentID, Name, birthplace, 

birthdate, nationality, nationalID, gender, contactnumber, 

email, accountusername, password) 

        studentExists = Call StudentExists(ctx, studentID) 

 

        if studentExists 

  return "Student already exists" 

 

        student = { 

  studentID, Name,  birthplace,  birthdate,  nationality, 

  national_ID,  gender, contactnumber, email, 

accountusername,  password} 

 

        Call PutState(ctx.stub, studentID, 

Buffer.from(JSON.stringify(student))) 

        return "Student account created successfully" 

 

    Procedure InsertCertificate(ctx, studentID, universityname, 

facultyname, degreename, specialization, generalpercentage, 

generalgrade, graduationprojectgrade, totalcredithours, CGPA, 

graduationseason, dateofcertificateinitialization, 

dateofcertificateconfirmation, numberofprints) 

        studentExists = Call StudentExists(ctx, studentID) 

 

        if not studentExists 

  return "No student account found" 

 

        degreeExists = Call DegreeExists(ctx, degreename) 

 

        if degreeExists 

  return "Degree already exists" 

 

        certificateID = Call GenerateRandomCertificateID() 

        certificate = { 

  certificateID, studentID, universityname, facultyname,  

degree_name, specialization, generalpercentage, generalgrade, 

graduationprojectgrade, totalcredithours, CGPA, 

graduationseason, 

dateofcertificateinitialization, dateofcertificateconfirmation, 

numberofprints       } 

        Call PutState(ctx.stub, degreename, 

Buffer.from(JSON.stringify(certificate))) 

        return "Student account created successfully. Certificate 

ID: " + certificateID 

 

    Procedure RetrieveCertificates(ctx, studentID) 

        studentExists = Call StudentExists(ctx, studentID) 

 

        if not studentExists 

  return "No student account found" 

 

        certificates = [] 

        iterator = Call GetStateByPartialCompositeKey(ctx.stub, 

'certificate', [studentID]) 

 

        for each (key, value) in iterator 

  certificates.push(JSON.parse(value.toString('utf8'))) 

 

        return if certificates.length > 0 then certificates else "No 

certificates found for this student" 

 

    Procedure StudentExists(ctx, studentID) 

        studentData = Call GetState(ctx.stub, studentID) 

        return bool(studentData and length(studentData) > 0) 

 

    Procedure DegreeExists(ctx, degreename) 

        certificateData = Call GetState(ctx.stub, degreename) 

        return bool(certificateData and length(certificateData) > 

0) 

 

    Procedure GenerateRandomCertificateID() 

        min = 1000 

        max = 9999 

        return random(min, max) 

VI. APPLICATION PROCEDURES 

The process of inserting student data into the HLF network 
involves the following procedures: 

1) The system admin initiates a request (proposal) to carry 

out the insertion transaction for the student's data. 

2) The endorsing peer emulates the proposal by applying 

the endorsement policy, so it can either accept or reject the 

proposal. 

3) If the proposal is approved, system sends the required 

transaction to the ordering service node. 

4) The ordering service node maintains process 

concurrency and integrity by generating a batch (block) 

comprising the requested transactions and guarantees their 

sequential placement in the correct order. 

5) Then it passes all the approved transactions to all peer to 

insert the data into their ledgers. 

6) Peers validate each transaction by validating; the 

endorsement policy and the read/ write version. 

7)  Then the peers commit the transactions block to the 

blockchain, therefore, all peers will see the new inserted data. 

In the realm of blockchain, the current data is stored in the 
world state ledger, which is constantly updated. Simultaneously, 
the log information ledger documents the historical transactions. 
This divergence in ledger functionality distinguishes hyper 
ledger fabric from Ethereum. 

VII. RESULTS 

The study places utmost importance on ensuring the security 
of the Hyperledger fabric network. However, the process of 
gauging the security of a Hyperledger Fabric network is all-
encompassing, involving a thorough examination of technical 
aspects, policy considerations, and ongoing monitoring. To 
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effectively address the ever-evolving threats and vulnerabilities, 
it is crucial to conduct regular security audits and implement 
necessary updates. Engaging with security experts and staying 
well-informed about the latest developments in blockchain 
security is of utmost importance in order to maintain a secure 
Hyperledger Fabric network. This highlights the role of security 
measures as a type of technological limitation. 

Linux’s security assessment of Fabric reveals that it is a 
robust and well-designed platform with a strong 
implementation. The platform has demonstrated a high level of 
security and functionality, positioning it well for future updates 
and addressing any potential flaws in the industry-standard 
cryptography [29]. 

Performance measurement of a blockchain network is as 
crucial as its security. To evaluating the read-write throughput 
of the network constructed, we utilized the Hyperledger caliper 
tool and conducted a comparative analysis with Ethereum and 
Bitcoin. 

 

Fig. 2. No. of transactions HLF vs Bitcoin and Ethereum. 

 

Fig. 3. Transactions read / write speed per second. 

The outcomes of the tests are illustrated in Fig. 2 and Fig. 3. 
Notably, the Hyperledger network exhibited a higher TPS 
(Transactions per Second) compared to Bitcoin and Ethereum. 
This discrepancy can be attributed to the fact that the latter two 
are public blockchains, involving the issuance of coins and 
utilizing different consensus protocols. As the number of 
transactions increases, the reading performance surpasses the 
writing performance, primarily due to the requirement of 
consensus for writing. Consequently, the read and write 
performance of the blockchain is influenced as the transaction 
volume rises. 

 

Fig. 4. Network latency test result. 

The data in Fig. 4 clearly demonstrates the network latency 
test results (Time taken for a transaction to be committed). As 
the number of participants’ increases, both the average delay and 
the average delay per person also increase. This relationship is 
evident when examining the results for 20, 40, 60, 80, and 100 
participants, where the average delay values are 306.5ms, 
430ms, 603.7ms, 780.9, and 911.3ms, respectively. It is worth 
noting that the average delay per person ranges from 
approximately 12-14ms. 

VIII. CONCLUSION 

In our research article, we presented a secure database for 
academic certificates utilizing Hyperledger Fabric. This 
innovative approach effectively addresses the issues of fraud 
and tampering associated with academic certifications. The 
framework showcased in our study emphasizes the significance 
of safeguarding academic data, particularly within a multi-peer 
network. The utilization of Hyperledger Fabric technology 
proves to be paramount in this context. Moving forward, our 
future investigations will focus on further enhancing academic 
accreditation through the integration of blockchain technology. 
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Abstract—In today's cyber environment, modern botnets and 

malware are increasingly employing domain generation 

mechanisms to circumvent conventional detection solutions 

reliant on blacklisting or statistical methods for malicious 

domains. These outdated methods prove inadequate against 

algorithmically generated domain names, presenting significant 

challenges for cyber security. Domain Generation Algorithms 

(DGAs) have become essential tools for many malware families, 

allowing them to create numerous DGA domain names to 

establish communication with C&C servers. Consequently, 

detecting such malware has become a formidable task in cyber 

security. Traditional approaches to domain name detection rely 

heavily on manual feature engineering and statistical analysis, 

with classifiers designed to differentiate between legitimate and 

DGA domain names. In this study, we propose a novel approach 

to classify and detect algorithmically generated domain names. 

The deep learning architectures, including LSTM, RNN and 

GRU are trained and evaluated for their effectiveness in 

distinguishing between legitimate and malicious domain names. 

The performance of each model is evaluated using standard 

metrics such as precision, recall, and F1-score. The findings of 

this research have significant implications for cyber security 

defense strategies. Our experimental findings illustrate that the 

proposed model outperforms current state-of-the-art methods in 

both DGA domain name classification and detection. Our 

proposed model achieved 99% accuracy for DGA classification. 

By integrating additional feature extraction and knowledge-

based methods our proposed model surpasses existing models. 

The experimental outcomes suggest that our proposed model 

gated recurrent unit can achieve 99% accuracy, a 94% recall 

rate, and a 98% F1-score for the detection and classification of 

DGA-generated domain names. 

Keywords—Botnet; cyber security; Domain Generation 

Algorithms (DGAs); gated recurrent unit; Domain Name System 

(DNS) 

I. INTRODUCTION 

With rapid advancement in the information technology and 
development of mobile Internet, there is increase in the Internet 
connected devices, detecting malicious domain names is of 
great importance for network security. The rapid evolution of 
the Internet has revolutionized daily life with unprecedented 
convenience, yet it also presents a formidable threat to network 
security. A constant stream of malicious attacks continues to 
emerge, with botnet-based attacks standing out as a major 
concern [1]. Botnets consist of a chain of malware-infected 
hosts, where a central machine commands these compromised 
hosts remotely via a C&C server to carry out malicious 
activities. Utilizing the Domain Generation Algorithm (DGA), 

botnets exploit algorithmic characteristics to generate pseudo-
random strings and dynamically select connected hosts, 
significantly enhancing their stealth and resilience [2]. 
Consequently, detecting DGA domain names with high 
accuracy and minimal cost is crucial for safeguarding network 
security. 

Conventional methods for detecting domain names 
primarily rely on extracting artificial features from Domain 
Name Server (DNS) traffic or statistical characteristics of 
domain name language. Machine learning is then applied to 
analyze these features for the classification and identification 
of domain names [4]. However, accurately identifying the 
appropriate type of DGA is a challenging task. Each DGA 
family typically represents a cluster of similar algorithms, and 
various types of DGAs exhibit distinct DNS traffic patterns and 
statistical characteristics of domain names. Consequently, 
detection strategies that hinge on artificial feature extraction 
are costly and lack adaptability, rendering them inadequate for 
handling the intricacies of DGA types [5]. Therefore, the 
development of a DGA detection model using deep learning 
has garnered research attention as an enhanced detection 
approach compared to traditional methods. 

Developing cyber security solutions remains a formidable 
challenge. Traditional signature-based detection systems rely 
on human involvement in continuously oversee and revise 
signatures, making them ineffective against emerging forms of 
cyber threats and emerging malware. Recent advances in 
optimization and parallel/distributed computing technologies 
have enabled the efficient training of large-scale datasets. Deep 
learning, a subset of artificial intelligence, has significantly 
improved performance across various domains [6]. 
Architectures like LSTM, RNN and GRU have demonstrated 
superior performance in cyber security applications compared 
to classical machine learning algorithms. 

Real-time approaches for detecting Domain Generation 
Algorithms (DGAs) aim to classify domains as either benign or 
generated by a DGA [7]. Retrospective methods have shown 
poor performance in this regard. Early detection techniques 
likely employed machine learning methods. Classical 
approaches to machine learning-based DGA detection heavily 
emphasize feature engineering, which results in performance of 
these methods are dependent on domain specific features [8]. 
Recently the deep learning architectures have been considered 
for DGA classification and detection, these methods perform 
better over the traditional ML algorithms, which circumvent 
feature engineering and shows significant performance 
improvement [12]. 
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In this paper, our intent is to evaluate the effectiveness of 
deep learning models for algorithmically generated domain 
detection. We suggest a deep learning technique called gated 
recurrent unit for DGA classification and detection. Initially 
this model performs the binary classification, which gives the 
probability of being benign or DGA generated. Further it 
detects whether the domains are legitimate or DGA generated, 
if the domain name is generated by a DGA then it will 
categorize the domain into respective DGA family it belongs. 

The structure of this paper is as follows. Section II 
examines algorithmically generated domain names and reviews 
related work on DGA domain detection. Section III provides 
an explanation of the domain generation algorithm. Section IV 
covers the theoretical background of deep learning methods. 
Section V outlines the overall procedure for DGA domain 
classification and detection, while Section VI describes the 
dataset used. Section VII evaluates the detection performance 
of the proposed deep learning models through experimentation. 
Results and discussion is given in Section VIII. Finally, 
Section IX presents the conclusions drawn from the study. 

II. RELATED WORK 

In recent years, many malware families have shifted their 
approach to communicating with remote servers. To 
distinguish DGA-generated domains from normal ones, 
researchers have identified distinct features associated with 
DGA-generated domain names. Consequently, numerous 
studies focus on blocking these DGA domain names as a 
defensive measure [2]. Traditional malware control methods, 
such as blacklisting, static string-matching approaches, and 
hashing schemes, are insufficient for addressing DGA threats. 
Several researchers have worked on algorithmically generated 
domain name detection some of these research papers are 
discussed below. 

Mathew [3] devised a classification system for domain 
generation algorithms based on DNS traffic, along with 
presenting various detection techniques for DGA botnets. 
Among these techniques, the genetic algorithm for DGA 
detection was proposed. However, this method is hindered by 
computational complexity and high implementation costs. 

Daniel Plohmann [4] presented a comprehensive study of 
domain generation algorithms as they are used by modern 
botnets. This study uses the reverse engineering of the DGAs 
of 43 malware families and their variants [5]. The author 
performed an analysis on domain registrations, utilizing 
historic WHOIS data. They have characterized the registration 
behavior of bot masters and sink holes and examined the 
effectiveness of domain mitigations [6]. The author explained 
the complexity of word list-based DGA families and their 
detection. 

Tong and Nguyen [7] employed semantic indicators like 
entropy, domain level, frequency of N-grams and Mahalanobis 
distance were utilized in domain classification [8] for detecting 
DGA domain names. They proposed resampling as a 
preventive measure at the data level, categorizing it into 
oversampling, under sampling, and hybrid sampling combining 
both approaches. 

K. Alieyan [9] introduced a rule-based schema for the 
domain name system designed to identify inconsistencies 
within it. The results of the study demonstrated an accuracy of 
99.35% in detecting botnets, accompanied by a low false 
positive rate of 0.25. It should be noted that this approach is 
specifically tailored for DNS-based traffic flows. 

Kheir et al. [11] introduced the Mentor method, which 
gathers statistical features from suspicious domain names and 
employs supervised machine learning to distinguish between 
benign and suspicious domains. This method was tested against 
an extensive collection of public botnet blacklists. The results 
indicate that the Mentor system effectively detects malicious 
bots while maintaining a low false positive rate by filtering out 
benign domain names. 

The author’s Woodbridge et al. [12] presented a method 
that makes use of LSTM to categorize the DGA-generated and 
legitimate domains. LSTMs have benefits over other 
approaches as they are not dependent on features and make use 
of raw domain names as their input [14]. The experimental 
results show that LSTM outperformed as compared with 
random forest with manually engineered features and logistic 
regression with bigram features [16]. These approaches can 
perform real-time detection but they are sensitive to the 
imbalanced dataset which makes it difficult to detect domains 
from minority families. 

Cheng [18] conducted an analysis comparing legal domains 
with DGA domain names, identifying significant deviations in 
domain name construction rules. They utilized domain name 
length and character information entropy as classification 
features for detecting DGA domain names. Y. Li et al. [19] 
investigated the distribution of alphanumeric characters and 
bigrams across domains sharing the same set of IP addresses to 
analyze the statistical characteristics of domain name language. 
They also evaluated the efficacy of various distance metrics in 
this context. 

Lison et al. [25] similarly adopted an approach where they 
substituted the LSTM layer with a GRU layer, achieving an 
AUC of 0.996. Meanwhile, Mac et al. [26] employed 
additional embedding and integrated an LSTM with an SVM, 
as well as a bidirectional LSTM, achieving AUCs of 0.9969 
and 0.9964, respectively, on comparable datasets. 

To address the constraints of machine learning techniques 
in the aforementioned scenarios Curtin et al. [30] designed a 
framework for detecting DGA domains with recurrent neural 
networks. The author has presented a complexity for domain 
name families called the smash word score; it quantifies how 
much DGA domain is to English words. Further, the DGA 
families having higher smash word scores will usually pose 
greater difficulty for detection [29]. The author used a recurrent 
neural network model with logistic regression for DGA 
detection which outperforms the existing approaches of DGA 
detection. The limitation of this study is results are not up to 
the mark and this is not adoptable for corporate use. 

However, while these studies have demonstrated high 
detection rates for specific DGA families, machine learning-
based detection systems often perform poorly against new 
DGA variants when trained on unrepresentative or imbalanced 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

308 | P a g e  

www.ijacsa.thesai.org 

datasets. Addressing this issue, Anderson et al. [31] employed 
a Generative Adversarial Network (GAN) to create domain 
names that traditional DGA classifiers struggle to identify. The 
generator produced synthetic data used to train new models. 
Initially, an auto-encoder was pre-trained on approximately 
256,000 domains and subsequently fine-tuned. The new 
models were then trained and evaluated using these newly 
generated domain names [32]. As a result, models trained on 
the newly generated domains exhibited an overall improvement 
in True Positive Rate (TPR) from 68% to 70%. 

Chin et al. [33] devised a machine learning-based 
framework for identifying and detecting domains generated by 
DGAs. Further they have applied the proposed ML techniques 
to investigate the DGA-based modern malware. The proposed 
model comprises two levels containing the classification as 
first level operation and the clustering method as a second-
level operation. These methods are to detect and identify the 
algorithmically generated domains. In this work ML-based 
methods apply DNS blacklist for detecting DGA-generated 
domains. 

Vinayakumar et al. [34], the author developed a model that 
gathers traffic data of DNS at the ISP level. Further, it 
identifies the DGA-based domains in real-time. They also used 
many deep learning models such as LSTM, CNN, CNN-LSTM 
and RNN for modern botnet detection. These methods have 
performed well compared to classical ML approaches and also 
give better classification accuracy rate. 

Vinayakumar et al. [35], the author had designed and 
developed scalable architecture called Apache spark. The 
proposed model gathers DNS logs data and performed the 
analysis. The deep learning techniques are being used to detect 
and gives alert for suspicious domains. 

The literature survey shows that recent methods for DGA 
domain name detection and classification based on machine 
learning performed better results and most importantly deep 
learning specifically recurrent based models. In this work, we 
apply enhanced model of LSTM called as GRU for DGA 
domain name detection and classification. 

III. DOMAIN GENERATION ALGORITHM 

A Domain Generation Algorithm (DGA) operates by 
utilizing available sources of randomness within malware to 

generate hundreds or even thousands of domains automatically. 
DGAs enable malware to constantly switch between these 
domains during attacks, complicating efforts to block and 
remove them [3]. Cybercriminals and botnet operators exploit 
DGAs to deliver malware, ensuring continuous communication 
with Command and Control (C&C) servers through 
dynamically generated domains [5]. The malware attempts to 
query each domain against its local DNS server, vital for 
translating domain names into IP addresses on the Internet [9]. 
Only domains registered by the botmaster yield valid IP 
addresses for C&C communication; unregistered domains 
return resolution errors and are disregarded [10]. One 
prominent example is Banjori, widely recognized for targeting 
online banking users to steal information [11]. According to 
NSFOCUS, Banjori was first identified in 2013, and as of in 
2019, a total of 1,499 botnets related to this issue were 
detected. 

2019, a total of 1,499 related botnets had been detected, 
with numbers continuing to rise. Other DGAs, such as Tinba 
and Ramnit, specialize in financial theft and worm infections 
[12]. Given the diversity of DGA types, precise classification 
of these domains is crucial. 

The algorithm takes DNS queries or domain names as 
input. If a domain is broken down into words or letters, it can 
be viewed as a sequence akin to a sentence. Certain words 
serve as the core components, representing key features of the 
domain name. Domain names within the same DGA botnet 
family exhibit similar characteristics based on shared keyword 
sets [13]. Consequently, domains from different families differ 
significantly in their specific keywords. 

Domains within the same family create a consistent context 
based on the characteristic keyword sets used to generate them 
[15]. These contextual differences are essential in the 
classification process. Initially, query domains are processed 
through a trained binary classification model to distinguish 
between malicious and benign domains [17]. Domains 
identified as malicious then undergo multiclass classification to 
accurately determine their DGA botnet family, as illustrated in 
Fig. 1. The binary classification distinguishes between benign 
and malicious domain names, while the multiclass 
classification identifies the specific botnet family associated 
with malicious domains. 

 

Fig. 1. Steps involved in the DGA botnet detection. 

IV. DEEP LEARNING MODELS 

A. Gated Recurrent Unit 

The Gated Recurrent Unit (GRU) is acknowledged as an 
enhanced version of the standard recurrent neural network, first 
introduced by Cho et al. in 2014. It addresses the issue of the 
vanishing gradient that commonly affects traditional RNNs. 
GRU shares similarities with LSTM (Long Short-Term 

Memory) networks in design and often yields comparable 
performance. 

GRU incorporates gating mechanisms and a hidden state to 
regulate information flow [20]. It tackles RNN issues by 
employing two gates: the update gate and the reset gate. These 
gates act as vector components (0, 1) capable of performing a 
convex combination. This mechanism determines whether to 
update (retain) or reset the hidden state based on incoming 

Domain names Binary Classification 

DGA Domains Multi class classification 

Legitimate domains 

DGA Families 
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information [21]. Consequently, the network learns to 
disregard irrelevant temporal details. 

GRUs are effective for enhancing the memory capabilities 
of recurrent neural networks and facilitating easier model 
training. They are widely applicable in diverse fields such as 
speech signal modeling, machine translation, and handwriting 
recognition. 

The basic RNN suffers from short-term memory problems. 
GRU is a modified or lightweight version of LSTM, where it 
combines long and short-term memory into its hidden states 
[22]. LSTM has two attributes cell state and hidden state; here 
it has only a hidden state which can combine both long and 
short-term memory. The GRU (Gated Recurrent Unit) is 
characterized by its two primary gates: the update gate and the 
reset gate. The update gate plays a crucial role in memory 
retention, determining how much past information should be 
preserved. In contrast, the reset gate decides how much past 
information to discard. 

The update gate is pivotal in allowing the model to 
selectively retain relevant earlier information across time steps. 
This capability is particularly advantageous as it enables the 
model to potentially retain all pertinent details from the past, 
thus mitigating the issue of vanishing gradients. 

Conversely, the reset gate determines the degree to which 
past information should be forgotten. Similar to the Forget gate 
in LSTM, the reset gate identifies and disregards irrelevant 
data, facilitating the model's ability to progress without 
unnecessary baggage from previous computations. Both gates 
contribute significantly to the GRU's architecture and function. 
While their formulas are similar, their respective roles and 
weights within the model are distinct, as elaborated in 
subsequent sections. 

In the GRU architecture, two key gates play crucial roles: 
the reset gate and the update gate. These gates are responsible 
for dynamically adjusting how much information each hidden 
unit retains or discards as it processes a sequence. In the figure 
illustrating the Gated Recurrent Unit, denoted as GRU, the 
symbols r and z represent the reset and update gates 
respectively, while h and h’ correspond to the activations and 
candidate activations. This configuration is discussed in 
reference [23]. 

During operation, when the reset gate r approaches zero, 
the hidden state disregards the previous state and resets based 
on the current input. This mechanism allows the model to 
efficiently discard irrelevant data, leading to a more 
streamlined representation. Conversely, the update gate z 
regulates how much information from the previous hidden state 
is transferred to the current hidden state. This process 
resembles the function of a memory cell in LSTM networks, 
facilitating the retention of long-term dependencies. 

At any given time step, the activation of the GRU is 
determined through a linear interpolation between the previous 
activation and the candidate activation. The update gate z 
dictates the extent to which the unit updates its activation or 
content, thereby influencing the flow of information 
throughout the network. 

V. PROPOSED ARCHITECTURE 

The proposed method includes the domain names as an 
input which contains series of characters, later it transforms 
these characters into a series of vectors.  In our proposed work 
we have adopted Keras character level embedding. After 
translating the character representation into a series of vectors 
in the next step series of vectors are provided for deep learning 
layers [24]. Further, it processes the series of vectors in the 
sequential order and at each step it updates the hidden vector 
state information. Finally, the model will be able to perform the 
binary classification task to categorize the domains as either 
benign or DGA generated, where as in multi-classification task 
initially it detects either the domain name is benign or DGA 
generated. If it is DGA generated then it classifies into the 
corresponding malware families. 

The outline of our proposed approach for detecting DGA 
domains using deep learning model is shown in Fig. 2. The 
model represents three stages of operation, first one is character 
encoding here it maps each character into real-valued vector 
and the second one is feature representation and lastly, the fully 
connected layer and softmax function differentiates between 
DGA classes, including a category for non-DGA instances. 
The proposed model is evaluated on both binary classification 
and multi-class classification that classifies whether domains 
are benign or DGA generated. Deep learning models are 
educated and evaluated on the dataset for DGA Detection. 

 
Fig. 2. Proposed deep learning architecture for DGA detection. 

A. Domain Name Character Embedding 

The Keras framework includes an embedding layer that 
translates character-level domain names into dense vectors 
representation shown in Fig. 3. The embedding is also learned 
independently during training. In this paper we have utilized 
keras for DGA detection [27]. In the initial phase of the 
operation weights are going to be assigned and later these 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

310 | P a g e  

www.ijacsa.thesai.org 

weights will learn all the characters in the dataset. Further these 
embedding layer tries to maps each one of character in the 
dataset to a 128 length of real value represented in the vector. 
The domain name character level embedding makes use of 
recurrent neural network to determine numerical value 
representation by looking at their character level compositions. 

 
Fig. 3. Domain name character level embedding. 

B. Domain Name Feature Extraction 

For representing the features various deep layers have been 
used such as LSTM, RNN and GRU. These structures will 
capture the sequential information. The pattern-matching 
approach along with the deep learning layer looks effective and 
efficient compared with regular expression [28]. The regular 
expression outputs a binary value but the deep learning models 
produce a continuous value which in turn represents how much 
the pattern is matched. 

C. Recurrent Layers 

We have used many recurrent networks including LSTM, 
RNN and GRU. Here the number of recurrent units is set to 
128 based on the knowledge acquired. These recurrent network 
layers primarily capture the sequential data from the output of 
the embedding layer. Each unit in a recurrent neural network 
employs an activation function with values ranging from [-1, 
1]. The gate uses a logistic sigmoid function, which produces 
values in the range of [1, 0]. 

D. Deep Learning for the Binary Class Classification Task 

Binary classification task involves distinguishing between 
two classes: benign and DGA (malicious). In our approach, 
benign domains are designated with a label of 0, whereas 
DGAs carry a label of 1. To tackle this task, we trained several 
deep neural network models, such as LSTM, RNN, and GRU, 
drawing on existing research in deep learning for character-
based text classification. To optimize these neural networks for 
classifying domain names as either benign or malicious, we 
refer to the detailed descriptions of the model architectures 
provided in previous studies. When applying these trained 
neural models to a test dataset, a domain is labelled as benign if 
the probability is less than 0.5 and malicious if it is 0.5 or 
higher. 

Deep Learning for the Multiclass Classification Task. The 
dataset used for multiclass classification contains domains 
from both the "benign family" and 20 distinct DGA families, 
totaling 21 families. For this task, we employed a model 
architecture similar to that used for binary classification. 
However, instead of two prediction classes, the models now 
predict among 21 classes (one class per family). Therefore, the 
output layer of the models from reference [18] was adjusted to 
use the "softmax" activation function. This ensures that the 
output values range between 0 and 1, representing predicted 
probabilities. To facilitate this, we applied one-hot encoding, 

resulting in 21 output values, each corresponding to a class. 
The class with the highest probability is selected as the final 
prediction made by the model. 

VI. DATASET DESCRIPTION 

The proposed domain name detection model was assessed 
on AmritaDGA dataset for identifying malwares/botnets from 
the DNS traffic [12]. AmritaDGA is a benchmark dataset 
publically available for research purpose. This database was 
used in DMD-2018 shared task and after the shared task this 
database has been used for benchmark purpose by various 
researchers for DGA detection [13]. Following, in this work, 
the AmritaDGA database was used for DGA domains 
detection. The domain name in the dataset is labeled as benign 
or DGA family. The dataset is further divided into training and 
testing respectively. 

All deep learning models are trained using the training 
dataset. Further the dataset is comprised of training, validation 
and testing dataset. The training, validation and testing domain 
name samples are shown in below Table I. 

TABLE I.  DETAILED INFORMATION OF THE DATASET 

Label Domain Type Training Testing Validation 

0 benign 25574 6414 8079 

1 banjori 3779 1021 1165 

2 corebot 3815 954 1242 

3 dircrypt 3890 942 1201 

4 dnschanger 3883 961 1187 

5 fobber 3815 953 1203 

6 murofet 3823 942 1237 

7 necurs 3282 823 993 

8 newgoz 3858 987 1185 

9 padcrypt 3802 932 1145 

10 proslikefan 3823 946 1176 

11 pykspa 3834 940 1194 

12 qadars 3848 972 1172 

13 qakbot 3844 964 1209 

14 ramdo 3907 963 1198 

15 ranbyus 3868 980 1258 

16 simda 3870 959 1195 

17 suppobox 3850 948 1234 

18 symmi 3802 952 1173 

19 tempedreve 3818 932 1179 

20 tinba 3845 973 1197 

VII. PERFORMANCE METRICS 

We have adopted performance measures to compare the 
accuracy of various DGA classification models. Further the 
various metrics have been used to determine the quality of 
DGA classification models. AUC, recall, precision, F1 score, 
and ROC performance evaluation metrics are used to compare 
the GRU with other deep learning classification techniques. 
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True Positive: It represents the number of domains 
classified as legitimate and which is indicated with class 0. 

True Negative: This represents the number of domains 
classified as DGA generated and which is indicated with class 
1. 

False Positive: It represents the number of domains 
wrongly classified as legitimate. 

False Negative: It represents the number of domains 
wrongly classified as DGA generated. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                          (1) 

Recall: Measures the completeness of correctly labeled 
features. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                            (2) 

F1-score: Defines the harmonic mean between precision 
and recall measures. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
                 (3) 

Receiver operating characteristic measures the trade-off of 
the TPR to FPR where, 

𝑇𝑃𝑅 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
                   (4) 

𝐹𝑃𝑅 =  
𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
                   (5) 

The ROC curve established with recall and false positive 
rate. It also shows the capability of the binary classifiers. The 
ROC curve also measures the competence of the classifier in 
differentiating the classes as either DGA or legitimate. The 
graph is plotted between the two metrics recall and false 
positive rate. 

𝐴𝑈𝐶 =  ∫
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
𝑑

𝐹𝑃

𝑇𝑁+𝐹𝑃

1

0
                          (6) 

The macro avg. and weighted avg. are used to average the 
results over the classes. The Macro avg. computes the elements 
independently and finally, it takes the average over all classes. 
In this paper, the weighted averaging considers as a significant 
performance indicator. 

VIII. RESULTS AND DISCUSSION 

The deep learning techniques were executed utilizing 
Tensor Flow and Keras. The performance of the trained models 
was evaluated on a per-epoch basis using testing samples. For 
baseline comparison, we applied a logistic regression model to 
bigrams in the character-level representation of domain names, 
as well as other deep learning methods such as RNN, LSTM, 
and GRU. The experimental results demonstrate that these 
methods effectively classify domain names as either benign or 
DGA-generated in binary classification and further categorize 
algorithmically generated domain names into their respective 
malware families, based on metrics such as accuracy, 
precision, recall, and F1-score. 

The performance of our trained model is assessed using 
testing samples on an epoch-by-epoch basis, as shown in Fig. 

4. The baseline model showed good performance till epoch 27 
and this model gives AUC of 0.988. LSTM model is evaluated 
using testing samples on epoch 9 which is shown in Fig. 5, 
whereas the RNN model performed well till epoch 11. 

 
Fig. 4. Training and validation loss curve for baseline model with LR. 

 
Fig. 5. The validation and training loss curve for LSTM. 

 
Fig. 6. Training and validation loss curve for RNN. 
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The proposed deep learning model gated recurrent unit has 
showed better performance till epochs 14 shown in Fig. 6. 
After that point, the performance began to decline due to over 
fitting. This indicates that 15 epochs are sufficient to capture 
the dependencies of domain names at the character level. For 
baseline comparison, we applied a logistic regression model to 
bigrams in the character-level representation of domain names. 

The performance of the deep learning models is evaluated 
using two types of averages: weighted average and macro 
average. The weighted average takes into account the total 
number of samples by calculating the performance for each 
class and then averaging these performances, weighted by the 
sample distribution across classes. This method allows us to 
assess the overall performance across the entire dataset. The 
macro average, in contrast, involves calculating the 
performance for each class separately and then averaging these 
values, treating all classes as if they have the same number of 
samples. This provides the average performance per class. In 
cases of class imbalance in multiclass classification, the 
weighted average is often more representative than the macro 
average. Nevertheless, to obtain a comprehensive 
understanding of the models' performance, we compare the 
results of both the weighted average and macro average. 

 
Fig. 7. The validation and training loss curve GRU. 

Initially, various test experiments were run to identify 
various parameters for GRU model. In the proposed GRU 
model, the first layer is embedding and it contains the 
embedding length parameter. We run experiments with 32, 64, 
128, and 256. The performance with 128 was good compared 
to others and when we increased 128 to 256, the performance 
remained same. Thus we decided to set the embedding length 
as 128. Each character of the domain will be transformed into 
128 length vector. Next embedding layer follows GRU layer 
and again similar experiments were done and 128 units were 
set to GRU layer shown in Fig. 7. GRU layer follows the 
classification or output layer. Also, dropout was added in 
between the output layer and GRU layer. 

The results of the models are represented in the form of a 
PRC curve by differentiating two parameters, such as precision 
and recall. The ROC curve is represented with false positive 
rate and recall value. Deep learning model outperforms the N-
gram derived features with huge size of domain names. The 
PRC curves for the Bigram baseline model, LSTM, RNN and 
GRU are presented in Fig. 8. The performance metrics of 
various methods are displayed in precision recall curve which 

shows that the gated recurrent unit results with higher precision 
and recall value compared with other approaches such as RNN 
and LSTM, the GRU model gives in better precision and recall 
value shown in Fig. 9. The green line represented the Fig. 10 
indicates gated recurrent unit, red line indicates LSTM and 
blue line indicates the baseline model. The calibration 
performance metrics was used to assess the performance of 
classifier and also to tune its parameter shown in Fig. 10. The 
ROC curve is represented with false positive rate and recall 
value shown in Fig. 11. The gated recurrent unit gives the 
performance with an AUC of 0.999 shown in Fig. 12. 

 
Fig. 8. Performance comparison of deep learning models. 

 

Fig. 9. Calibration. 

 

Fig. 10. Precision threshold. 
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Fig. 11. Receiver operating characteristic. 

 

Fig. 12. Precision recall. 

Table II represents the experimental results of recurrent 
neural network for multiclass classification of DGA domains to 
classify the domain name into a family of malwares in terms of 
accuracy, precision, recall, and f1-score. 

Table III shows experimental results of deep learning 
approaches for multiclass classification of domain names into a 
family of malwares. The proposed detection model gated 
recurrent unit significantly outperforms in comparison with 
other deep learning models like LSTM and RNN in all 
measurements, in which our model produces accuracy of 99%, 
F1-score of 98%, macro avg. of 91% and weighted avg. of 
92% and also provides significantly reduced false positive rate 
(FPR) and false negative rate (FNR). Whereas the LSTM 
produces accuracy of 92%, F1-score of 98%, macro avg. of 
90% and weighted avg. of 91% and RNN models produces 
accuracy of 83%, recall of 94%, precision of 98%, macro avg. 
of 80% and weighted avg. of 84%. The baseline model for 
logistic regression produces accuracy of 87%, f1-score of 99%, 
precision of 98% and macro avg. of 84% and weighted avg. of 
87%. 

TABLE II.  RESULTS OF MULTICLASS CLASSIFICATION FOR RNN 

 Precision Recall F1-score Support 

benign 0.99 0.94 0.97 8079 

banjori 0.98 0.99 0.99 1165 

corebot 0.99 0.99 0.99 1242 

dircrypt 0.51 0.46 0.48 1201 

dnschanger 0.49 1.00 0.66 1187 

fobber 0.75 0.99 0.86 1203 

murofet 0.80 0.89 0.84 1237 

necurs 0.90 0.58 0.70 993 

newgoz 0.98 0.98 0.98 1185 

padcrypt 0.74 0.77 0.76 1145 

proslikefan 0.67 0.60 0.63 1176 

pykspa 0.49 0.62 0.55 1194 

qadars 0.97 0.97 0.97 1172 

qakbot 0.50 0.28 0.36 1209 

ramdo 0.90 0.98 0.94 1198 

ranbyus 0.81 0.76 0.78 1258 

simda 0.92 0.97 0.95 1195 

suppobox 0.89 0.84 0.86 1234 

symmi 0.98 0.99 0.99 1173 

tempedreve 0.58 0.39 0.47 1179 

tinba 0.87 0.65 0.75 1197 

accuracy   0.83 31822 

macro avg 0.80 0.79 0.78 31822 

weighted avg 0.84 0.83 0.82 31822 

TABLE III.  RESULTS OF MULTICLASS CLASSIFICATION FOR GRU 

 Precision Recall F1-score Support 

benign 0.99 0.99 0.99 8079 

banjori 1.00 1.00 1.00 1165 

corebot 1.00 1.00 1.00 1242 

dircrypt 0.71 0.70 0.71 1201 

dnschanger 0.90 0.97 0.94 1187 

fobber 0.88 0.95 0.91 1203 

murofet 0.93 0.94 0.94 1237 

necurs 0.96 0.85 0.90 993 

newgoz 1.00 1.00 1.00 1185 

padcrypt 1.00 0.99 1.00 1145 

proslikefan 0.72 0.71 0.72 1176 

pykspa 0.68 0.78 0.73 1194 

qadars 1.00 1.00 1.00 1172 

qakbot 0.70 0.58 0.63 1209 

ramdo 1.00 1.00 1.00 1198 

ranbyus 0.89 0.88 0.88 1258 

simda 1.00 0.99 1.00 1195 

suppobox 0.98 0.99 0.99 1234 

symmi 1.00 1.00 1.00 1173 

tempedreve 0.76 0.70 0.73 1179 

tinba 0.92 0.96 0.94 1197 

accuracy   0.92 31822 

macro avg 0.91 0.90 0.90 31822 

weighted avg 0.92 0.92 0.92 31822 
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Similarly, Table IV represents the experimental results of 
Long term short memory for multiclass classification of 
algorithmically generated domain names to classify the domain 
name into a family of malwares in terms of accuracy, 
precision, f1-score, recall and Table IV represents the 
experimental results of gated recurrent unit for multiclass 
classification of algorithmically generated domain names to 
classify the domain name into a family of malwares in terms of 
accuracy, precision, recall, and f1-score. By looking at Table 
III and Table V proposed model gated recurrent unit has 
outperformed for multi-class classification in comparison to 
RNN and LSTM and other deep learning architectures. 

TABLE IV.  RESULTS OF MULTICLASS CLASSIFICATION FOR LSTM 

 Precision Recall F1-score Support 

benign 0.99 0.99 0.99 8079 

banjori 1.00 1.00 1.00 1165 

corebot 1.00 1.00 1.00 1242 

dircrypt 0.67 0.68 0.68 1201 

dnschanger 0.90 0.95 0.93 1187 

fobber 0.87 0.94 0.90 1203 

murofet 0.90 0.94 0.92 1237 

necurs 0.94 0.85 0.90 993 

newgoz 1.00 1.00 1.00 1185 

padcrypt 0.99 0.99 1.00 1145 

proslikefan 0.81 0.64 0.71 1176 

pykspa 0.68 0.80 0.73 1194 

qadars 1.00 0.99 0.99 1172 

qakbot 0.65 0.54 0.59 1209 

ramdo 1.00 1.00 1.00 1198 

ranbyus 0.89 0.86 0.87 1258 

simda 0.99 1.00 1.00 1195 

suppobox 0.98 0.99 0.99 1234 

symmi 1.00 1.00 1.00 1173 

tempedreve 0.71 0.76 0.73 1179 

tinba 0.94 0.93 0.93 1197 

accuracy   0.92 31822 

macro avg. 0.90 0.90 0.90 31822 

weighted avg. 0.92 0.92 0.92 31822 

Table V incorporates experimental findings from deep 
learning methods applied at the character level, alongside 
logistic regression (LR) using character bigrams, within the 
specified domain for classification as the domain name into 
corresponding malware family. 

TABLE V.  RESULTS OF MULTICLASS CLASSIFICATION FOR BIGRAM WITH 

LOGISTIC REGRESSION 

 Precision Recall F1-score Support 

benign 0.98 0.99 0.99 8079 

banjori 1.00 1.00 1.00 1165 

corebot 1.00 1.00 1.00 1242 

dircrypt 0.52 0.57 0.54 1201 

dnschanger 0.57 0.85 0.68 1187 

fobber 0.71 0.94 0.81 1203 

murofet 0.96 0.95 0.96 1237 

necurs 0.88 0.71 0.79 993 

newgoz 1.00 0.99 1.00 1185 

padcrypt 1.00 1.00 1.00 1145 

proslikefan 0.78 0.58 0.66 1176 

pykspa 0.55 0.58 0.57 1194 

qadars 1.00 1.00 1.00 1172 

qakbot 0.65 0.47 0.54 1209 

ramdo 0.98 1.00 0.99 1198 

ranbyus 0.79 0.72 0.75 1258 

simda 0.99 0.99 0.99 1195 

suppobox 0.97 1.00 0.99 1234 

symmi 1.00 1.00 1.00 1173 

tempedreve 0.56 0.39 0.46 1179 

tinba 0.80 0.84 0.82 1197 

accuracy   0.87 31822 

macro avg. 0.84 0.84 0.83 31822 

weighted avg. 0.87 0.87 0.87 31822 

IX. CONCLUSION 

In this paper we propose a novel deep learning framework 
for the detection of malicious domain names, achieving 
superior performance accuracy for both binary and multiclass 
classification tasks. Our proposed model uses deep learning 
techniques with Keras embedding and it has the capability to 
detect the domain names to a particular malware family. 
Further the domain names are differentiated as either legitimate 
or DGA generated by training the domain names within the 
character level by automatically extracting the necessary 
features. Detecting DGAs presents a significant challenge in 
cyber security. These algorithms are typically employed by 
attackers to establish communication with diverse servers. This 
paper introduces deep learning architectures designed to 
mitigate DGA threats. The proposed framework includes a 
feature extractor and preprocessing model tailored for 
classifying and detecting malicious domain names. As the 
volume of data grows, deep learning models offer superior 
performance compared to traditional machine learning 
algorithms. This study examines the efficacy of different 
approaches in detecting DGAs and categorizing domain names 
into respective families, utilizing a dataset encompassing 20 
malware families. Specifically, in the GRU model, domain 
names are vectorized through a Keras embedding technique, 
where each domain character is mapped to a vector in a defined 
dictionary. Future work could explore training with more 
complex models and adding additional layers for enhanced 
accuracy. Experimentation with different preprocessing 
techniques, embeddings, hyper parameter fine-tuning, and 
increased epochs may further refine the model's accuracy. 
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Abstract—People in areas affected by natural disasters and use 

social media websites such as Facebook, Twitter (also known as 

“X”) and Instagram tend to post images of damage to their 

surroundings. These social media sites have become vital sources 

of immediate and highly available data for providing situational 

awareness and organisation for natural disaster response. A few 

previous attempts at classifying the level of natural disaster 

damage in these images using image processing techniques had 

noted the challenge in producing robust classification models due 

to the effect of overfitting caused by a lack of observations and 

data imbalance in annotated datasets. This article shows an 

attempt to improve a training strategy within the data level for 

deep learning models such as VGG16, ResNetV2 and 

EffecientNetV2, used to estimate the level of disaster damage in 

images by training them with data generated using image data 

augmentation with data balancing, oversampling up to eight times 

and combining the oversampled image data collections. The F-1 

score achieved for classifying damage on earthquake images and 

images from the Hurricane Matthew data collection by training 

EfficientNetV2 on a generated dataset made with a combination 

of oversampled data surpassed previous benchmark results. These 

results show that using data balancing and oversampling on the 

dataset prior to training deep learning models on these datasets 

result in increased robustness. 

Keywords—Deep learning; image processing; oversampling; 

image data augmentation 

I. INTRODUCTION 

Natural disasters that have occurred from 1998 to 2017 have 
caused $2.9 trillion US in monetary damage and have cost the 
lives of 1.3 million people [4]. Worldwide insured losses from 
natural and man-made disasters in 2017 alone are estimated to 
cost $144 billion US according to a report by the Swiss Re [32]. 
Damages caused by Hurricane Ian in 2022 have been projected 
to cost exceeding $45 billion USD [10]. 

During the disaster response process, an assessment of 
damage done is made typically by door-to-door survey. This 
approach may cause a "cold start" issue to obtain and analyse the 
data. The time required to acquire and the complexity of 
annotating the data for damage assessment may also take several 
days to weeks when using the traditional "boots-on-the-ground" 
method. 

Victims of natural disasters have been using social media 
posts, including image posts, to communicate and update their 
status during a disaster event [13]. The information extracted 

from these social posts have been useful in providing situational 
awareness in disaster response [27]. 

Data from social media websites are multi-dimensional; they 
are generally represented in four dimensions which are space, 
time, content and network [2]. Image data from within the 
content dimension in addition to the spatial and temporal 
dimensions may contribute to gaining situational awareness 
regarding ongoing natural disasters. Endsley [31] defined 
situational awareness as "the perception of elements in the 
environment within a volume of time and space, the 
comprehension of their meaning, and the projection of their 
status in the near future". 

Frameworks for collecting and annotating information 
regarding ongoing disaster events such as Artificial Intelligence 
for Disaster Response (AIDR) have been developed to collect 
data that can be used to combine human intelligence with 
Natural Language Processing (NLP) and Machine Learning 
(ML) models [26]. A system for collecting and annotating 
images with natural disaster damage from social media had been 
integrated into AIDR [35]. 

Deep Neural Networks (DNNs) such as Convolutional 
Neural Networks (CNNs) have been used to process digital 
images in various tasks such as image classification and object 
detection. VGG16 is a CNN that has been implemented to 
classify images from social media in the ImageNet challenge 
[9]. An adaptation of the VGG16 image classification model had 
been used to classify the level of disaster damage in images from 
social media based on intensity [15]. Other models such as 
ResNet50, InceptionNet, EfficientNet and MobileNet have been 
explored as replacements for VGG16 for classifying the severity 
of natural disaster damage [34]. 

This article explores the use of data balancing and 
oversampling in conjunction with image augmentation on a 
labelled image dataset containing images of natural disaster 
damage in various levels. This article aims to investigate the 
effects of using these data manipulation techniques with the goal 
of improving a training strategy for training image DNN disaster 
damage level image classifiers. 

The rest of this paper is organized as follows. Section II 
details the works relating to DNNs, image processing methods 
used in disaster management, image data augmentation methods 
for oversampling, and issues in using image classification in 
disaster management. Section III presents the methodology 

Spatial Big Data and IoT for coastal erosion and floods mitigation and 
prediction [grant number TUFR/2017/004/03]. 
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aimed to improve the performance of current models. Section IV 
shows the results gained from this study, its limitations and 
discusses the achievements of this study. Lastly, Section V 
concludes this article and shows recommendations for further 
study. 

II. RELATED WORK 

This section relays related work regarding literature on deep 
neural networks, their use within natural disaster response and 
current issues. 

A. Deep Neural Networks 

DNNs are a type of Artificial Neural Network (ANN) with 
many hidden layers, where in each layer the aggregation of input 
or activation signals of the prior layer is transformed [12]. DNNs 
have been used to implement image recognition and detection of 
intricate structures [21]. 

CNNs are a type of DNN which includes layers which use 
convolutions to transform the input. CNNs are often used in 
image processing tasks such as optical character recognition, 
image classification and object detection. 

The addition of backpropagation to CNNs allows for the 
neural network to learn convolutional kernel coefficients from 
the dataset [20]. Prior to this, weights in CNN had to be designed 
manually. This led to the development of the LeNet model [19]. 

VGG16 is a relatively modern CNN which won second place 
in the ImageNet Large Scale Visual Recognition Challenge in 
2012. This model uses groups of CNNs followed by fully 
connected layers to extract and classify combinations of features 
to classify images. Compared to other competitors, VGG16 was 
designed with smaller receptive fields (starting with 3x3) 
convoluted by a stride of 1 pixel and had a greater “depth” by 
increasing the number of convolutional weight layers [9]. 

ResNet is an image classification deep residual network 
consisting of a network of “residual units” where each of these 
units consists of skip networks [29]. An improved version 
known as ResNetV2 adds full pre-activation to the skipping 
vertices prior to addition [28]. Both ResNet and ResNetV2 have 
50, 101 and 152 layer versions. 

EfficientNet is an image classification deep neural network 
made as an attempt to create a scalable convolutional neural 
network [6]. EffecentNet’s architecture is based on MnasNet 
which uses successive MBConv layers. The modification made 
by the authors of EfficientNet were that they had proposed a 
compound scaling method that scales the width, depth and 
resolution of these layers. An updated version of EfficientNet 
known as EfficientNetV2 which replaced MBConv layers with 
Fused-MBConv layers which resulted in faster and smaller 
models [5]. 

B. Data Collection and Annotation Methods in Natural 

Disaster Response 

Disaster response is the second stage of natural disaster 
management carried out immediately after a natural disaster 
event. Traditional methods for collecting data for natural 
disaster response typically uses remote sensing or optical 
imagery from satellites but may be susceptible to noise from the 
effects of weather while being costly and time consuming to 

setup [25]. Social media provides an easy and immediate source 
of data to collect from. This allows for a quicker start to disaster 
response by collecting data from social media sites. This data 
includes text, images, videos, geospatial and temporal data [2]. 
Images of natural disaster damage are often uploaded to social 
media sites during and immediately after natural disaster events 
[13]. 

Image analysis for natural disaster response starts in the 
collection of image data. Image data is either scraped from social 
media sites or captured via aerial photography. This data is then 
annotated, based the parameters of the intended image 
processing method. For example, the AIDR [26] platform 
collects image data from Twitter (also known as “X”), uses 
volunteers to annotate the image data to form a dataset, then 
splits the data into a training set, validation set and a testing set, 
with the goal of developing a machine learning model that 
classifies the level of disaster damage shown in image data 
collected in the future. This platform has been used to gather and 
annotate data from social media on the regarding natural 
disasters events [14], [15], [16], [33], [34], [35]. 

Studies using data collected using AIDR have explored 
using various machine learning tasks such as NLP, computer 
vision tasks, and multi-modal learning [33]. For example, data 
collected during various natural disaster events were used to 
train machine learning models to detect natural disaster damage 
[14], classify the level of natural disaster damage [15], [35], 
classify the type of damage caused by natural disasters [16], 
[34]. 

C. Detection of Natural Disaster Damage in Images 

There are multiple methods to detect natural disaster damage 
in images, often through the use of deep learning models trained 
as a binary classifier to detect the presence natural disaster 
damage in images. 

A natural disaster damage image detector was used in [14] 
to filter posts based on the presence of natural disaster related 
content in conjunction with perceptual hashing with the 
intention of reducing the workload of human annotators. This 
classifier was implemented using a pre-trained VGG-16 CNN 
that has been fine-tuned to classify images that are relevant to 
disaster damage and achieved an almost perfect F-1 score of 
0.98. 

Another approach to detecting natural disaster damage in 
images is to use a (Single Shot-MultiBox Detector) SSD to 
detect natural disaster damage in images. A two-part SSD based 
on VGG-16 was used to detect natural disaster damage in aerial 
images [17]. This SSD was trained with a dataset that had been 
oversampled with augmented images. 

Detection of urban flooding in crowd-sourced image data 
has been used to locate occurrences of urban flooding using the 
Clarifai object recognition model as a way to monitor urban 
flooding and to validate urban flooding models [3]. The Clarifai 
object recognition model was developed as a contender in the 
2013 ImageNet LSVR challenge. This object recognition model 
was used via an online API and was used to provide a list of tags 
relevant to each image fed to the model as well as the probability 
of each tag. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

318 | P a g e  

www.ijacsa.thesai.org 

Another effort relating to floods explored the use of 
InceptionNetv3 and DenseNet to classify images of flood based 
on severity as part of an image sorting system [24]. Both models 
used had an F-1 score of 0.82. 

D. Classification of Natural Disaster Damage in Images 

Damage depicted in image can classified into their 
respective classes following one or more taxonomies. 
Classification of posts often use modified versions deep learning 
models used to implement detection of damage depicted in 
social media posts. Social media posts that depict damage have 
been categorised by damage intensity, relevance, type of 
damage, or within a multi-dimensional taxonomy which may 
include a combination of the prior categorisation schemes. 

Hence, image processing models have been used to classify 
disaster damage in images collected from social media. CNNs 
such as VGG16, InceptionNetV3, InceptionNetV4 and 
InceptionResNet have been used to classify the severity of 
disaster damage shown in the image into either the severe 
damage, mild damage or no damage classes. These models have 
been found to have comparable performance in various use-
cases such as in classification of natural disaster damage levels 
[15], and classification of the types of natural disaster damage. 

Earlier explorations at classifying images of natural disaster 
damage included training a VBoW model against an annotated 
disaster damage dataset but it was found that using pre-trained 
CNNs such as VGG16 pretrained on the ImageNet dataset 
performed better. Fine tuning this pre-trained VGG16 model 
with the same training data further increased the F-1 score [15]. 

TABLE I.  PERFORMANCE OF BOVW AND VGG16 AGAINST DISASTER 

DAMAGE DATA COLLECTIONS 

Event Model Accuracy Precision Recall 

Nepal 
Earthquake 

BoVW 0.78 0.77 0.78 

VGG-16-fc7 0.76 0.76 0.78 

VGG-16-

fine-tuned 
0.84 0.82 0.84 

Ecuador 
Earthquake 

BoVW 0.82 0.81 0.82 

VGG-16-fc7 0.82 0.82 0.84 

VGG-16-

fine-tuned 
0.87 0.86 0.87 

Hurricane 
Matthew 

BoVW 0.64 0.64 0.64 

VGG-16-fc7 0.63 0.63 0.64 

VGG-16-

fine-tuned 
0.74 0.73 0.74 

Typhoon 

Ruby 

BoVW 0.73 0.74 0.73 

VGG-16-fc7 0.79 0.80 0.80 

VGG-16-

fine-tuned 
0.81 0.81 0.80 

Google 

images 

BoVW 0.57 0.53 0.56 

VGG-16-fc7 0.60 0.63 0.64 

VGG-16-
fine-tuned 

0.67 0.67 0.67 

According to study [1], training the last layer of a pre-trained 
model allows the use of a smaller dataset to transfer the 
capabilities of the model to train for a different task. This method 
also reduces the time spent on training the model as a smaller 
dataset is used. This technique is also known as transfer learning 
[1]. 

Table I compares the accuracy, precision, recall rate, and F-
1 score (balance between precision and accuracy) of Bag-of-
Visual-Words, VGG16-fc7 and the fine-tuned VGG16 models 
when trained with single event datasets with image data 
collected from social media related Nepal earthquake, Ecuador 
earthquake, Hurricane Matthew, Typhoon Ruby and images of 
damaged buildings from Google Images. The table shows that 
in some cases (e.g., Nepal earthquake, Ecuador earthquake), 
VGG16 without fine-tuning was comparable to visual bag-of-
words for three of the image collections but surpassed the 
BoVW model’s performance for the Typhoon Ruby and Google 
Images collections. The fine-tuned model achieved a higher F-1 
score on all image collections. 

A similar dataset was included in a benchmark image dataset 
compiled by [34] to benchmark various image classification 
models on various tasks. The F-1 scores obtained for classifying 
images of disaster damage levels using EfficientNetB1 was 
0.758 compared to an F-1 score of 0.753 for VGG16. 

Another notable implementation by [16] of a classifier for 
identifying damage in a social media post analysed both text and 
image data collected from Instagram posts via a fusion of image 
and text classifiers using a multi-modal approach. This multi-
modal classifier was described using the Inception architecture 
to classify images in social media by several InceptionNet 
models to classify the type of disaster damage in images from 
social media. These classes were named: Infrastructure, Nature, 
Fires, Floods, Human and Non-Damage. 

The inception network used was described as a layered stack 
of "Inception modules" with each layer consisting of multiple 
convolution filters with a variety of sizes. The Inception 
Network models have been described to have near state-of-the-
art accuracies with the ImageNet dataset while having a 
relatively smaller model compared to other CNN models. 

Mouzannar et al. [16] compared the performance of four 
DNN models which were InceptionNetv4, InceptionNetv3, 
VGG16 and InceptionResNet. InceptionNetv4 scored a higher 
validation accuracy while InceptionNetv3 scored a higher test 
accuracy. The higher validation accuracy of the InceptionNetv3 
model led to its selection as a component for a multi-modal 
classifier. 

The disaster damage severity task was revisited by [34] as 
part of an effort to build a consolidated benchmark dataset. A 
subset of this benchmark dataset includes the dataset by [15]. 
The F-1 score for classifying damage severity using 
EfficientNetB1 is 0.758, slightly higher compared to the F-1 
score obtained using VGG16 which is 0.753. 

Classification of natural disaster damage in images can also 
be used in image segmentation. Class activated mapping can be 
carried out via CNNs to classify areas of mild damage, severe 
damage or no damage done to an area depicted within these 
images [18]. This information can be used to generate a heatmap 
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visualisation of damage shown within a given image by finding 
gradients between segments of the image with damage, and 
segments without damage. This heatmap can then be used to 
calculate a Damage Assessment Value for each image. 

E. Issues with Classifying Natural Disaster Damage Levels in 

Images 

The research in [15] used a fine-tuned VGG16 model to 
classify image data by the level of disaster damage with a dataset 
that had a small amount of image data. The amount of image 
data in the dataset was limited due to the issues caused by the 
complexity of data annotation tasks, unintended collection of 
irrelevant data, the subjectivity of the data annotation tasks and 
time limitations when collecting and annotating the data. The 
dataset used is imbalanced; there are far fewer images labelled 
as mild within the dataset than images with other labels. 

This issue was also highlighted by [34] when training other 
deep learning models with the same classification task. Alam 
had noted that the number of images labelled as “mild” was 
lower and that models trained for the damage severity task tend 
confuse images with this label as images with other labels. 
Efforts to overcome limitations in the robustness of deep 
learning models for various disaster informatics tasks was noted 
by [33]. 

The study in [14] revisited this and trained a fine-tuned 
VGG16 model to filter posts that are not related to natural 
disasters. This model is then combined with a perceptual hash 
function to filter posts that were irrelevant or duplicates. This 
filtering task reduced the amount of image data in the dataset by 
62%. Training a model with a dataset that has a low amount of 
data can cause overfitting [11]. The dataset that was used by [15] 
was noted to be imbalanced such that the recall rate for minority 
classes was much lower than majority classes leading to many 
false negatives. 

Training with imbalanced data can also increase the 
overfitting issue [23]. Overfitting is a phenomenon that causes 
deep learning models to strictly conform with a training dataset 
as a result of training with a training dataset that has a low 
amount of data. This causes the model to have a lower validation 
score, causing the number of false positives and false negatives 
to increase. The resulting trained VGG16 models by [15] 
achieved precision-recall rates for the minority class that were 
significantly lower compared to other classes and identified that 
the lack of labelled training data was the cause of this issue. [7] 
had shown that the effect of overfitting in CNNs used in image 
classification decreases as the number of observations increases. 
The VGG16 deep learning model uses dropout layers as a way 
to reduce this overfitting [9]. Dropout layers regulate overfitting 
by removing connections between layers [8]. 

F. Image Data Augmentation 

Image Data Augmentation refers to the use of one or more 
image manipulation techniques, often used in conjunction with 
image data oversampling with the goal of reducing the effect of 
overfitting when training deep learning models. Overfitting is a 
phenomenon where a deep learning model is trained such that it 
has a high variance to fit the training data [11]. Overfitting can 
cause a stall in validation accuracy when training deep learning 
models to generalise the dataset. Larger datasets have been 

regarded as resulting in deep learning models with higher overall 
qualitative performance [7]. 

Transformations on images in the dataset include geometric, 
colour space manipulations and noise injection. Various 
geometric transformations can be applied to images in data 
augmentation. These geometric transformations include 
flipping, cropping, rotating and shifting. Colour space 
manipulations include applying a coloured tint or filters 
commonly found within photo editing applications. For 
example, training a classifier with the ImageNet or CIFAR-10 
datasets would yield better results when vertical axis flipping is 
used while slight rotations can help in training with text 
recognition datasets such as MNIST [11]. 

The research in [30] used image data augmentation in 
combination with weight decay an various tasks and found it had 
significantly improved the performance of InceptionNetv3. 

G. Oversampling 

Oversampling is a data level technique which inflates the 
number of samples in a given dataset. Oversampling is often 
used to increase the signal to noise value by adding samples 
augmented with unrelated noise to the dataset before using any 
processing method.  In the case of image processing, the dataset 
is inflated with augmented images [11]. Random oversampling 
can significantly improve classification of images and was 
found to have the best performance against other data-level 
methods such as undersampling, two phase training and 
thresholding [23]. 

H. Combining Data-Level Techniques 

Data level techniques such as image data augmentation 
combined with oversampling can be used to improve the validity 
and robustness of social media image classification models 
especially within the limitations in natural disaster management. 
Image data augmentation utilises a collection of image 
manipulation techniques used as a technique for oversampling 
in image datasets which could play an important role in reducing 
the effect of overfitting brought about by training DNNs with 
smaller datasets. The next section discusses the methodology 
used in combining image data augmentation with image data 
oversampling. 

III. METHODOLOGY 

This section details the methodology in pre-processing a 
labelled dataset by oversampling it with augmented images, 
followed by training VGG16 with the pre-processed dataset, and 
testing the trained model and analysis of the results. 

A. Experiments Carried Out 

Three sequences of deep learning experiments are carried 
out. The initial sequence of experiments consists of a grid search 
of oversampling levels for each data collection using VGG16. 
This first sequence of experiments is also used to search for 
“early stopping” parameters. 

The second sequence of experiments compares the 
performance of deep learning models selected after training each 
of theses models against the Nepal data collection. The deep 
learning models used in this sequence are VGG16, ResNet50V2 
and EfficientNetV2B0. 
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The last of these experiments uses the optimal datasets 
acquired form the first experiment to train best performing 
model in the second experiment. The performance of the 
resulting trained model is then compared with the published 
performance of state-of-the-art models. 

B. Equipment and Software used 

The training of the image classification models was carried 
out on a computer with a graphics card capable of training deep 
learning models. This computer was built around an NVidia 
RTX2060 SUPER graphics card which has 8 GDDR6 RAM and 
272 tensor cores. 

As for the software, Ubuntu Server 20.04 LTS was installed 
without any desktop environment such that the computer can be 
operated headlessly (without a desktop GUI) to reduce GPU 
RAM usage. Python 3.7, TensorFlow version 2.2.0 and the 
included Keras library was used together with Jupyter 
Notebooks to implement image data augmentation, 
oversampling, model training, and model testing. 

C. Dataset Details 

The dataset used in this study is a data collection containing 
images collected from social media regarding several disaster 
events including the 2015 Nepal earthquake, the 2016 Ecuador 
earthquake, Hurricane Matthew in 2016 and Typhoon Ruby in 
2014. These images were collected and annotated using the 
AIDR platform [26] which was modified to work with images 
[35]. 

This data collection contained three comma-separated value 
(CSV) files labelling 1,584 images with no natural disaster 
damage, 451 images showing mild natural disaster damage, and 
1,785 images showing severe natural disaster damage together 
with these images. Each CSV file also divided the images into 
training (60%), cross-validation (20%) and testing (20%) sets. 
This data split is a common arrangement for training with cross-
validation. 

The dataset that contains this image collection can be 
downloaded from https://crisisnlp.qcri.org/ under Resource # 9. 
This dataset is also included in a benchmark dataset published 
by [34] from the same website under Resource #15. 

D. Pre-Processing 

During pre-processing, the images were first sorted based on 
their label to respective directories and split into either the 
training, validation or testing data split using the CSV files 
included such that the data collection can used with the 
ImageDataGenerator object from Keras. 

After sorting the images, image data augmentation and 
various levels of oversampling were applied to generate 
augmented and oversampled datasets. The bulleted lists below 
show the augmentations applied to the training datasets and to 
validation datasets, while images in the testing data was rescaled 
to 1/255 only. These augmentations were selected to generate a 
variety of augmented images to prevent overfitting. The effect 
of these augmentations can be seen in Fig. 1. 

List of Image Data Augmentations Used To Generate 
Training Data: 

 Rescale values to 1/255. 

 Random rotation range of -15° to 15°. 

 Random width shift range of 10%. 

 Random height shift range of 10%. 

 Horizontal flipping. 

List of Image Data Augmentations Used To Generate 
Training Data: 

 Rescale values to 1/255. 

 Horizontal flipping. 

Table II shows the number of images after oversampling the 
images with augmented images. The control dataset does not 
contain any images with augmentations and does not contain any 
images generated for balancing or oversampling. The dataset 
with augmentations only contains augmented images but is not 
balanced or oversampled, preserving the same number of images 
as the control dataset. The balanced dataset contains images that 
have been augmented and balanced by oversampling images 
from the minority classes such that each class has the same 
number of images. The remaining datasets contain augmented 
images and were generated with two times, four times, and six 
times the number of images compared to the balanced dataset. 

 

Fig. 1. Five augmented images were generated from an image from the 

Nepal Earthquake data collection. 

TABLE II.  NUMBER OF IMAGES IN EACH GENERATED DATASET AFTER 

PRE-PROCESSING THE NEPAL DATA COLLECTION 

Name Images 

labelled 

None 

Images 

labelled 

Mild 

Images 

labelled 

Severe 

Total 

Images 

No 
Augmentations 

(control) 

4752 1354 5357 14463 

With 
Augmentations 

4752 1354 5357 14463 

Augmented 
and Balanced 

5357 5357 5357 16071 

2X 
Oversampled 

10714 10714 10714 32142 

4X 

Oversampled 

21428 21428 21428 64282 

6X 

Oversampled 

32142 32142 32142 96424 
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E. Deep Learning Model Implementation 

This study will involve three deep learning models namely 
VGG16, ResNet50v2, and EfficientNetv2B0.  The 
configuration of the VGG16 model used includes 224 pixel by 
224 pixel inputs with three channels. This model was 
constructed using a pre-trained version of VGG16 supplied by 
the Keras software library which did not include dropout layers. 
The model was pre-trained with the ImageNet ILSVRC 2015 
challenge dataset. Dropout layers were added back to the model 
as specified in the original implementation of VGG16 [9] with a 
dropout rate of 0.5 inserted before the FC1 and FC2 layers. 
These dropout layers were used for preventing overfitting by 
randomly dropping units during training [8]. 

The model was further modified by replacing the output 
layer which was originally used to classify 1000 classes in the 
ImageNet ILSVRC 2015 challenge, with a “dense” layer of 
three outputs with each output corresponding to each class found 
in the dataset. The L2 Kernel regularization rate for the output 
layer is set to 0.0005. The last layer was set to be trainable while 
the other layers were set to be not trainable. 

The ResNet50V2 and EfficientNetV2B0 models were pre-
trained with the ImageNet Dataset [22]. The ResNet50v2 model 
had its “head” replaced with a GlobalAveragePooling2D layer, 
followed by a Dropout layer with a dropout rate initially set to 
0.5, and finally a Dense layer with three outputs. The head of the 
EfficientNetV2B0 model was replaced with a 
GlobalAveragePooling2D layer, followed by a 
BatchNormalization layer, then a Dropout layer with a dropout 
rate of 0.5, and finally a Dense layer with three outputs (see Fig. 
2). 

 

Fig. 2. VGG16 with three outputs and dropout layers. 

F. Training, Validation and Testing 

For the first round of training, VGG16 was initially selected 
as a control model. For each dataset generated in the 
prepossessing steps, an instance of this modified VGG16 model 
was trained on the dataset for up to 100 epochs. After each 
epoch, if the validation loss is lower than in all prior epochs, the 
weights of the model are saved. 

During testing, the weights of each trained VGG16 instance 
was loaded, then tested by classifying images from the test set. 
The number of “true” and “predicted” occurrences is collected 
to calculate the precision, recall rate, F-1 score and to plot a 
confusion matrix. A “combined” F-1 score is also calculated to 
measure the overall performance of the trained model. Fig. 3 
shows an activity diagram summarizing the process of training, 
validation and testing. 

 

Fig. 3. Activity Diagram for training a CNN. 

The second round of training, validation and testing involves 
ResNet50V2 and EfficientNetV2B0, the results of which are 
used to compare against each other (including VGG16) to 
determine which model achieves a higher F-1 score. This effort 
uses a similar process to the first round. 

The third and final round of training involves the model 
selected from the second round of training against a dataset built 
by combining generated datasets that have obtained the highest 
combined F-1 score within each of the image data collections. 
This endeavour also uses a similar process to the first two rounds 
but has the addition of including a grid search of the dropout 
rate. The range of this dropout rate grid search starts from a 
dropout rate of 0.3 through 0.7 with a resolution of 0.1. 

IV. RESULTS, LIMITATIONS AND DISCUSSION 

A. Results on VGG16 Single Event Tasks 

Table III shows the F-1 scores for each class and the overall 
“combined” F-1 score obtained from testing VGG16 trained on 
single event generated datasets. The results in Table III 
demonstrate the effect of oversampling with image 
augmentations in training VGG16. With the exception of the 
Ruby image collection, models trained with generated datasets 
that had more oversampling tends to have a higher F-1 score. 

Generated datasets that led to a higher combined F-1 score 
were selected to form a a combined dataset. An exception was 
made for the Nepal 6X generated dataset as combining it with 
the other selected datasets made it too large such that it caused 
an out-of-memory error. The final combined dataset included 
the balanced Nepal, Ecuador 8X, Matthew 8X, Ruby 2X 
datasets. 

B. VGG16, ResNet50V2 and EffecientNetV2B0 against 

Nepal6X Dataset 

Table IV shows the F-1 score obtained from testing VGG16, 
ResNet50V2 and EfficientNetV2B0 against the Nepal6X 
generated dataset. These three models were trained without a 
grid search of the dropout rate. 
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TABLE III.  F-1 SCORE OF VGG16 AGAINST SINGLE-EVENT TASKS 

Event Generated Dataset F-1 Score 

None Mild Severe Combined 

Nepal No Augmentations 0.76 0.02 0.80 0.53 

With Augmentations 0.75 0.05 0.79 0.53 

Balanceda 0.74 0.25 0.79 0.59 

2X Augmentations 0.72 0.18 0.76 0.55 

4X Augmentations 0.69 0.28 0.71 0.56 

6X Augmentationsb 0.73 0.29 0.74 0.59 

Ecuador No Augmentations 0.80 0.00 0.85 0.55 

With Augmentations 0.78 0.00 0.84 0.54 

Balanced 0.72 0.19 0.81 0.57 

2X Augmentations 0.75 0.13 0.83 0.57 

4X Augmentations 0.73 0.18 0.79 0.57 

6X Augmentations 0.71 0.14 0.59 0.48 

8X Augmentationsa 0.76 0.20 0.80 0.59 

Matthew No Augmentations 0.77 0.43 0.63 0.61 

With Augmentations 0.76 0.21 0.60 0.52 

Balanced 0.69 0.48 0.58 0.58 

2X Augmentations 0.73 0.45 0.59 0.59 

4X Augmentations 0.73 0.52 0.50 0.58 

6X Augmentations 0.70 0.46 0.61 0.59 

8X Augmentationsa 0.67 0.54 0.62 0.61 

Ruby No Augmentations 0.74 0.73 0.11 0.53 

With Augmentations 0.77 0.72 0.36 0.62 

Balanced 0.72 0.64 0.47 0.61 

2X Augmentationsa 0.75 0.66 0.46 0.62 

4X Augmentations 0.78 0.55 0.41 0.58 

6X Augmentations 0.74 0.67 0.38 0.60 

8X Augmentations 0.78 0.62 0.42 0.61 

a. Generated datasets selected. 

b. Too large to be combined with other datasets (causes out-of-memory error). 

EfficientNetV2B obtained the highest F-1 score leading 
ResNet50V2 by 0.04 and VGG16 by 0.14. Both 
EfficientNetV2B and ResNet50V2 had significantly higher F-1 
scores for all classes compared to VGG16. These results led to 
the selection of EfficientNetV2B0 for the next step. 

TABLE IV.  F-1 SCORE COMPARING VGG16 RESNET50V2 AND 

EFFICIENTNETV2B0 

Model 
F-1 Score 

None Mild Severe Combined 

VGG16 0.73 0.29 0.74 0.59 

ResNet50V2 0.82 0.40 0.84 0.69 

EfficientNetV2B0 0.85 0.45 0.89 0.73 

C. EfficientNetV2B0 against the Combined Dataset 

The final model has managed to outperform state-of-the-art 
models in classifying the severity of damage in the Nepal, 
Ecuador and Matthew data collections which makes up the bulk 
of the damage severity dataset. Compared to [15], the F-1 score 
has increased from 0.76 to 0.782 for the Nepal data collection, 
0.82 to 0.837 for the Ecuador data collection, and from 0.63 to 
0.68 for the Matthew data collection. The combined overall F-1 
score in the EfficientNetV2B0 model is close to the performance 
obtained with VGG16-fc7 by [34]. 

TABLE V.  F-1 SCORE COMPARING VGG16 RESNET50V2 AND 

EFFICIENTNETV2B0 

Data Collection VGG16-fc7cd EfficientNetV1B1d EfficientNetV2B0 

Nepal 0.76c - 0.782 

Ecuador 0.82c - 0.837 

Matthew 0.63c - 0.682 

Ruby 0.80c - 0.709 

Google Images 0.63c - 0.576 

Combined 0.753d 0.758d 0.752 

c. from [15] 

d. from [34] 

D. Limitations 

This study contains various technical limitations and time 
constraints which caused the scope of this study to be reduced. 

This study was carried out using a single consumer grade 
Nvidia GPU with 8 Gigabytes of video RAM, namely an RTX 
2060 Super. The computer used in this study had a solid state 
drive (SSD, not to be confused with Single Shot-MultiBox 
Detector) with a capacity of 256GB limiting the amount of 
generated image datasets that can be generated. This limits the 
size of both the model and the dataset that it can be trained on.  
These technical constraints restricted the scope of this study to 
models with 224 by 224 pixel inputs. There was not enough disk 
space to expand the study to include models with 240 by 240 
input with this setup. These technical limitations also 
contributed to encountering an out-of-memory error when 
combining the six times oversampled Nepal dataset with other 
chosen generated datasets. 

Another limitation is the amount of time needed to carry out 
model training. Training a deep learning model on one generated 
image dataset would take between three to six hours with the 
current setup assuming that the early stopping callback did not 
trigger. Each data collection would have seven generated 
datasets. Expanding the current scope to include the 
“CrisisMMD” dataset (containing 7 data collections) and 
“Damage Multimodal Dataset” dataset (treated as one data 
collection) would require an additional 56 single-event training 
and testing sessions, increasing the amount of time needed to 
include these. It is preferred that a data assessment task in 
response to the event of natural disasters takes place within 72 
hours [25]. In the interest of time, the dataset used was limited 
to the “ASONAM2017” dataset. 
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This study did not explore fine-tuning as there is a lack of 
benchmarks for fine-tuned models trained on similar tasks to 
compare against. 

E. Discussion 

This paper shows a significant advancement in training deep 
learning models for classifying the level of natural disaster 
damage in images. The EfficientNetV2B0 model trained on the 
novel oversampling strategy was able to out-perform existing 
published benchmarks on classifying the level of disaster 
damage in the Nepal, Ecuador and Matthew data collections as 
seen in Table V. 

These improvements were made possible using a 
combination of image data preprocessing techniques including 
a novel oversampling search strategy. This combination of 
techniques involve the use of image augmentation, data 
balancing and oversampling to address ongoing challenges in 
faced in data collection for disaster informatics leading to data 
imbalance and limited sample size for tasks involving image 
classification of disaster damage severity. The methods in order 
to obtain these results are: 

1) For each image data collection, generate image datasets 

oversampled with augmented images ranging from balanced 

sampling to oversampling up to eight times the original sample 

size. 

2) Use VGG16 to carry out a grid search of oversampling 

levels to identify which generated image dataset provides the 

highest F-1 score for each image data collection. 

3) Combine the datasets identified in step 2 to create an 

optimized comprehensive dataset for training 

EfficientNetV2B0. 

These steps have allowed for the creation of a dataset for 
training EfficientNetV2B0 such that it produces a more robust 
model with superior classification performance across various 
natural disaster scenarios. 

These methods have demonstrated an importance in 
strategising the use of data preparation methods in machine 
learning when faced against situations caused by the nature of 
natural disaster events creating limitations that affect data 
collection. By using these image augmentation, balancing and 
oversampling methods, these issues that historically cause class 
imbalance and low sample size of images in this domain have 
been mitigated. 

The findings in this study have shown several implications 
regarding disaster damage assessment through the classification 
of images. This study has demonstrated that the proposed 
training strategy improved the robustness and F-1 score of 
EfficienNetV2B0 in classifying the level of disaster damage. 
This in turn could increase the reliability of deep learning 
models used in the aftermath of a disaster event, potentially 
improving future efforts undertaken during disaster response 
and disaster resource allocation. 

The proposed methodology in this paper could potentially be 
applied or be developed further in deep learning tasks facing 
similar issues on data imbalance and data scarcity. This 
combination of image data augmentation, data balancing and 

strategic data oversampling grid search could be implemented 
improve deep learning image classification tasks to counter the 
effects of imbalanced or scarce data.  

V. CONCLUSION 

This study has shown a novel strategy in countering the issue 
of data imbalance and data scarcity in classifying the level of 
disaster damage in images using deep learning models. By 
applying a mixture of techniques such as image data 
augmentation and image data oversampling, a trained 
EfficientNetV2B0 model that surpasses the performance of 
current models of similar input size in classifying the severity of 
natural disaster damage in some image collections has been 
obtained. 

The methods in this study involved generating datasets of 
varying oversampling levels on different image data collections, 
ranging from balanced oversampling up to eight times the 
sample size. A search of an optimal amount of oversampling 
using VGG16 was carried out. The generated datasets with the 
optimal amount of oversampling were then combined to train 
the EfficentNetV2B0 model. 

This success has netted a trained EfficentNetV2B0 model 
with improved F-1 scores of 0.782 on the Nepal data collection, 
0.837 on the Ecuador data collection and a notable 0.683 on the 
Matthew data collection while maintaining a robust overall F-1 
score of 0.752. These results show a major improvement on the 
classification of natural disaster damage levels in images, 
particularly on the Matthew data collection with some 
improvements on the Nepal and Ecuador data collections. 

The findings in this study suggests that applying a 
combination of image data augmentation and oversampling 
techniques prior to model training helps in improving the 
robustness of deep learning classification models for classifying 
natural disaster damage. These methods have the potential to 
solve the challenges of data imbalance and data scarcity in image 
classification tasks involving natural disasters and offers a 
solution to improve the reliability and efficacy of  natural 
disaster damage level classification in disaster response efforts. 
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Abstract—Large-scale image indexing and retrieval are 

pivotal in artificial intelligence, especially within computer vision, 

for efficiently organizing and accessing extensive image 

databases. This systematic literature review employs the 

PRISMA (Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses) methodology to thoroughly analyze and 

synthesise the current research landscape in this domain. 

Through meticulous research and a stringent selection process, 

this study uncovers significant trends, pioneering methodologies, 

and ongoing challenges in large-scale image indexing and 

retrieval. Key findings reveal a growing adoption of deep 

learning techniques, the integration of multimodal data to 

improve retrieval accuracy, and persistent challenges related to 

scalability and real-time processing. These insights offer a 

valuable resource for researchers and practitioners striving to 

enhance the efficiency and effectiveness of image indexing and 

retrieval systems. 

Keywords—Image indexing; image retrieval; similarity; 

PRISMA, computer vision 

I. INTRODUCTION 

In the aim of big data, the proliferation of digital images has 
created a need for efficient methods of indexing and retrieving 
large-scale visual information. With the rapid proliferation of 
digital content, it is estimated that by 2025, over 160 zettabytes 
of data will be generated annually, with a significant portion 
being image and video data. This exponential growth 
underscores the necessity for advanced indexing and retrieval 
systems. Large-scale image indexing and retrieval systems play 
an essential role in different contexts like image search 
algorithms, content-based image retrieval and multimedia data 
management. The rapid growth of image data from diverse 
sources such as social media, surveillance systems and 
scientific imagery has underlined the importance of robust and 
scalable techniques for organizing and accessing this vast 
visual content. 

This systematic literature review uses the PRISMA method 
- a widely recognized approach for systematic reviews in 
healthcare and the social sciences - to carry out a 
comprehensive survey of existing literature in the field of large-
scale image indexing and retrieval. The PRISMA method 
guarantees transparency, reproducibility and rigor in the 
synthesis of evidence from a wide range of studies. By 
adhering to this methodology, our review aims to provide an 
unbiased assessment of state-of-the-art techniques, identify 
gaps in current research and propose future directions for 
advancing this vital area of computer vision and information 
retrieval. 

The remainder of this review document is organized as 
follows: Section II outlines the methodology utilized in the 
systematic literature review, detailing the search approach, 
criteria for study selection, and the process of extracting data. 
Section III discusses the outcomes of our analysis, emphasizing 
key discoveries, patterns, and obstacles uncovered in the 
chosen studies. Section IV examines the implications of these 
findings and suggests avenues for future research. Finally, 
Section V concludes the analysis with a summary of 
contributions and key lessons. 

By synthesizing and analyzing the collective knowledge of 
large-scale image indexing and retrieval, this journal aims to 
inform researchers, developers and practitioners engaged in 
image-based information systems, offering insights to 
accelerate progress in this dynamic and rapidly evolving field. 

II. METHODOLOGY OF PRISMA 

The research methodology used in this study, particularly 
the use of the PRISMA (Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses) model, is of crucial 
importance in ensuring the rigor and transparency of the 
analysis of existing studies on large-scale image indexing and 
retrieval. The PRISMA process is based on specific guidelines 
that guide each stage of the systematic review, from initial 
planning to synthesis of results. 

First, the PRISMA methodology requires a clear definition 
of the review's objectives, including the formulation of precise 
research questions. These questions guide the selection of 
relevant studies to be included in the analysis. Next, a detailed 
search protocol is drawn up, describing the inclusion and 
exclusion criteria for studies and the literature search strategy 
used to identify relevant articles. 

The systematic search is carried out through academic 
databases and specialized search engines, using keywords and 
search terms appropriate to the field of large-scale indexing and 
image retrieval. The selected articles are then subjected to 
independent evaluation by two or more reviewers to ensure the 
quality and consistency of the selection, the methodology is 
presented in Fig. 1. 

Once the included studies have been identified, relevant 
data are systematically extracted from each selected article. 
This includes information on the methodologies employed, the 
results obtained and the authors' conclusions. The extracted 
data is then synthesized and analyzed to identify trends, gaps 
and emerging recommendations in the field of large-scale 
image indexing and retrieval. 
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Fig. 1. Selection process based on PRISMA. 

Therefore, the selection has been carried out by applying 
the search results for the combinations selected. The inclusion 
and exclusion criteria are described as follows: 

 Inclusion criteria: The articles dealing with “Large-
Scale Image Processing” and “Large-Scale Image 
indexing and retrieval”, the contribution of the article, 
the approach, and the metric. 

 Exclusion criteria: The document types other than 
scientific, the language other than French and English, 
the duplicates, and the articles which are not directly 
dealing with the research object, excluding the research 
subject. 

III. EXPLORING CONTEMPORARY IMAGE INDEXING AND 

RETRIEVAL FAMILIES 

This section is dedicated to the state of the art of image 
indexing and retrieval methods. We can distinguish four 
families of approaches, which are described in the following 
sections. Section A presents for Deep Learning-Based Image 
Indexing and Retrieval family. Section B presents the family of 
Hybrid Image Retrieval Systems. Section C describes the set of 
methods dedicated to Image Indexing with Textual 
Information. Section D the family of Large-Scale Image 
Retrieval and Indexing. The approaches listed below are 
presented in chronological order. 

A. Deep Learning-Based Image Indexing and Retrieval 

The first approach in this category is the one presented in 
[1] in 2012, which introduces a novel framework for attribute-
based image retrieval, allowing users to describe search objects 
using intuitive attributes. It explores various research aspects 
related to this method, highlighting recent advances and 
challenges encountered. This framework extends existing 
search models to handle relationships between query attributes 
and weak attributes, improving expressiveness and scalability. 
To efficiently learn this dependency model without overfitting, 
the paper proposes a semi-supervised graphical model. This 
model uses latent trees to represent the joint distributions of 
query and weak attributes at each level and uses an alternating 
inference algorithm to estimate the conditional probability. 

The approach in study [1] presents a comprehensive dataset 
for multi-attribute image retrieval, called a-TRECVID, 
comprising 126 fully labeled query attributes and 6,000 weak 
attributes of 0.26 million images. The evaluation is based on 
mean AUC (Area Under Curve), which is commonly used to 
evaluate the performance of binary classification task, using a 
different dataset, like a-TRECVID, a-Yahoo and a-PASCAL 
dataset. The experimental results demonstrate significant 
performance improvements over state-of-the-art techniques, 
with a higher AUC equal to 85% compared with other 
approaches. The semi-supervised model significantly improves 
the generalizability of the proposed method for cross-dataset 
searching and searching with a very small training dataset. 

The paper in [2] focuses on large-scale partially duplicated 
image retrieval. Provided a reference image, the goal is to 
identify pictures featuring the identical object or scene within 
an extensive database instantly. The approach concerns the 
development of a coupled binary embedding method for large-
scale image retrieval. Multi-index binary indexing is used to 
combine SIFT visual words with binary features at the indexing 
level. The correlations are modeled between different features, 
proposing the concept multi-IDF, which represents a weighted 
sum of the individual IDFs of each merged feature. The study 
also explores the integration of the local color descriptor into 
the retrieval process. The framework is extended to include a 
binary color feature, using binary features to check visual word 
match pairs and enhance discrimination capability. This 
method uses heterogeneous binary features, such as color 
features, and extends to other binary features. It also 
incorporates the Multiple Assignment (MA) technique to 
improve recall of candidate images. Databases used for 
evaluation include Ukbench (10,200 images), Holidays (1,491 
images), DupImage (1,104 images) and MIR Flickr (1 million 
images). 

The performance evaluation in study [2] is based on 
different metrics depending on the database. For UKBench, 
performance is measured by recall for the top 4 candidates, 
while for Holidays and DupImage, mAP (mean Average 
Precision) is used to assess the quality of image retrieval. In the 
Holidays dataset, the inverted SIFT files achieve a mAP of 
73.9%, while the CN files yield a mAP of 50.5%. The article 
also analyzes the impact of different parameters on retrieval 
precision, such as the weighting parameter σ and the Hamming 
distance threshold κ. In addition, it compares the proposed 
method with other image retrieval approaches using metrics 
such as the N-S score for UKBench and the mAP for the 
Holidays and DupImage datasets. 

Deep convolutional neural networks (CNNs) have been 
effectively utilized for image classification tasks. However, 
when utilized for image retrieval, the conventional assumption 
that the last layers of CNNs yield optimal performance, as 
observed in classification tasks, is often challenged. The 
Research presented in study [3] demonstrates that, for instance-
level image retrieval, lower layers of CNNs frequently 
outperform the final layers. The presented methodology 
involves obtaining convolutional features from various layers 
of CNNs, specifically employing the OxfordNet and 
GoogLeNet architectures. These features are then encoded into 
a compact representation using Vector of Locally Aggregated 
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Descriptors (VLAD) encoding. The diverse layers and 
dimensions of input images are assessed for their impact on the 
effectiveness of convolutional features in image retrieval tasks. 
The experiments were conducted on three datasets for 
retrieving images at the instance level: Holidays, Oxford, and 
Paris. The Holidays dataset comprises 1491 personal holiday 
photos across 500 categories, with the first image of each 
category used as a query. The Oxford and Paris datasets 
contain images of famous landmarks, each with specified 
regions of interest for retrieval. Oxford includes 5062 images, 
while Paris includes 6412 images, both with multiple queries 
per landmark. The approach of [3] emphasizes on: 

 Utilization of Deep Neural Networks: By employing the 
OxfordNet and GoogLeNet for feature extraction, 
exploring various layers to identify optimal 
performance for image retrieval. 

 Feature Extraction: Convolutional features are extracted 
from selected layers of the networks, considering 
different dimensions of input images. 

 Encoding with VLAD: Features are compressed into 
compact representations using VLAD encoding to 
facilitate efficient retrieval. 

The experimental results show that middle or deeper layers 
with more refined resolutions often yield better outcomes in 
image retrieval when contrasted with using the final layer. 
Specifically, when employing compressed 128-dimensional 
VLAD descriptors, the method achieves state-of-the-art 
performance and outperforms existing VLAD and CNN-based 
approaches on two of the three test datasets (Holidays, Oxford 
and Paris). Computing times between 0.4 and 3.5 seconds 
depending on the sparsity of the user sketch have bene 
reported, for a database of 1.5 million images. Following the 
standard evaluation protocol, mAP is used to evaluate the 
performance of the proposed approach. The mAP initially 
increases as you move deeper into the network. The variation 
in mAP varies from one base to another, between 10% and 
75%, and increases with the layers. 

The adoption of Deep Learning for content-based image 
retrieval has surged in recent years. In the research presented in 
[4], a method for indexing Deep Convolutional Neural 
Network Features to facilitate efficient retrieval from extensive 
image databases has been introduced. The approach involves 
encoding these features into text representations, allowing the 
utilization of a text retrieval engine for image similarity 
searches. This led to the development of LuQ (name of the 
approach), a robust retrieval system that integrates full-text 
search with content-based image retrieval capabilities. The 
main idea behind LuQ is to index DCNN features using a text 
encoding that allows us to use a text search engine to perform 
an image similarity search. To enhance index efficiency and 
query response time, they conducted evaluations on various 
tuning parameters for text encoding. As a result, a web-based 
prototype capable of efficiently searching through a dataset 
containing 100 million images was developed. 

To evaluate the efficiency of LuQ, the Yahoo Flickr 
Creative Commons 100 million (YFCC100M) dataset was 
employed [4]. This dataset was established in 2014 under the 

Yahoo Webscope program. YFCC100M comprises 99.2 
million photos and 0.8 million videos that were uploaded to 
Flickr between 2004 and 2014. The authors have reported an 
average query time of less than four seconds, without 
parallelization, for the configuration LuQ and Cur = 10. This 
approach is 10 magnitudes quicker than the sequential scan 
using L2. The mAP is assessed based on the quantization factor 
Q. The findings indicate that a high mAP is achieved when Q is 
set to 30, yielding a value of 62%. 

The paper in [5] discusses the development of a new 
method based on CNNs to improve the performance of content-
based image retrieval (CBIR). This innovative approach uses 
deep CNN models, exploiting class information available in the 
data, as well as information provided by distractors, to improve 
search accuracy. It uses a deep CNN model to extract 
meaningful features from images, adjusting its weights to bring 
each image closer to its relevant representations and further 
away from those that are irrelevant. The experimental results 
are presented on public datasets for image retrieval, 
demonstrating its effectiveness. Its main contributions include 
the integration of multiple relevant and irrelevant samples in 
the training phase for each sample, as well as the definition of 
representation objectives for training samples and regression on 
hidden layers. 

For the future, the authors of [5] plan to extend their 
approach to the use of cropped queries in the Oxford and Paris 
datasets for research.  Evaluations were carried out on the 
Oxford 5k, Paris 6k, UKBench and UKBench-2 databases, 
containing 5062, 6412, 10200 and 7650 images respectively. 
The presented approach also uses the BVLC Reference 
CaffeNet model and re-train the pre-trained CNN on the 
dataset. It refines the distance between distractor 
representations and each specific image using Euclidean loss 
during training. Adjustments are made to the CaffeNet model, 
such as removing certain layers and replacing them with 
PReLU layers, making this method apply to all layers except 
FC6 and FC7. The performance is evaluated using the mAP for 
55 queries, the mAP results vary from 22% to 98% depending 
on the database and Feature Representation. The approach is 
compared to other CNN-based methods as well as to manually 
designed methods on the Oxford 5k, Paris 6k, UKBench and 
UKBench-2 datasets in terms of precision and recall. It also 
compares this method to other approaches. 

The approach presented in the paper [6], addresses the 
optimization of large-scale similarity search using matrix 
factorization. The method presented reformulates the image 
search problem into a matrix factorization problem, which can 
be solved by eigenvalue decomposition or dictionary learning. 
The database used includes various datasets such as Oxford5k, 
Paris6k, 100,000 Flickr distracting images, Oxford105k, 
Paris106k, Yahoo Flickr Creative Commons 100M, Holidays 
and UKB. 

The performance is assessed by measuring retrieval 
performance, mainly mAP for most datasets, except for UKB 
where performance is measured by 4×recall@4. The mAP 
increases as a function of Complexity Ratio and reaches values 
between 60% and 80% depending on dataset used. A 
comparison is made between the eigenvalue decomposition 
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method, Dictionary Learning (DL) and locality-sensitive 
hashing (LSH). Dictionary learning shows better performance, 
especially with large datasets such as Paris6k, Oxford5k, 
Oxford105k and Paris106k, using complexity ratio and mAP as 
performance measures [6]. The approach offers an efficient 
alternative for large-scale similarity search by reducing the 
number of vector operations required, while maintaining search 
performance comparable to exhaustive search. 

The research presented in study [7], presents the DELF 
(DEep Local Feature), an attentive local feature descriptor 
designed specifically for large-scale image retrieval tasks. 
DELF is based on convolutional neural networks trained solely 
with image-level annotations from a landmark image dataset. 
To identify semantically meaningful local features for image 
retrieval, an attention mechanism for keypoint selection is 
incorporated, which shares most network layers with the 
descriptor. DELF can seamlessly replace existing keypoint 
detectors and descriptors in image retrieval systems, leading to 
improved feature matching and geometric verification. The 
approach provides reliable confidence scores to mitigate false 
positives, particularly excelling in scenarios where query 
images lack correct matches in the database. To assess the 
effectiveness of DELF, the Google-Landmarks dataset was 
introduced, a comprehensive large-scale dataset designed to 
challenge image retrieval systems with diverse scenarios 
including background clutter, partial occlusion, multiple 
landmarks, and objects at varying scales. The framework 
presented in this work represents a significant advancement in 
local feature descriptors for image retrieval, demonstrating 
robust performance across challenging real-world scenarios 
through the integration of CNN-based learning and attention 
mechanisms. In the first stage, the performance is evaluated 
using a modified precision (PRE) and Recall. In the second 
stage, the performance was evaluated using mAP on the Oxf5k, 
Oxf105k, Par6k and Par106K databases. The results show 
satisfactory values for the proposed approach, with mAP values 
equal to 90%, 88,5%, 95,7% and 92,8% for the four databases 
used. 

Instance Search (INS) presents a significant challenge 
compared to traditional image search, as relevancy is defined at 
the instance level rather than image-wide. Prior research has 
relied on complex ensemble systems involving object proposal 
generation and subsequent feature extraction for matching, 
often resulting in a disjointed approach with decreased 
effectiveness [8]. Moreover, the sheer volume of proposals has 
hindered the matching speed, limiting these methods scalability 
to large datasets. To address these shortcomings, the paper 
presented by [8] introduces Deep Region Hashing (DRH), a 
novel approach for large-scale INS using image patches as 
queries. DRH is an end-to-end, deep neural network integrating 
object proposal, feature extraction, and hash code generation. 
Notably, it shares the full-image convolutional feature map 
with the region proposal network, making region proposals 
practically cost-free. Furthermore, it maps high-dimensional, 
real-valued region features into compact binary codes for 
efficient object-level matching in large-scale datasets. 

The experimental results in study [8] across four datasets, 
Oxford5K, Oxford106k, Paris6k and Paris 106k, demonstrate 
that DRH outperforms state-of-the-art methods in terms of 

mAP while achieving an approximate 85% increase in 
efficiency for all the datasets.  The algorithm performance is 
evaluated on the instance search task by studying the impact of 
different components within the presented framework. A 
comparative analysis is then conducted between DRH and 
existing algorithms, focusing on both efficiency and 
effectiveness, using two standard datasets as benchmarks. For 
the lDRH, the INS is improved by approximately 3% for the 
Oxford datasets, while the gQE improves the performance of 
DRH by 85% on the Oxford 5k dataset. 

The paper in [9] discusses the development of a large-scale 
image hashing method called Semi-supervised Deep Hashing 
(SSDH), aimed at improving the efficiency of image retrieval. 
Firstly, it proposes a semi-supervised loss that simultaneously 
minimizes the empirical error on labeled data and the 
embedding error on labeled and unlabeled data, to preserve 
semantic similarity and capture meaningful relationships 
between data for efficient hashing. Secondly, a semi-supervised 
deep hashing network is designed to fully exploit both labeled 
and unlabeled data, enabling the simultaneous learning of hash 
functions and image representations in a semi-supervised 
manner. In addition, an online graph construction method is 
proposed to take advantage of deep features evolving during 
training, to better capture semantic relationships between 
images. 

The experiments in study [9] are carried out on several 
datasets, including CIFAR-10, MNIST, NUS-WIDE and 
MIRFLICKR. Evaluation of the SSDH method is based on 
various metrics such as mAP, precision-recall curves, accuracy 
@ topk and accuracy @ top500. This evaluation compares 
SSDH to eight state-of-the-art methods, including 
unsupervised, semi-supervised and supervised approaches. The 
proposed method had a high recall value of 78% and a minimal 
retrieval time of 980 ms, which is in the order of 10% more 
satisfactory than the comparative methods. The mAP varies 
between 70% and 98% depending on different hash code 
lengths and dataset. 

The paper in [10] discusses large-scale image retrieval 
using transductive support vector machines (TSVMs) 
combined with hierarchical binary trees (BHTs). This 
innovative approach comprises several key components. 
Firstly, it exploits TSVMs in combination with BHTs to 
facilitate efficient large-scale image retrieval. Secondly, it 
involves the creation of multiple binary hierarchical trees based 
on the separability of visual object classes, which contributes to 
a better organization of data for search. In addition, the TSVM 
classifier is trained using a stochastic gradient-based solver, 
enabling efficient scaling with large datasets. Finally, the 
approach includes a method for learning class hierarchies, 
using graph cutting and hierarchical binary trees, to ensure a 
meaningful margin between samples of different classes. 

The experiments of [10] are conducted on various datasets 
including Cifar100, CLEF 2013 Dataset, NUS-WIDE dataset, 
Cifar10 dataset and MNIST 3-digit dataset. The evaluation of 
the proposed method, TSVMH-BHT, is done compared with 
other supervised and unsupervised hashing methods. Measures 
used for this evaluation include the mAP and Euclidean 
distance metrics. The mAP results range from 24.46% to 
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37.27% for Fisher vectors (FVs) and 41.48% to 46.78% for 
CNN. In addition, the approach's effectiveness is also evaluated 
against other large-scale image search methods, particularly on 
specific datasets such as Cifar100. 

In the paper [11], other novel image indexing systems are 
introduced based on the composition of an inverted file index 
(IVF) and a structured binary encoding mechanism termed 
SUBIC (Structured Unifying Binary Encoding). Unlike 
traditional approaches that rely on unsupervised clustering for 
indexing, the proposed system leverages a unified neural 
framework to learn both indexing components.  The IVF 
system partitions the dataset using Vector Quantization (VQ), 
facilitating efficient retrieval by restricting searches to relevant 
subsets. Concurrently, the SUBIC encoder embeds image 
features into a structured binary space, enabling rapid 
approximate distance computations during retrieval. 

The approximate distance computation methods in the 
framework encompass hashing techniques and structured 
variants of VQ. The methodology in study [11] extends 
supervised learning approaches to enhance the efficiency and 
accuracy of distance computations. To evaluate the efficacy of 
the feature encoder, the performance of SUBIC encoding is 
compared against unsupervised Vector Quantization (VQ) on 
various test datasets. Furthermore, the baseline indexing 
systems (IVF-PQ, IMI-PQ, DSH-SUBIC) are assessed by 
comparing metrics such as the average number of retrieved 
images and mean Average Precision across the first T 
responses. mAP results vary between 46% and 93% depending 
on the dataset and method used. The evaluations are conducted 
against established benchmarks including Oxford5K, 
Oxford5K, Paris6K, Holidays, Oxford105K, and Paris106K. 
The presented study aims to demonstrate the superiority of the 
proposed indexing system over traditional approaches, 
highlighting improvements in retrieval performance across 
diverse datasets through the integration of supervised learning 
techniques into the indexing pipeline. 

The study referenced in study [12] explores the creation of 
a system that can efficiently retrieve images instantaneously 
from extensive repositories, focusing on scalability and 
computational power. It specifically targets applications in 
remote detection and botany. The method involves processing 
images independently without considering relationships 
between subsets of images. A deep Convolutional Neural 
Network (CNN) is used to extract features and generate deep 
representations from the image data. Additionally, an 
optimized data structure is introduced to improve query speed 
by employing a structure organized in hierarchical levels and 
recursive similarity assessments. The study includes a 
comprehensive series of trials to assess the precision and 
computational effectiveness of the suggested image retrieval 
approach, which is tailored for botanical identification and high 
definition remotely detecting data. Comparative analysis is 
conducted against traditional content-based image retrieval 
(CBIR) methods like the bag of visual words (BOVW) and 
integrating multiple features (MFF) methods. 

The experiments in study [12] aimed to assess fundamental 
aspects of Content-Based Image Retrieval (CBIR), focusing on 
accuracy and computational efficiency. Feature extraction was 

conducted using the Keras API in Python within a deep 
learning framework, while MATLAB was employed for 
feature indexing. The accuracy of the proposed method was 
evaluated against BOVW and MFF, traditional feature-based 
methods. Additionally, computational efficiency and retrieval 
time were compared with inverted index organization and flat 
structure search strategies. The experiments utilized the 
University of California Merced (UCM) Dataset, which 
includes 21 land cover classes with large-scale aerial images 
sourced from the USGS national map urban area imagery. Each 
class comprised of 100 images sized at 256 × 256 pixels, with a 
spatial resolution of 30 cm per pixel in RGB spectral space for 
assessing the effectiveness of high-resolution remotely 
detecting image scene classification. 

The evaluation assesses performance using mean Average 
Precision (mAP) and average retrieval time metrics. The 
proposed approach achieves maximum precision exceeding 
90% in mAP scores. On the MalayaKew (MK) and UCM 
image datasets, RL-CNN utilizing a hierarchical indexing 
scheme achieved average retrieval times of 0.039 and 0.025 
seconds, respectively. In comparison, RL-CNN employing 
sequential searching ranked second with retrieval times of 
0.164 and 0.142 seconds on the same datasets. It's important to 
highlight that sequential searching operates with an O (N) 
linear complexity, resulting in significantly longer execution 
times as the image count rises to hundreds of thousands or even 
millions, contrasting techniques such as BOVW using inverted 
index and BOVW without indexing showed slower retrieval 
times-0.29 and 1.8 seconds for the MK dataset, and 0.66 and 
3.9 seconds for the UCM dataset, respectively. Moreover, RL-
CNN employing sequential searching exhibited better 
efficiency compared to BOW with a comparable framework 
[11]. 

The development of the DSLL (Distribution Structure 
Learning Loss) algorithm for image retrieval based on deep 
metric learning is discussed in study [13]. DSLL preserves the 
structural information of positive samples by learning a 
hyperplane for each query sample in the model, while using the 
structural distribution-based entropy weight to assess the spatial 
relationship between negative samples and their environment. 
This method combines the eigenvectors with the weights to 
train the network, improving retrieval accuracy by preserving 
the structure of the image feature vectors and the consistency of 
the structural similarity ranking. 

The DSLL performance is evaluated from different aspects 
by study [13], including the impact of choosing different 
selections of the boundary τ, comparing performance based on 
non-ranking, ED (Euclidean distance) and structural 
consistency methods, as well as the impact of choosing 
different selections of the threshold β. These evaluations are 
carried out with the AlexNet and VGG architectures on the 
Oxford 5k and Paris 6k datasets. In addition, the performance 
mAP of DSLL is compared with that of state-of-the-art image 
retrieval methods under VGG and ResNet deep networks on 
various datasets. The result of the evolution of mAP depending 
on training epoch shows that the mAP increases and achieves 
59% for Oxford5K and 70% for Paris5k. 
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The proposed method by study [14], named OS2OS (Score 
Objects in Scene for Objects in Scene), aims to model object-
level regions using image key points from an image index, 
enabling small significant objects to be accurately weighted in 
the results, without requiring costly object detections. Several 
datasets are used, including Oxford 5k, Paris 6k, Google-
Landmarks, the NIST Media Forensics Challenge 2018 
(MFC2018) and the Reddit dataset. 

The evaluation of the method uses features such as SURF 
and DELF, as well as indexing techniques such as Optimized 
Product Quantization (OPQ) for nearest neighbor search. 
Performance is assessed by comparing the OS2OS score with 
other spatial verification methods. The OS2OS scoring 
provides competitive or superior performance, without the need 
for bounding boxes to pre-select regions of interest. The mAP 
varies between 74% and 86% depending on the techniques 
used and the Paris or Oxford dataset. The recall scores confirm 
the effectiveness of the approach comparing to other methods 
with higher values 47,9%, 54 ,8% and 59,3% respectively for 
top-50, 100, and 200 most related retrieved images. 

The paper in [15] presents a new image retrieval method 
called CBIR-Similarity Measure through Artificial Neural 
Network Interpolation (CBIR-SMANN), aimed at improving 
image retrieval using artificial neural network (ANN) 
interpolation. The process involves resizing images, applying 
Gaussian filtering as pre-processing, and identifying key points 
using a Hessian detector. Features such as mean, kurtosis and 
standard deviation are extracted and fed to an artificial neural 
network for interpolation. The interpolated data are then stored 
in a database for later retrieval. The main contributions of this 
method are as follows: 

 Acquisition and verification of image data including 
information on objects, colors, spatial information, 
textures, and shapes, leading to maximum retrieval rates 
and accuracy. 

 Introduction of a weightless feature description and 
detection model that efficiently recovers appropriate 
results from complex and cluttered datasets. 

 Introduction of a method to implement semantic 
variation with a similarity measure and color matching 
to highlight objects. 

 Ability of the technique to extract only important image 
information from the anchor translation instead of 
iterating over complete images. 

 Deploying a retrieval system optimized for storage, 
processing speed, and computational efficiency, 
ensuring search results are obtained within seconds. 

The future perspective suggested in the article is to 
integrate the convolution network to obtain improved results. 
The experiments were carried out on a public dataset 
containing 1000 images divided into 15 classes. Evaluation 
metrics used included recovery time, accuracy, false positive 
rate, false negative rate, specificity, F1 score, error, precision, 
recall and negative predictive value [15]. The results indicate 
that CBIR-SMANN achieved a high recall rate of 78% with 
minimum retrieval time of 980ms has given a high precision 

with 82% compared to other approaches that were cited in the 
paper. 

The paper in [16] presents the Super Global method, which 
transforms the conventional two-stage image retrieval model. 
This approach exclusively relies on global features for both 
initial retrieval and reranking, thereby improving efficiency 
without sacrificing accuracy. The method utilizes only global 
image features for both retrieval phases, eliminating the 
necessity for local features and implementing advancements in 
global feature extraction and reranking processes. 

 The scalability issues are addressed in image retrieval 
systems, specifically the substantial storage and computational 
costs associated with local feature matching during reranking. 
The effectiveness of the proposed method is evaluated using 
standard image retrieval benchmarks, demonstrating significant 
improvements over existing approaches. Notably, on the 
Revisited Oxford+1M Hard dataset, the single-stage 
performance improves by 7.1%, while the two-stage approach 
achieves a gain of 3.7% with a remarkable speedup of 64,865 
times. The two-stage system outperforms the current single-
stage state-of-the-art by 16.3% [16]. The mAP Results were 
performed on the ROxford and RParis datasets (and their large-
scale versions ROxf+1M and RPar+1M), with Medium and 
Hard evaluation protocols. The best mAP results are obtained 
for RN50 and RN101 and vary between 68% and 90% 
depending on the database used. 

The paper in [17] discusses image-based patent searching, 
highlighting its growing importance in the fields of intellectual 
property and information retrieval. The proposed method 
focuses on a simple yet robust approach, using a lightweight 
structure for feature extraction and a neck structure to obtain a 
low-dimensional representation to facilitate patent search. The 
network is trained with classification loss in a geometric 
angular space, accompanied by data augmentation specifically 
tailored to patent drawings, without scaling. The database used, 
DeepPatent, comprises a total of 45,000 different design 
patents and 350,000 drawing images, with a training set of 
254,787 images from 33,364 patents and a validation set of 
44,815 images from 5,888 patents. 

The performance is evaluated using mAP and Rank-N 
metrics [17]. The results show that the proposed method 
outperforms traditional and deep learning methods, 
highlighting its robustness and scalability, for mAP the result 
obtained is the higher, with value equal to 71%, comparing 
with some other approaches, the same for Rank-1, Rank-5, 
Rank-20, the experiments show the performances of the 
proposed approach which equal respectively to 88,9, 95,8 and 
98,1 and higher than the values obtained for other existing 
approaches in the literature. These results also suggest 
promising directions for exploring more robust loss functions 
in the context of image-based patent search, paving the way for 
future advances in this field. 

B. Hybrid Image Retrieval Systems 

In this family the first approach is the one presented in 
study [18] in 1996 which is the oldest approach in this state of 
art. A novel approach to object recognition in image databases 
is presented in study [18], focusing on a process of progressive 
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clustering of coherent image regions that satisfy increasingly 
stringent constraints. This method is based on the aggregation 
of coherent image regions satisfying increasing color and 
texture criteria. It incorporates hierarchical clustering and 
learning techniques for classification, enabling general objects 
to be processed in uncontrolled environments. The results are 
evaluated using different metrics such as precision and recall 
measuring the method's effectiveness in retrieving objects from 
large image collections, with databases including QBIC and 
Photobook without mentioning their specific size. 

The system's effectiveness was assessed using 4289 training 
images and 565 images for testing purposes. The evaluation 
was implemented in various configuration system and using a 
different metric (Precision, Recall, Response ratio, Test 
response….). The result of precision varies between 48% and 
61%, recall varies also between 7% and 79% depending on the 
system configurations used. 

In the presented work in study [19], a novel incremental 
and parallel Correspondence Factor Analysis (CFA) algorithm 
optimized for large-scale image retrieval using GPU processing 
was introduced. The CFA algorithm is adapted specifically for 
content-based image retrieval employing local image 
descriptors such as SIFT (Scale-Invariant Feature Transform). 
The primary objectives of this approach include dimensionality 
reduction and theme discovery to streamline image search 
processes and reduce query response times. To accommodate 
very large image databases, an incremental and parallelized 
version of the AFC algorithm has been presented. This adapted 
version is leveraged to construct inverse files based on 
extracted indicators, facilitating the identification of images 
sharing similar themes with the query image. Notably, this 
indexing step is also optimized for parallel execution on GPU 
hardware to achieve rapid query responses. 

Experimental results in study [19] conducted on the Nister-
Stewenius image database integrated with 1 million Flickr 
images demonstrate the substantial performance gains of the 
incremental and parallel algorithm compared to the standard 
version of AFC. To assess the scalability of the presented 
methods, the Nistér Stewénius database was extended by 
merging it with additional Flickr images (100,000, 200,000, 
500,000, and one million). The vocabulary size was set of 5000 
words. The algorithms were implemented in C++ utilizing 
LAPACK and ATLAS libraries for efficient computation and 
optimization. These experiments underscore the effectiveness 
and scalability of the proposed incremental and parallel CFA 
algorithm for large-scale image retrieval, offering significant 
improvements in retrieval speed and efficiency across 
expansive image datasets. The response time and precision are 
used to study the performance of the proposed method. The 
response time is the lowest (7.53ms) compared with other 
methods. In terms of precision, the results obtained show the 
quality of the proposed method, with a value equal to 62.5%. 

As the volume of multimedia content grows rapidly, there 
is an increasing demand for efficient image retrieval systems. 
Content-based image retrieval (CBIR) systems are pivotal in 
addressing this challenge [20]. However, retrieving specific 
images from vast databases can be time-consuming. To address 
this challenge, methods for image organization are utilized to 

speed up how quickly images can be found. The study outlined 
by [3] highlights the advancement of a proficient image 
retrieval system that integrates various organizing methods to 
decrease retrieval time. The emphasis lies in developing a 
hybrid image retrieval system that utilizes texture, color, and 
shape characteristics of images. Particularly, the gray level co-
occurrence matrix (GLCM) is employed to capture texture 
details, color moments are used for extracting color attributes, 
and the region props procedure is applied to shape feature 
extraction. By combining these diverse image attributes, the 
proposed system aims to enhance retrieval efficiency and 
enable faster access to relevant images within large databases. 
Following the feature fusion process using texture, color, and 
shape attributes, principal component analysis (PCA) is applied 
to optimize the selection of fused features. Next, two indexing 
methods—similarity-based indexing and cluster-based 
indexing—are evaluated in the hybrid image retrieval system to 
gauge their efficacy. 

The study in [20] reveals that the hybrid color descriptor 
combined with cluster-based indexing yields significant 
improvements. The findings show mean precision percentages 
of 93.8%, 79.6%, 70%, 98.7%, 93.5%, and 79.5% across 
different datasets, such as Corel-1K, Corel-5K, Corel-10K, 
COIL-100, GHIM-10, and ZUBUD. These findings 
demonstrate the efficacy of the proposed hybrid image retrieval 
system, particularly when utilizing cluster-based indexing, in 
achieving enhanced retrieval performance across diverse 
datasets. The utilization of PCA for feature optimization further 
contributes to the system’s effectiveness in retrieving relevant 
images efficiently from large repositories. 

C. Image Indexing with Textual Information 

The paper in [21] presents an automatic image text 
alignment algorithm aimed at improving the indexing and 
retrieval of large-scale web images by aligning them with 
relevant auxiliary text terms or phrases. The algorithm operates 
in several stages: 

 Web Crawling and Segmentation: A large collection of 
cross-media web pages containing both web images and 
associated text is crawled and segmented to create 

image–text pairs. These pairs consist of informative 

web images and their corresponding text terms or 
phrases. 

 Near-Duplicate Image Clustering: The web images are 
grouped into clusters of near duplicates based on visual 
similarities. Images within the same cluster share 
similar semantics and are associated with similar 
auxiliary text terms or phrases that frequently co-occur 
in relevant text blocks. This clustering process helps 
reduce uncertainty in determining the relationship 
between image semantics and auxiliary text. 

 Random Walk on Phrase Correlation Network: A 
random walk is performed on a phrase correlation 
network to refine relevance scores between web images 
and their associated text terms or phrases. This step 

enhances the precision of image–text alignment. The 

algorithm effectiveness is validated through 
experiments on large-scale cross-media web pages, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

332 | P a g e  

www.ijacsa.thesai.org 

demonstrating positive results in terms of image 
retrieval and indexing. 

As a result of the [21] methodology, a database containing 

5,000,000 image – text pairs are curated. This approach 

enhances the capability of image retrieval systems by 
leveraging text information associated with web images, 
thereby improving the accuracy and effectiveness of indexing 
and retrieval tasks on a large scale. 

D. Large-Scale Image Retrieval and Indexing 

The challenges posed by the rapid growth of online image 
repositories like Flickr, which house vast quantities of images 
requiring efficient indexing, searching, and browsing 
capabilities has been assessed by [22]. The presented approach 
leverages image content as valuable information for image 
retrieval. The Latent Dirichlet Allocation (LDA) models are 
adopted to represent images for content-based retrieval, 
involving learning image representations in an unsupervised 
manner, where each image is characterized as a mixture of 
topics or object parts depicted within the image. This modeling 
enables the placement of images into subspaces for higher-level 
reasoning, facilitating the discovery of similar images. The 
various similarity measures are explored based on this image 
representation to enhance retrieval accuracy. To validate the 
presented approach, it is evaluated on a real-world image 
database comprising over 246,000 images and compare it 
against image models based on probabilistic Latent Semantic 
Analysis (pLSA). The results demonstrate the effectiveness and 
scalability of the proposed LDA-based approach for large-scale 
image databases. 

The active learning is integrated by [22] with user relevance 
feedback into our framework to further enhance retrieval 
performance. This incorporation of user feedback allows for 
iterative refinement of the retrieval process, adapting to user 
preferences and improving the relevance of retrieved images. 
Overall, the work presents the potential of LDA-based image 
representation for content-based retrieval, particularly in 
managing large-scale image datasets, and underscores the 
benefits of incorporating active learning mechanisms to 
optimize retrieval outcomes based on user interaction and 
feedback. 

Large-scale image retrieval has demonstrated significant 
potential for real-life applications. The conventional method 
relies on Inverted Indexing, where images are represented 
using a Bag-of- Words model. However, a key drawback of 
this approach is the neglect of spatial information associated 
with visual words during image representation and comparison. 
This oversight leads to reduced retrieval accuracy. Earlier 
researchers in [23] investigated a technique for integrating 
spatial data into the Inverted Index, aiming to boost precision 
without compromising retrieval speed. Their methodology was 
tested on established datasets (Oxford Building 5K, Oxford 
Building 5K+100K, and Paris 6K), demonstrating the efficacy 
of their proposed method. 

To evaluate the accuracy of the retrieval system, the study 
in [23] compared the mAP and processing time (in seconds) of 
four methods (Baseline 1, Baseline 2, II+SPM, II+SPM*) 
across three datasets: Oxford 5K, Oxford 105K, and Paris 6K. 

The method II+SPM* improves the mAP of the Baseline 2 by 
about 2.31%, 4.21% and 3.31% on Oxford 5K, Oxford 105K 
and Paris 6K, respectively. Furthermore, the study investigates 
the impact of background visual word weighting on the final 
mAP of the retrieval system across the three datasets. 
Additionally, the II+SPM* presents lower processing times 
than Baseline 2 and comparable magnitudes with Baseline 1 
and II+SPM. 

The exponential growth of online images necessitates 
efficient indexing for large-scale digital image retrieval. 
Designing a compact yet highly efficient image indexing 
system remains challenging, primarily due to the semantic gap 
between user queries and the complex semantics of vast 
datasets. In the paper [24], a novel approach that constructs a 
joint semantic-visual space by integrating visual descriptors 
and semantic attributes was presented. This integration aims to 
bridge the semantic gap by combining attributes and indexing 
within a unified framework. The proposed joint space enables 
coherent semantic-visual indexing, leveraging binary codes to 
enhance retrieval speed while preserving accuracy. To address 
this, the following contributions are made: 

 Interactive Optimization Method: Proposed by an 
interactive optimization approach to discover the joint 
semantic and visual descriptor space efficiently. 

  Convergence Analysis: Proved by the convergence of 
the optimization algorithm, ensuring convergence to a 
good solution after a finite number of iterations. 

 Integration with Spectral Hashing: By integrating the 
semantic-visual joint space with spectral hashing, 
providing an efficient solution for searching billion-
scale datasets. 

 Online Cloud Service Design: By developing an online 
cloud service to deliver more efficient multimedia 
services based on the proposed indexing system. 

Experimental evaluations on standard retrieval datasets 
(Holidays1M, Oxford5K) demonstrate the effectiveness of the 
presented method compared to state-of-the-art approaches. 
Moreover, the cloud system significantly enhances 
performance, presenting the practical utility and scalability of 
the presented semantic-visual joint space indexing framework. 
Overall, the presented work [24] contributes to advancing 
efficient image retrieval systems by addressing the semantic 
gap through a unified semantic-visual space, optimizing 
retrieval speed and accuracy, and facilitating scalable 
multimedia services in cloud environments. 

The paper in [25] discusses the development of a large-
scale image retrieval system for everyday scenery with typical 
items. This system uses advances in deep learning and natural 
language processing (NLP) to gain deeper insights into images 
by capturing the interconnections between objects within an 
image. The goal is to empower users to access highly pertinent 
images and receive recommendations for analogous image 
searches to delve deeper into the repository. The proposed 
method, named QIK (Querying Images Using Contextual 
Knowledge), utilizes forecasts generated by deep networks for 
tasks related to interpreting images, such as generating 
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descriptions for images and identifying objects, instead of 
creating local/global image descriptors using CNN-based 
features. QIK uses contemporary natural language processing 
(NLP) frameworks for effective and precise image retrieval in 
daily situations. The QIK's structure comprises two primary 
elements: the Indexing module and the Query Handler. The 
Indexer creates a probabilistic image understanding (PIU) for 
each image in the database, employing cutting-edge captioning 
and object detection algorithms. There is an exhaustive survey 
of all the image contextualization methods mentioned in [26]. 
A PIU comprises the most probable descriptions and identifies 
items in an image, enabling the contextualization of ordinary 
scenarios and comprehension of the connections between 
items. The Query Handler can employ either image 
descriptions or identified items for image retrieval. 

The method evaluation is based on metrics such as retrieval 
time, accuracy, false positive rate, false negative rate, 
specificity, F1 score, etc. The tests in study [25] were carried 
out on datasets including images of daily scenes from 
MSCOCO and Unsplash.  

The Progressive Distributed and Parallel Similarity 
Retrieval (DPRS) method addresses the search for similarity 
between computed tomography (CTI) image sequences in 
resource-constrained cell phone networks (MTNs), while 
preserving the confidentiality of medical data. DPRS relies on 
four key techniques: a PCTI-based similarity measure, a 
lightweight privacy-preserving strategy, an SSL-based data 
distribution scheme, and a UDI framework. Various 
experiments [27] following these techniques have been 
conducted on a database comprising 50,000 CTIS used to 
diagnose various types of lesions. The experimental results 
show a significant improvement in response time compared to 
the state-of-the-art, using metrics such as response time, 
precision and recall evaluating the effectiveness of the DPRS 
method. In conclusion, DPRS represents a promising approach 
for similarity search in medical information systems, 
combining innovative techniques to optimize similarity 
between CTISs, preserve data confidentiality, distribute data 
efficiently and provide effective indexing for fast search. 

E. Other Works 

There are numerous other works addressing the issue of 
image indexing that we have not included in this article. These 
works were excluded because they did not meet the specific 
inclusion criteria defined by the PRISMA framework we 
employed. Our criteria were stringent to ensure the relevance 
and quality of the studies reviewed, focusing on specific 
methodologies, contexts, and outcomes pertinent to our 
research objectives. Some of the excluded studies, such as 
those cited in references [28], [29], [30], [31], [32], [33], [34], 
[35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], 
[46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], 
[57], [58], [59] and [60], provide valuable insights and 
contributions to the field but fell outside our defined scope. 
These studies might focus on different aspects of image 
indexing, employ alternative methodologies, or address broader 
contexts that, while important, were not directly aligned with 
our research parameters. By acknowledging these works, we 
recognize the breadth and diversity of research in image 

indexing, even though they were not part of our systematic 
review. 

IV. DISCUSSION 

The systematic review conducted using the PRISMA 
method has provided a comprehensive synthesis and analysis of 
the literature on large-scale image indexing and retrieval. The 
results of this review highlight several important trends, 
methods, and challenges in this rapidly evolving field of image 
processing research. 

One of the most significant trends identified in the review is 
the strong advance in deep learning-based approaches, 
particularly the use of convolutional neural networks (CNNs). 
These techniques have substantially improved the performance 
of image retrieval systems, offering superior accuracy and 
efficiency compared to traditional methods. The ability of 
CNNs to automatically learn hierarchical feature 
representations has been a key factor in their success. 

Despite these advancements, several challenges remain. 
One of the primary issues is the generalization of these models 
to more diverse datasets. Current models often perform well on 
specific, well-curated datasets but struggle with variability in 
real-world data. This includes variations in scale, viewpoint, 
lighting conditions, and occlusions. Additionally, the efficient 
management of large volumes of data remains a significant 
hurdle. The storage, retrieval, and processing of massive 
datasets require robust and scalable solutions. 

To address these challenges, promising avenues of research 
have emerged. Integrating semantic and contextual knowledge 
into image retrieval systems is one such direction. By 
understanding the context and semantics of images, retrieval 
systems can provide more accurate and relevant search results. 
For instance, combining visual information with textual data or 
metadata can enhance the retrieval process by adding another 
layer of information. 

Another area of interest is the development of models that 
are robust to variations in scale and perspective. Techniques 
such as data augmentation, multi-scale feature extraction, and 
the use of generative adversarial networks (GANs) for 
synthetic data generation are being explored to improve model 
robustness. 

The review also highlights the importance of 
interdisciplinary collaborations to advance research in large-
scale image indexing and retrieval. Collaborations between 
computer scientists, data engineers, domain experts, and 
industry practitioners can drive innovation and address 
practical challenges. Such collaborations can lead to the 
development of more effective and efficient retrieval systems 
that are applicable to a wide range of real-world scenarios. 

Looking ahead, the practical applications of advanced 
image retrieval systems are vast. From medical imaging and 
remote sensing to e-commerce and social media, the ability to 
efficiently and accurately retrieve images has significant 
implications. Future research should focus on creating more 
adaptable, robust, and scalable systems that can handle the 
complexities of real-world data. 
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We have structured our state-of-the-art in the form of tables 
to summarize the different approaches, techniques, databases 
and metrics used in image indexing. This organization makes it 
possible to present the essential information clearly and 
concisely, facilitating comparison and analysis of the various 
methods employed. By detailing the characteristics and 
performance of the techniques studied, we can better 
understand their respective advantages and disadvantages, 
helping us to identify the solutions best suited to our specific 
image indexing needs. 

The summarized Table I provides an overview of various 
techniques, datasets, and evaluation metrics employed in image 
retrieval and recognition research, particularly within the 
family of deep learning-based image indexing and retrieval. 
The techniques covered include CNNs, DELF, binary 
encoding, VLAD encoding, DRH, SIFT, FV, among others. 
Commonly used datasets are Oxford 5k, Oxford 105k, Paris6k, 
Paris106k, Holiday, and Flickr. The primary evaluation metric 
is mean average precision (mAP), typically ranging from 70% 
to over 90%. Additionally, metrics such as retrieval time, 
precision (PRE), recall (REC), F1 score, Rank-N, and others 
are also utilized. 

Table II offers a thorough summary of the methods, 
techniques, datasets, and metrics employed in various studies 
on hybrid image retrieval systems family, image indexing with 
textual information family, and large-scale image retrieval and 
indexing family. The table highlights several techniques such 
as SIFT, PCA, GLCM, DOM, SVM, NLP, and CTI, along with 
additional techniques mentioned in certain studies, showcasing 
a broad spectrum of methodologies applied in this field. The 
studies utilize diverse datasets including Nister-Stewenius, 
Corel, COIL, ZUBUD, Paris6K, Oxford5K, Oxford105K, 
Holidays, MSCOCO, and Unsplash, as well as other datasets 
unique to individual research projects. The evaluation metrics 
featured in these studies encompass retrieval time, mean 
Average Precision (mAP), recall (REC), and Rank-N, with 
mAP being the most frequently cited metric. 

Most of these approaches concentrate on the family of Deep 
Learning-Based Image Indexing and Retrieval, highlighting the 
significance of deep learning architecture in this field. The 
decision to choose between these different families depends on 
the specific problem at hand, as well as various factors such as 
datasets, image quality, hardware resources, and more.

TABLE I. A SUMMARY OF METHODS, DATA SETS, AND EVALUATION METRICS IN THE DEEP LEARNING-BASED IMAGE INDEXING AND RETRIEVAL FAMILY 

Approaches cited in  [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] 

T
ec

h
n
iq

u
es

 

CNNs    ×   ×   ×        

DELF       ×           

Binary 

encoding 

          ×       

VLAD 

encoding 

  ×               

DRH        ×          

SIFT ×                 

FV          ×        

Other’s  ×   × ×   × ×   × × × × × 

D
at

as
et

 

Oxford 5k   ×  × × × ×   ×  ×   ×  

Oxford 105k      × × ×        ×  

Paris6k   ×  × × × ×   ×  ×   ×  

Paris106k      × × ×        ×  

Holiday × × ×   ×     ×  ×     

Flickr × ×  ×  ×            

MK            ×      

UCM dataset            ×      

Cifar         × ×        

a-PASCAL              ×    

Another 

dataset 

× ×   × × ×  × ×    × ×  × 

M
et

ri
cs

 Retrievel 

time 

 ×  ×        ×   × ×  

mAP × × × × × × × × × × × × × × × × × 

PRE       ×           
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REC ×    × × ×  ×     × ×   

F1 score               ×   

Rank-N                 × 

Another 
metric 

× ×      × × ×   × × ×   

TABLE II. EXAMINING APPROACHES, DATA SETS, AND EVALUATION METRICS FOR THE REMAINING FAMILIES 

Approaches cited in Hybrid Image Retrieval 

Systems 

Image Indexing with Textual 

Information 

    Large-Scale Image Retrieval and Indexing 

[18] [19] [20] [21] [22] [23] [24] [25] [27] 

T
ec

h
n
iq

u
es

 

SIFT  ×        

PCA   ×       

GLCM   ×       

DOM    ×      

SVM     ×     

NLP        ×  

CTI         × 

Other’s      × ×   

D
at

as
et

 

Nister-Stewenius  ×        

Corel   ×       

COIL   ×       

ZUBUD   ×       

Paris6K    ×  ×    

Oxford5K      × ×   

Oxford105K      ×    

Holidays       ×   

MSCOCO        ×  

Unsplash        ×  

Another dataset ×  × × ×  ×  × 

M
et

ri
cs

 

Retrievel time  ×        

mAP × ×  ×  × ×   

PRE          

REC ×         

F1 score          

Rank-N    ×      

Another metric  ×   × × × ×  × 

V. CONCLUSION 

The systematic review using the PRISMA method has 
comprehensively synthesized and analyzed the literature on 
large-scale image indexing and retrieval. The results highlight 
current trends, methods, and challenges in this dynamic area of 
image processing research. We have seen a strong advance in 
deep learning-based approaches, notably convolutional neural 
networks, which have significantly improved the performance 
of image retrieval systems. However, challenges remain, such 

as generalization to more diverse datasets, robustness to 
variations in scale and view, and efficient management of large 
volumes of data. Promising avenues of research include the 
integration of semantic and contextual knowledge to improve 
the accuracy and relevance of search results. 

Finally, while significant progress has been made in the 
field of large-scale image indexing and retrieval, this review 
underscores the importance of ongoing research and 
interdisciplinary collaborations to overcome existing 
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challenges and drive further advancements. Highlighting the 
necessity of such collaborative efforts, this review provides a 
foundation for future work aimed at improving the accuracy, 
efficiency, and applicability of image retrieval systems, with a 
focus on practical applications and substantial progress in this 
constantly evolving field. 
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Abstract—Pairwise constraints improve clustering 

performance in constraint-based clustering issues, especially 

since they are applicable. However, randomly choosing these 

constraints may be adverse and minimize accuracy. To address 

the problem of random choosing pairwise constraints, an active 

learning method is used to identify the most informative 

constraints, which are then selected by the active learning 

technique. In this research, we replaced random selection with an 

active learning strategy. We provide a semi-supervised selective 

affinity propagation clustering approach with active constraints, 

which combines the affinity propagation (AP) clustering 

algorithm with prior information to improve semi-supervised 

clustering performance. Based on the neighborhood concept, we 

select the most informative constraints where neighborhoods 

include labelled examples of various clusters. The experimental 

results on eight real datasets demonstrate that the proposed 

method in this paper outperforms other baseline methods and 

that it can improve clustering performance significantly. 

Keywords—Semi-supervised; pairwise constraints; affinity 

propagation; active learning 

I. INTRODUCTION 

In data mining, clustering is an unsupervised learning 
technique that divides a data collection into k clusters based on 
how similar or dissimilar data examples are within a cluster 
and outside of it. Clustering with restrictions, or semi-
supervised clustering, has drawn a lot of attention from 
researchers in the past few years. By utilizing user-provided 
side information, semi-supervised clustering seeks to enhance 
clustering performance. Pairwise restrictions, or must-links 
(ML) and cannot-links (CL), are the most often utilized 
information in semi-supervised clustering. Instances xi and xj 
must be assigned to the same cluster according to the constraint 
ML(xi, xj), but a CL(xi, xj) specifies that they must be assigned 
to separate clusters [1, 2]. 

Constraints have been shown in several earlier research to 
improve clustering performance. However, incorrect constraint 
selection can also degrade the clustering performance [3-5]. 
Furthermore, getting pairwise constraints usually necessitates a 
user to examine the relevant data points by hand, which can be 
expensive and time-consuming. Most semi-supervised 
clustering techniques already in use choose all of their 
constraints at random. Therefore, these methods are unable to 
predict the impact of a particular constraint on the algorithm 
[6-8]. 

The affinity propagation (AP) method is a highly effective 
clustering method for data mining. Compared to standard 

clustering methods, the AP method is capable of clustering 
large-scale and multi-cluster datasets quickly. Furthermore, the 
AP method does not need to predetermine the initial centres of 
the cluster and cluster number, which allows it to avoid getting 
locked in the local optimal setting [15]. Thus, utilizing the AP 
technique is preferable since the clustering algorithm may 
provide higher-quality component clusters [9]. 

In this paper, we maximize the pairwise constraint selection 
for semi-supervised clustering by combining the affinity 
propagation (AP) clustering algorithm with prior information 
based on the neighborhood notion. A neighborhood is a 
collection of data items that must-link constraints have 
determined to belong to the same class. It is well known that 
distinct neighborhoods belong to different classes since they 
are connected by cannot-link constraints. Our goal is to choose 
the most educational point to incorporate into the 
neighborhoods. After a point is chosen, its neighborhood is 
ascertained by querying the chosen point against the list of 
neighborhoods. Utilizing the neighborhood ideas has the major 
benefit of allowing us to obtain constraints by utilizing the 
neighborhood knowledge. 

On UCI datasets, extensive research has been done with the 
MPCK-means semi-supervised clustering technique. 
According to experimental results, MPCK-means performs 
better when subjected to AML and ACL restrictions than when 
subjected to random selection constraints. 

The rest of the paper is structured as follows. A concise 
overview of relevant research on active learning techniques is 
given in Section II. We present our suggested active learning 
algorithm in Section III. Section IV presents the outcomes of 
the experiment. In Section V, we finally wrap up the paper and 
talk about future directions. 

II. RELATED WORK 

Semi-supervised clustering algorithms are proposed in 
recent years [10]. These algorithms are an extension of known 
unsupervised clustering algorithms [11, 12]. The methods 
utilized constraints in adapted clustering procedure for learning 
similarity metrics. In recent years, various constraint-based 
methods were proposed for clustering, specifically in clustering 
algorithms like spectral clustering and K-means [11]. 

Basu et al. proposed a pairwise constrained clustering 
framework and a new method for selecting information 
pairwise constraints for enhance clustering performance [13]. 
These two methods, as indicated by the authors, can handle 
large and high dimensional datasets. The result shows an 
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improvement in clustering accuracy with little supervision 
required. 

Shental et al. proposed a framework for the composition of 
side information in the form of equivalence constraints into the 
model estimation procedure [14]. The authors further introduce 
EM procedure and generalized EM procedure that handles both 
positive constraints (for the former), and negative constraints 
(for the latter). The algorithm shows significant improvements. 
In another study by Bilenko et al., a new clustering algorithm 
was proposed that integrates two methods, which are the 
constraint-based method and distance-function learning 
methods for semi-supervised clustering [15]. Based on an 
experimental study, the result revealed that the proposed 
algorithm provides better clusters. 

In a study by Wagstaff et al., a constrained k-means 
clustering algorithm was proposed with background knowledge 
[11]. The experiment was conducted with artificial constraints 
on various datasets, the result shows a significant 
improvement. Rangapuram and Hein proposed a clustering 
method that is based on tight relaxation of constraint 
normalized cut [12]. The proposed method guarantees the 
satisfy all constrained. The method further allows the 
optimization of the trade-off between the number of violated 
constraints and normalized cut. The result shows some 
improvements. 

In the last decades, active learning has been studied for 
supervised classification problem. Xiong et al., introduced a 
method that incorporates a neighborhood concept. Hence, each 
neighborhood is composed of labeled examples of distinct 
clusters based on pairwise constraints [16]. An evaluation of 
benchmark datasets shows that the proposed method 
outperforms the existing state-of-the-art. 

Fernandes et al. proposed four active learning strategies for 
an evolutionary constrained clustering algorithm coined 
FIECE-EM. The proposed strategies utilizes key information 
from multitudes of sources like partition, population, and so on 
[17]. An empirical evaluation result shows that the proposed 
strategies attain a better result in comparison to various state-
of-the-art. Based on the knowledge that choosing a constraint 
is critical because choosing it improperly may result in low 
clustering precision, a new active query mechanism was 
proposed by Kumar et al. The proposed mechanism selects 
queries by utilizing min-max criterion. Hence, the authors 
specifically focused on constraints selection to enhance 
clustering performance. The experimental result indicates that 
the proposed outperforms the existing state-of-the-art [18]. 

In another study by Nguyen and Smeulders, an algorithm 
was developed to construct classifier in a group of cluster 
representatives and further propagates the conducted 
classification to other samples through a local noise model 
[19]. The developed algorithm initially selects the most active 
samples for the avoidance of repeatable samples labels. In the 
active learning process, the algorithm adjusts the clustering by 
utilizing coarse-to-fine strategy. This is purposely to balance 
between large clusters merit and data representation accuracy. 
The result demonstrates the performance of the proposed 
algorithm. 

Another study by Vu et al. proposed an efficient algorithm 
for active seeds selection [20]. The proposed algorithm 
depends on min-max approach which permits the coverage of 
large dataset and the selection of useful user queries. The result 
shows that the proposed algorithm performs very well. A semi-
supervised clustering algorithm with a new method for 
selecting information instance-level constraints was proposed 
to enhance clustering accuracy [21]. The proposed algorithm is 
coined Constrained DBSCAN. The algorithm is aimed at 
selecting informative document pairs to retrieve user feedback. 
Hence, the authors used two kinds of instance-level constraints, 
which are cannot-link and must-link. For the former, it means 
that document pairs must always be placed in distinct groups, 
while for the latter, the document pairs must be in the same 
cluster. The result shows that a good clustering performance 
was achieved. 

Wang and Davidson proposed a spectral clustering 
algorithm with active learning and further investigates active 
learning [22]. The authors also allow for the utilization of 
cannot-link and must-link constraints in the proposed 
algorithm. However, in distinction, their constraints are 
identified incrementally through oracle querying. Hence, the 
outline advantages of their proposed algorithm are the process 
of constraints querying that reduces error, and the combination 
of both soft and hard constraints. The results based on an 
experiment on existing benchmark show that the proposed 
algorithm outperforms existing baseline approaches [23]. 

Although many studies have investigated active constraints, 
there is limited research on leveraging existing information to 
identify the most informative constraints in ensemble 
clustering or on integrating active constraints with selective 
ensemble clustering results [24-26]. To address this gap, this 
paper introduces a semi-supervised selective affinity 
propagation clustering approach that incorporates active 
constraints, aiming to enhance the performance of semi-
supervised clustering. 

III. ACTIVE AFFINITY PROPAGATION 

Affinity propagation (AP) [9] is a clustering technique that 
groups data points into clusters according to their similarities. 
Messages are sent between data points iteratively via affinity 
propagation. These messages show how each data point is 
ideally suited to serve as a cluster center for additional data 
points. High affinity data points eventually become cluster 
centers, to which other points are allocated. There are two 
kinds of messages exchanged between data items the 
responsibility r(i, k) and the availability massage a(i, k), that 
reflects the accumulated evidence for how well-suited item xk 
is to serve as the exemplar for item xi, and reflects the 
accumulated evidence for how appropriate it would be for item 
xi to choose item xk as its exemplar. 

𝑟(𝑖, 𝑘) = 𝑆(𝑥𝑖 , 𝑥𝑘) − max
𝑗≠𝑘

{𝑆(𝑥𝑖 , 𝑥𝑗) + 𝑎(𝑖, 𝑗)}          (1) 

𝑎(𝑖, 𝑘) =

{
∑ max[0, 𝑟(𝑖′, 𝑘)]𝑖′≠𝑘                                    𝑖 = 𝑘

min[0, 𝑟(𝑘, 𝑘) + ∑ max[0, 𝑟(𝑖′, 𝑘)]𝑖′∉{𝑖,𝑘} ] 𝑖 ≠ 𝑘
       (2) 
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where, S(xi, xj) denote the similarity between the data items 
xi and xj , with i ≠ j. 

Affinity propagation is an unsupervised clustering method. 
Semi-supervised clustering algorithms make use of the 
partially labeled data by using a limited number of constraints. 
The issue of selecting pairwise queries wisely to provide a 
precise clustering assignment is covered in this section. Using 
the neighborhood concept—where neighborhoods include 
labeled examples of various clusters depending on pairwise 
constraints—we choose the active constraints. By picking the 
most illuminating examples and investigating their connections 
to the communities, we broaden the neighborhoods. We 
summarize our strategy in Algorithm 1. 

In order to create C clusters from a set of data points 
X={x1,…, xn}, we can find a set of m neighborhoods N = {N1, · 

· · ,Nm}, where m ≤ C. Imagine the data represented as a graph, 
with edges denoting must-link restrictions and vertices 
representing data instances. The neighborhoods are just the 
connected parts of the graph with cannot-link constraints 
between them. They are represented by the notation Ni ⊂ X, i ∈ 
{1, · · · , m}. 

Two examples that clarify how the neighborhoods can be 
formed from a set of pairwise constraints are shown in Fig. 1. 
Data instances are represented by nodes, must-link constraints 
are shown by solid lines, and cannot-link constraints are shown 
by dashed lines. Take note that there must be a cannot-link 
constraint between every neighborhood and every other 
neighborhood. Therefore, Fig. 1(b) only has two known 
neighborhoods, which might be either {x1, x2}, {x3} or {x1, x2}, 
{x4}, but Fig. 1(a) has three neighborhoods: {x1, x2}, {x3}, and 
{x4}. 

  

(a) (b) 

Fig. 1. Two examples of neighborhoods based on pairwise constraints. 

To determine the most informative points, let's consider a 
labeled dataset L consisting of pairs {(x1, y1), (x2, y2), . . . , (xl, 
yl)}, where yl represents the cluster label of the data item xl, 
along with an unlabeled set U containing data items xl+1, xl+2, . . 
. , xl+u. Let E denote the set of exemplars in the dataset. Given a 
labeled sample 𝑥𝑖  (1 ≤ 𝑖 ≤ 𝑙)  and an unlabeled data item 
𝑥𝑗  (𝑙 + 1 ≤ 𝑗 ≤ 𝑢), we can identify two scenarios where the 

labeled sample might be associated with the unlabeled data 
item following execution of the AP algorithm: 

1) If the unlabeled data item xj adopts the labeled sample 

xi as its cluster exemplar, and the message a(xi, xi) + r(xi, xi) is 

positive (indicating xi ∈ E), and xi  is the max{a(xj, xk) + r(xj, 

xk)} for each k = {1, 2, . . .,n}. 

2) If the labeled sample xi selects the unlabeled data item 

xj as its cluster exemplar, and the message a(xi, xi) + r(xi, xi) is 

negative (indicating xi ∉ E), and xj is the max{a(xi, xk) + r(xi, 

xk)} for each k = {1, 2, . . .,n}. 

If either of these conditions is met, the unlabeled data item 
xj is deemed most similar to the labeled sample xi. 
Consequently, xj is chosen and assigned the label of xi, 
effectively selecting the most similar unlabeled data item xj as 
follows: 

𝑥∗  = {𝑥𝑗  
𝑖𝑓 𝑥𝑖 = max

1≤𝑘≤𝑛
{𝑎(𝑥𝑗,𝑥𝑘)+ 𝑟(𝑥𝑗,𝑥𝑘)} 𝑎𝑛𝑑 𝑥𝑖∈ 𝐸

𝑖𝑓 𝑥𝑗 = max
1≤𝑘≤𝑛

{𝑎(𝑥𝑖,𝑥𝑘)+ 𝑟(𝑥𝑖,𝑥𝑘)} 𝑎𝑛𝑑 𝑥𝑖 ∉ 𝐸
 (3) 

where, x* is the selection of the unlabeled point from the 
set U follows the operational principles of the AP algorithm 

Once the most informative point is chosen, it is queried 
against the existing neighborhoods to ascertain its membership. 
To optimize query efficiency, the initial query is directed 
towards the neighborhood with the highest likelihood of 
containing x*. This approach minimizes the overall number of 
queries required. The determination of a point x* likelihood of 
belonging to a specific neighborhood Ni is based solely on its 
interactions with labeled points. This likelihood is estimated by 
averaging the similarities between x and the instances within 
Ni, as expressed by the formula: 

𝑝(𝑥 ∈ 𝑁𝑖) =  

1

|𝑁𝑖|
  ∑ 𝑆(𝑥,𝑥𝑗)𝑥𝑗∈𝑁𝑖

∑
1

|𝑁𝑝|
  ∑ 𝑆(𝑥,𝑥𝑗)𝑥𝑗∈𝑁𝑝

𝑙
𝑝=1

     (4) 

Here S(x, xj) represents the degree of similarity between 
point x and point xj, |Ni| denotes the amount of points in the 
neighborhood Ni, and l signifies the overall amount of 
neighborhoods. 

Line 4 traverses the neighborhoods in decreasing order 
based on p(x* ∈ Ni), i ∈ {1, · · ·, l}, or the likelihood of x* 
belonging to each neighborhood. We can find the 
neighborhood of x* with the fewest number of searches by 
using this query order. With just one query, we can end if a 
must-link is returned. If not, the following question should be 
directed towards the neighborhood with the next highest 
likelihood of having x*. A new neighborhood will be generated 
using x* (lines 4–15) once this procedure is repeated until a 
must-link constraint is returned or we have a cannot-link 
constraint against all neighborhoods. 

X1 X2 

X3 X4 

X1 X2 

X3 X4 
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Algorithm 1. Affinity Propagation with Active 

Constraints 

1. Start with a single neighborhood N1 containing a randomly 
chosen instance x and set the number of queries q to 0. 

2. While q<Q  

3. Select the most informative point x* to query using Equation 
3; 

4. For Ni ∈ 𝑁 ordered by decreasing probability of x* belonging 
to Ni; 

5. Query x* against any data point xi belonging to Ni; 

6. q++; 

7. Update the set of constraints according to the results of the 
queries; 

8. If ML(x*, xi) exist 

9. 𝑁𝑖 = 𝑁𝑖 ∪ 𝑥∗ 

10. Break; 

11. else 

12. make a new neighborhood containing the point x*; 

13. End if 

14. End while  

IV. EXPERIMENTAL RESULTS 

This section presents the datasets, evaluation metrics, 
Constraint selection strategies, and outcomes of the study. The 
effectiveness of the proposed method is explained through 
comparisons with several state-of-the-art algorithms across 
different scenarios to highlight its superiority. 

A. Datasets 

In this section, the datasets utilized are presented. For our 
experiments, real datasets were utilized. Hence, these datasets 
are labelled with instances, attributes, and numbers of clusters 
as described in Table I. 

TABLE I.  THE DATA SETS USED IN THE EXPERIMENTS 

Dataset # Instances #Attributes #Clusters 

Glass 214 10 6 

Ecoli 336 8 8 

Ionosphere 351 34 2 

Liver 345 6 2 

Breast 683 9 2 

Yeast 1484 8 10 

Segment 2310 19 7 

Magic 19020 10 2 

B. Evaluation Metrics 

We used pairwise F-measure and Normalized Mutual 
Information (NMI) as clustering validation metrics to evaluate 

the effectiveness of the approaches. NMI evaluation metric 
takes into consideration the clustering assignment and class 
label as random variable. Hence, the metric measures the 
common information between dual random variables. 
Therefore, this information will be normalized to zero-to-one 
range by the metric. NMI is computed as follows: 

𝑁𝑀𝐼 =  
𝐼(𝑋; 𝑌)

(𝐻(𝑋) + 𝐻(𝑌))/2
 

In this context, H(Y) represents Shannon entropy of Y, 
H(Y|X) denotes conditional entropy of Y given X, and I(X; Y) 
signifies the mutual information shared between the variables 
X and Y. 

Pairwise F-measure was assessed in order to gauge 
clustering performance even more. Recall and precision were 
the sources of this statistic [16]. By comparing the predicted 
pairwise relationship between instance pairs to the ground truth 
class labels relationship comparison, the measure assesses 
one's predictive ability. Therefore, the harmonic mean of 
precision and recall is the common definition of F-measure. 
Thus, after obtaining a clustering result, we calculate the F-
measure in the manner mentioned below: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑐

𝑛𝑠

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑐

𝑛𝑓

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
 

C. Constraint Selection Strategies 

In all experiments, the following strategies are considered 
for selecting constraints: 

 Random: This strategy entails a completely arbitrary 
selection of constraints. It involves generating a set of 
Must-Link (ML) and Cannot-Link (CL) constraints by 
comparing the labels of randomly chosen objects. 

 Min-Max: This method follows a neighborhood-based 
approach and operates in two phases [18]. First, it 
creates a set of disjoint neighborhoods, Then, it 
incrementally expands these neighborhoods using a 
distance-based criterion. 

 ASC: this method utilizing the neighborhood graph and 
formulating queries based on the constraint utility 
function. ASC relies on a pair of parameters, namely 
the threshold (θ) and the number of nearest neighbors 
(k). In accordance with their method, these parameters 
are set to ⌊(𝑘/2) + 1⌋ and 6 respectively [8]. 

 NPU: This method is grounded in the uncertainty-
based principle, employing a neighborhood-based 
strategy [16]. 
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(a) Glass (b) Ecoli 

  

(c) Ionosphere (d) Liver 

  

(e) Breast (f) Yeast 

  

(g) Segment (h) Magic 

Fig. 2. Comparison of the suggested algorithm's clustering outcomes in NMI with various constraint selection techniques. 
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(g) Segment (h) Magic 

Fig. 3. Comparison of the suggested algorithm with other constraint selection techniques based on pairwise F-measure. 
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D. Performance Analysis Based on NMI 

For the performance evaluation in this section, four 
algorithms were utilized for cross-comparison with our 
proposed algorithm. These algorithms are Random, min-max, 
ASC, and NPU. All these algorithms are active learning 
algorithms. Hence, the four datasets which are Glass, Ecoli, 
Segment, and Magic are used for the experiment. From Fig. 2, 
with 150 constraints on Glass dataset, the proposed algorithm 
performed better with 0.8 NMI, followed by ASC, NPU, Min-
Max, and Random, respectively. The result is quit the same on 
Ecoli, Segment, and Magic datasets. One of the things worth 
noting is that the proposed algorithm is consistently effective. 
Meaning, it persistently outperformed all the algorithms 
compared with in all experiments. This conclusion is driven 
based on our general observation of Fig. 2. 

In general, with respect to NMI evaluation, the proposed 
algorithm is more effective by large. It is important to also note 
that Random is the least effective algorithm. This is 
particularly due to the random selection of constraints by the 
algorithm in contrast to the other algorithms. 

E. Performance Analysis Based on F-measure 

The result in this section is given based on our evaluation 
using F-measure. Hence, the result is given of the comparison 
with other methods with respect to the datasets in Fig. 3. 
Hence, from Fig. 3, with focus on Glass datasets, the reader 
can see that the proposed algorithm surpasses the compared 
algorithms on all constraints. With respect to Ecoli dataset, our 
proposed algorithm also outperformed the compared 
algorithms with great margin. We observed that the proposed 
algorithm is does not have a good performance in large dataset 
like Magic with small number of constraints. However, the 
proposed algorithm achieves better performance result when 
we have a large number of constraints. 

However, on Segment dataset, our proposed algorithm was 
outperformed by NPU algorithm 25, 125, and 150 constraints. 
Hence, looking at the result carefully, on 50, 75, and 100 
constraints, the proposed algorithm outperformed all the 
compared algorithms. Furthermore, on Magic dataset, NPU 
and ASC outperformed the proposed algorithm on 25 and 50 
constraints. However, from 75 constraints and above, the 
proposed algorithm outperformed all the compared algorithms 
as presented in Fig. 3. 

V. CONCLUSION AND FUTURE WORK 

In this study, we introduced an approach to improve the 
semi-supervised clustering algorithms that select the active 
pairwise constrained with affinity propagation clustering 
algorithm. Initially, the most informative points are generated 
using the AP algorithm, and subsequently, only the points are 
chosen to compose the neighborhoods and generate the final 
clustering outcomes. Additionally, in acquiring pairwise 
constraints, we replaced random selection with an active 
learning strategy, resulting in more representative constraints. 
Our algorithm was applied to eight datasets from UCI datasets, 
with the performance evaluated using NMI and F-measure 
metrics. The experimental findings demonstrate the superiority 
of our proposed method over other clustering algorithms. In 
future work, we would like to work on the problem of 

incremental growing constraint set for streaming data. To 
address this problem, we are interested to apply an incremental 
semi-supervised clustering method. 
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Abstract—Diabetic retinopathy (DR) is a leading cause of 

blindness worldwide, particularly among working-age 

individuals. With the increasing prevalence of diabetes, there is 

an urgent need to address the public health burden posed by DR. 

This research paper aims to develop a clinical decision support 

approach that integrates automated DR detection and classifying 

the grade of severity in DR. A three-stage deep learning model 

for DR detection is proposed. First, incorporating preprocessing, 

image enhancement, and augmenting the DR images using three 

different color space transformations and a filtering technique: 

BGR to RGB, RGR to LAB, and Gaussian Blur Filter. Secondly, 

feature extraction and representation learning are based on CNN 

with various layers. Thirdly, classification is based on SVM. The 

implementation and evaluation of the proposed model on a 

dataset containing five stages of DR are essential steps towards 

validating its performance and assessing its potential for clinical 

applications. Through thorough dataset preprocessing, model 

training, performance analysis, comparison with baseline 

methods, and generalization tests, we can gain insights into the 

model's classification and staging capabilities. This research 

makes a significant contribution to the field of DR severity 

detection, ultimately leading to enhanced diagnostic capabilities. 

The developed models demonstrated an accuracy rate of 94.72%, 

indicating their efficacy in accurately assessing the severity of the 

condition. 

Keywords—Deep learning; diabetic retinopathy (DR); Gaussian 

Blur Filter; support vector machine (SVM); color space; 

performance evaluations 

I. INTRODUCTION 

Diabetic Retinopathy (DR) is an ocular disorder that can 
lead to visual impairment and complete blindness in 
individuals with diabetes. This condition specifically impacts 
the blood vessels located in the retina, which is the light-
sensitive tissue situated at the rear of the eye. Early 
intervention in the treatment of DR can significantly alleviate 
the burden of vision loss attributed to this condition, so making 
it a crucial area of study, particularly in light of the creation of 
new diagnostic instruments [1]. 

Several studies aimed at detecting Parkinson's disease early 
were presented. Yasashvini R. et al. [2] presented DR 
Classification using convolution neural network (CNN), hybrid 
CNN with DenseNet 2.1, and hybrid CNN with ResNet are 
utilized to extract the features of the eye. The author’s model 
used 3662 train images and 1928 test images after applying the 
image augmentation technique, divided into 5-classes. Sayan 
Das and Sanjoy Kumar Saha [3] introduced DR detection 
model using CNN based on genetic algorithm for extract 

features and support vector machine (SVM) for classification. 
The model was tested on a dataset that contains 1200 retinal 
fundus images divided into 4- classes. Raja Chandrasekaran 
and Balaji Loganathan [4] presented an approach that 
combines deep learning techniques with wavelet analysis with 
Hyper-analyticWavelet phase activations. The reported results 
in DR classification offer better generalization ability and 
improved learning of feature maps from wavelet sub-bands. 

Thippa Reddy Gadekallu et al. [5] used DNN based on 
Principal Component Analysis (PCA) for dimensonality 
reduction used firefly optimization algorithm. The DenseNet 
architecture has demonstrated exceptional performance in the 
task of image feature extraction, resulting in optimal accuracy 
for image classification tasks [6]. Mohamed M. Farag et al. [7], 
presented a severity detection model based on DenseNet169's 
encoder that was used for feature extraction then followed by 
Convolutional Block Attention Module (CBAM) for feature 
refinement. The author model used 3296 training and 366 
testing images, divided into 5-classes. Gergo Bogacsovics et al.  
[8], presented a model based on hand-crafted features 
sequentially AlexNet, MobileNetv3, and Resnet-50, 
respectively, in automated fundus image classification. The 
authors applied their model to three datasets: the IDRiD, 
Kaggle DR, and Messidor datasets. Fernando C. Monteiro [9] 
proposed blended Deep Learing (DL) model by training 
several DL models (VGG16, VGG19, ResNet50, ResNet101, 
Inception-V3, Incep.ResNet, Xception, DenseNet201, 
DarkNet53, and EfficientNetB0)  using 5-f) using validation 
that mean 50 (10 architectures x 5 folds). 

Zongyun Gu. et al. [10] proposed a classification model of 
fundus images for DR stages. The author’s model used a 
transformer encoder for feature extraction, and multiple 
fractional tensors were generated via different 1 × 1 
convolutions that were used for grading prediction. The 
author’s model was applied to DDR dataset consisting of 
13,673 fundus images with 6835 training, 2733 validation, and 
4105 testing, divided into 6 classes. Ghadah Alwakid et al. [11] 
presented two RD classification models, one without and one 
with image augmentation. Auther models used DenseNet-121 
that were applied on APTOS and DDR datasets, divided into 5-
classes. Isoon Kanjanasurat et al. [12] introduced DR fundus 
grading model. In a single training session, the author's model 
employed 27 pre-trained CNNs and divided the DR Dataset 
into two groups (no DR and DR). The author’s used 
(APTOS2019) dataset consists of 3662 color retinal images, 
divided into 5-classes. 
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Zhan Wu et al. [13] proposed CF-DRNet model consists of 
two stage, first of them is Coarse Network performs that was 
used to classify data into two-class including No DR and DR. 
Second of them is Fine network is proposed to classify four-
stage DR severity grades of the grade DR. Rajaa, and L. 
Balajib [14] presented diabetic detection in retinal images, 
which used adaptive histogram equalization (AHE) for 
preprocessing followed by CNN and fuzzy c-means clustering 
(FCM), respectively. The author’s model was applied on a 
dataset containing 76 retinal images which includes normal and 
abnormal retinal images. Angel Ayala et al. [15], introduced a 
convolutional neural network model to process a fundus oculi 
image to recognize the eyeball structure and determine the 
presence of DR. 

Our contribution to this research is: 1) Utilizing efficient 
image preprocessing including BGR to RGB color space 
conversion, RGB to LAB color space transformation, and 
Gaussian blur filtering to preprocess and enhance the (DR) 
images, 2) designing a CNN-based architecture that can 
automatically learn and extract relevant features from the 
preprocessed DR images, capturing the intricate patterns and 
anomalies associated with different stages of the disease, 3) 
classifying and staging diabetic retinopathy using SVM and 
DNN models in accordance with the CNN-extracted features, 
4) comparing and investigating the optimal model according to 
the evaluation metrics, and compare the results with datasets 
that have higher accuracy, as the dataset used in this research 
has a lower accuracy. 

The subsequent sections of this paper will be structured as 
follows: Section II briefly introduces the preprocessing 
operation and CCN layers which were used in the proposed 
model. Section III explains the research methodology (dataset 
description and architecture of the proposed model), the 
experimental environment, and the procedure of the proposed 
model are illustrated in Section IV. In Section V. Comparative 
study and discussion of results. Sections VI and VII serve as 
the concluding section of the paper, summarizing the key 
findings and insights obtained throughout the research. 
Additionally, it outlines the scope and potential avenues for 
future activities and investigations in the field. 

II. PRELIMINARIES 

This section introduces three image processing techniques 
utilized for dataset augmentation, along with an overview of 
different types of CNN layers. 

A. Preprocessing Operation 

The input image undergoes various preprocessing 
procedures before the feature extraction stage.  Image 
processing plays a crucial role in enhancing the quality and 
diversity of the images, leading to improved performance of 
machine learning models. In this subsection three 
preprocessing techniques are discussed. 

 BGR Color Space to RGB: The default color space used 
in many image processing applications, is the BGR 
color space [16]. However, most computer vision tasks 
and deep learning models utilize the RGB color space. 
Therefore, converting images from BGR to RGB is a 
fundamental step in preprocessing. By performing this 

conversion, we ensure compatibility with various 
algorithms and frameworks, facilitating seamless 
integration into deep learning architectures. 
Additionally, RGB images often exhibit better visual 
interpretability and can capture more accurate color 
information, enhancing the overall quality of the 
dataset. 

 RGR Color Space to the LAB: Another preprocessing 
operation involves converting images from the RGB 
color space to the LAB color space, the LAB color 
space separates the luminance (L) component from the 
color information [16]. This separation provides a 
perceptually uniform color representation, enabling 
better discrimination of color variations. By 
incorporating LAB images into the dataset additional 
diversity is introduced, as the model can learn to extract 
meaningful features from different color channels 
independently. 

 Gaussian Blur Filter (GBF): GBF is a widely used 
technique in image processing [17]. It applies a 
convolution operation using a Gaussian kernel, 
resulting in a blurring effect on the image. This filter 
introduces controlled levels of blurriness to the images, 
simulating different degrees of focus and sharpness. By 
incorporating blurred images into the dataset, the model 
can learn to handle and generalize better to such 
instances, improving its overall performance. 

B. CNN and Layer Types 

Convolutional Neural Networks (CNNs) create a network 
architecture in a more reasonable way by utilizing the structure 
of the input image. Three dimensions; width, height, and 
depth—are used to organize the layers of a CNN in a 3D 
volume; depth is the third dimension of the volume, which can 
be the number of channels in an image or the number of filters 
in a layer [18]. 

CNNs are composed of various layers, each serving a 
specific purpose in the network's architecture. Convolutional 
Layer (CONV) is the fundamental building block of a CNN. It 
performs a mathematical operation known as convolution, 
which involves applying a set of filters to the input data. These 
filters help to extract relevant features from the input image, 
such as edges, textures, and shapes. The output of this layer is a 
feature map, which represents the learned features. Pooling 
layers are used to reduce the spatial dimensions of the feature 
maps generated by previous layers. They achieve this by 
downsampling the feature maps, effectively reducing the 
amount of information to be processed in subsequent layers. 
Activation layers help the network to learn complex patterns 
and make predictions such as Rectified Linear Unit 
(ReLU) [19]. 

Fully connected layers, also known as dense layers are 
responsible for making predictions based on the learned 
features. Dropout layers are used to prevent overfitting in 
CNNs. Batch normalization layers are used to improve the 
training speed and stability of CNNs [20]. The softmax layer is 
often used as the final layer in CNNs for classification tasks. 
Fig.1 shows the fundamental architecture of CNN. 
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Fig. 1. The fundamental architecture of CNN. 

The template is used to format your paper and style the 
text. All margins, column widths, line spaces, and text fonts are 
prescribed; please do not alter them. You may note 
peculiarities. For example, the head margin in this template 
measures proportionately more than is customary. This 
measurement and others are deliberate, using specifications 
that anticipate your paper as one part of the entire proceedings, 
and not as an independent document. Please do not revise any 
of the current designations. 

III. RESEARCH METHODOLOGY 

A. Dataset Description 

All the experimental work conducted in this research 
utilized the DR Dataset as the primary test bed [21]. It 
encompasses five distinct classes, namely Healthy, Mild DR, 
Moderate DR, Proliferative DR, and Severe DR. The 
distribution of images across these classes is presented in Table 
I. The dataset provides a comprehensive representation of 
different stages of DR, ranging from healthy retinas to severe 
cases. The availability of images across various classes allows 
for a thorough analysis and evaluation of the proposed model's 
performance in detecting and classifying DR [22]. 

TABLE I. DISTRIBUTION OF IMAGES IN DR DATASET 

Class # Original Images 

Healthy 1000 

Mild DR 370 

Moderate DR 900 

Proliferative DR 290 

Severe DR 190 

B. Architecture of the Proposed Model 

In this section, we present the architecture of the proposed 
model for classifying the severity of DR. The model's 
architecture plays a critical role in its ability to extract relevant 
features from retinal images and make accurate predictions 
regarding the severity levels of DR. As shown in Fig. 2. a 
general overview of the proposed model for DR classification 
is provided. 

1) Preprocessing operation and dataset augmentation: 

The proposed methodology of image processing is based on 

enhancing the contrast of images, it consists of two stages 

aimed at increasing the number of images and introducing 

diversity into the dataset. 

The first stage focuses on augmenting the DR images by 
converting them from the default BGR color space to RGB. 
This conversion effectively doubles the number of images 
available for analysis or training. 

In the second stage, the original images are transformed 
from the RGB color space to the LAB color space, generating a 
new set of images. By introducing LAB images into the 
dataset, a broader range of variations is incorporated, 
enhancing the diversity of the data. This augmentation 
technique benefits the model by enabling it to capture subtle 
color variations more effectively, thus improving its 
performance in accurately detecting and classifying different 
stages of DR. To further enhance the diversity of the dataset, a 
Gaussian Blur filter is applied to the augmented images. Table 
II shows the number of images in each class after 
augmentation. 

TABLE II. DISTRIBUTION OF AUGMENTED IMAGES IN EACH CLASS 

Class 
# original images+ 

RGB 

# original images+ 

RGB +LAB 

Healthy 2000 3000 

Mild DR 740 1110 

Moderate DR  1800 2700 

Proliferative DR 580 870 

Severe DR 380 570 

2) Proposed learning model: To prepare the dataset, the 

enhanced input image dimensions are standardized to 224 x 

224 pixels, and the corresponding category is assigned to each 

image. Table III presents the proposed model for classifying 

the severity of DR adopts a CNN-based architecture. The 

image classification stage consists of six convolutional layers, 

activation functions, pooling layers, and fully connected layers, 

the model effectively extracts and learns meaningful features 

from retinal images. This architecture enables the model to 

make accurate predictions regarding the severity levels of DR, 

contributing to improved diagnosis and management of this 

condition. The architecture, illustrated in Table III consists of 

CNN layers that play a crucial role in extracting relevant 

features from retinal images. The table also provides names for 

the operations performed in each layer, providing a clear 

understanding of the network's structure. The model is 

compiled using the Adam optimizer with a learning rate of 

0.001 and the categorical cross-entropy loss function is utilized 

to measure the difference between the predicted class 

probabilities and the true labels. It undergoes 100 epochs of 

training, with a batch size of 32. 
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TABLE III. CNN MODEL ARCHITECTURE 

Layer 

No. 
Operation Name Name Setting 

1 Convolutional conv2d Filter 32, kernel size (3x3), activation(ReLU)  

1 Convolutional conv2d Filter 32, kernel size (3x3), activation(ReLU)  

2 Batch Normalization batch_normalization Maintains the mean output close to 0 and the output standard deviation close to 1. 

3 Convolutional conv2d_1  Filter 32, kernel size (3x3), activation(ReLU)    

4 Batch Normalization batch_normalization_1  Maintains the mean output close to 0 and the output standard deviation close to 1. 

5 MaxPooling2D max_pooling2d  pool_size=(2, 2)  to reduce the spatial dimensions of the feature maps. 

6 Dropout dropout  Rate=0.25 

7 Convolutional conv2d_2  Filter 64, kernel size (3x3), activation(ReLU)  

8 Batch Normalization batch_normalization_2   Maintains the mean output close to 0 and the output standard deviation close to 1. 

9 Convolutional conv2d_3  Filter 64, kernel size (3x3), activation(ReLU) 

10 Batch Normalization batch_normalization_3  Maintains the mean output close to 0 and the output standard deviation close to 1. 

11 MaxPooling2D max_pooling2d_1  pool_size=(2, 2) 

12 Dropout Dropout_1 Rate=0.25 

13 Convolutional conv2d_4 Filter 128, kernel size (3x3), activation(ReLU) 

14 Batch Normalization batch_normalization_4  Maintains the mean output close to 0 and the output standard deviation close to 1. 

15 Convolutional conv2d_5 Filter 128, kernel size (3x3), activation(ReLU) 

16 Batch Normalization batch_normalization_5 Maintains the mean output close to 0 and the output standard deviation close to 1. 

17 MaxPooling2D max_pooling2d_2 pool_size=(2, 2) 

18 Dropout Dropout_2  Rate=0.25 

19 Flatten flatten  adds an extra channel dimension and output shape is (batch, 1). 

20 Dense dense Units=256, activation(ReLU) 

21 Batch Normalization batch_normalization_6  Maintains the mean output close to 0 and the output standard deviation close to 1. 

22 Dropout dropout_3 Rate=0.5 

23 Dense dense_1 Units=5, activation(Softmax) 

 

Fig. 2. Architecture of proposed learning model. 

IV. EXPERIMENTAL RESULTS 

The experimental setup utilized an Intel(R) Core i7 
processor running at 2 GHz, with 8GB of RAM. The system 
operated on a 64-bit architecture. The dataset is split into 
training and testing sets, with a test size of 20% and the 
validation set was assigned 20% of the training set. This 
ensures a separate and unbiased dataset for evaluating the 
model's performance. 

A. Deep Learning Model for Classifying Severity of DR 

Dataset 

In this section, we present the evaluation results of the 
proposed model for classifying the severity of DR using 

Softmax and SVM classifiers. The original DR dataset as 
shown in Table I, comprising a collection of retinal images, is 
utilized for this evaluation. The objective is to assess the 
performance of the proposed model when employing these two 
commonly used classifiers in the field of deep learning. Table 
IV presents the distribution of samples used for training, 
validation, and testing in the experimental setup. Additionally, 
we provide insights into the performance of the CNN model by 
analyzing the classification accuracy and loss for the training 
and validation images across different numbers of epochs as 
shows in Fig. 3 and 4. 
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Fig. 3. Classification accuracy for CNN model on an orginal DR dataset 

with different no. of epochs. 

 

Fig. 4. Loss for CNN model on  an orginal DR dataset with different no. of 

epochs. 

TABLE IV. THE DISTRIBUTION OF SAMPLES 

Class Name Training Validation Testing 

Healthy 640 160 200 

Mild DR 237 59 74 

Moderate DR  576 144 180 

Proliferative DR 186 46 58 

Severe DR 121 31 38 

Table V and VI presents the performance measures 
obtained by applying the Softmax and SVM classification 
methods on the extracted features from the original DR test 
images using a CNN model. 

TABLE V. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL ON THE ORIGINAL DR DATASET 

Class Name Accuracy % Precision% Recall% F1 Score% 

Healthy 90.55 91 82 86 

Mild DR 84 41 43 42 

Moderate DR  70.73 55 59 57 

Proliferative DR 80.91 16 19 17 

Severe DR 90.91 27 18 38 

TABLE VI. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL AND SVM CLASSIFIER ON THE ORIGINAL DR DATASET 

Class Name Accuracy % Precision % Recall % F1 Score % 

Healthy 94 90 94 92 

Mild DR 85.27 44 34 38 

Moderate DR  72.18 57 61 59 

Proliferative DR 83.82 22 21 21 

Severe DR 88.73 18 18 18 

B. Improving DL Model for Classifying Severity of DR based 

on Enhancement Technique 

In this section, we employed the DR dataset as the test bed 
after applying enhancement preprocessing operations. We 
applied a contrast enhancement technique by multiplying the 
pixel intensities by a factor of 1.5, thereby effectively 
increasing the image's contrast. The distribution of samples 
after applying the enactment technique used for training, 
validation, and testing in the experimental setup as in Table IV. 
Fig. 5 and 6 illustrate respectively the classification accuracy 
and loss of the CNN model for the training and validation 
images across different numbers of epochs. It provides insights 
into how the accuracy improves or stabilizes as the training 
progresses. Table VII and VIII present the performance 
measures obtained by applying the Softmax and SVM 
classification methods on the extracted features from the DR 
test images using a CNN model based on enhancement 
technique. 

TABLE VII. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL ON THE DR DATASET BASED ON  ENHANCEMENT TECHNIQUE 

Class Name Accuracy % Precision % Recall % F1 Score % 

Healthy 87.09 74 98 85 

Mild DR 87.64 60 24 35 

Moderate DR  74.91 63 57 60 

Proliferative DR 84.55 27 28 27 

Severe DR 90.19 26 24 25 

TABLE VIII. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL AND SVM CLASSIFIER ON THE DR DATASET BASED ON  

ENHANCEMENT TECHNIQUE 

Class Name Accuracy % Precision % Recall % F1 Score% 

Healthy 93.82 87 98 92 

Mild DR 87.64 56 38 45 

Moderate DR  75.09 59 75 66 

Proliferative DR 87.45 31 16 21 

Severe DR 92 33 16 21 

 

Fig. 5. Classification accuracy for CNN model on DR dataset with different 

no. of epochs. 
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Fig. 6. Loss for CNN model on DR dataset with different no. of epochs. 

C. Improving Feature Extraction using DL Model based on 

Augmented BGR2RGB 

In this paper, we investigate the impact of using an 
augmented BGR2RGB color space on the feature extraction 
capabilities of deep learning models. BGR2RGB color space 
conversion refers to converting an image from the BGR (Blue, 
Green, Red) color space commonly used in computer vision 
applications to the RGB (Red, Green, Blue) color space, often 
used in other domains. Table IX presents the distribution of 
samples used for training, validation, and testing in the 
experimental setup after an augmented BGR2RGB. Fig. 7 is 
the plot visually demonstrates the performance of the model as 
the number of epochs increases. It shows how well the model 
learns from the training data and its ability to generalize to 
unseen validation data. Fig. 8 demonstrates the reduction in 
loss as the model optimizes its parameters during training. The 
validation loss, demonstrates how the loss changes on unseen 
validation data as the model undergoes training. 

 

Fig. 7. Classification accuracy for CNN model  based on augmented 

BGR2RGB with different no. of epochs. 

 

Fig. 8. Loss for CNN model  based on augmented BGR2RGB with different 

no. of epochs. 

TABLE IX. THE DISTRIBUTION OF SAMPLES  USING AN AUGMENTED 

BGR2RGB 

Class Name Training Validation Testing 

Healthy 1280 320 400 

Mild DR 474 118 148 

Moderate DR 1152 288 360 

Proliferative DR 273 92 116 

Severe DR 242 62 76 

TABLE X. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL AND SVM CLASSIFIER ON THE DR DATASET AFTER UTILIZING 

AN AUGMENTED BGR2RGB 

Class Name Accuracy% Precision % Recall % F1 Score% 

Healthy 97.27 94 99 96 

Mild DR 94.18 82 73 77 

Moderate DR  89.09 81 87 84 

Proliferative DR 94.36 76 67 72 

Severe DR 96.55 84 62 71 

D. Improving Feature Extraction using DL Models based on 

Augmented BGR2RGB and RGB2LAB Color Space 

Conversions 

We investigate the efficacy of improving feature extraction 
using DL models based on augmented BGR2RGB and 
RGB2LAB color space conversions. RGB2LAB conversion 
converts images from the RGB color space to the LAB color 
space, which separates color information from brightness. We 
hypothesize that leveraging these augmented color space 
conversions can enhance the models' ability to capture 
meaningful patterns and improve generalization performance. 
Table XI. the distribution of samples used for training, 
validation, and testing in our experimental setup after applying 
both augmented BGR2RGB and RGB2LAB color space 
conversions. Fig. 9 and 10 would present the classification 
accuracy and loss for the CNN model based on augmented 
BGR2RGB and RGB2LAB color space conversions during the 
training and validation stages. 

TABLE XI. THE DISTRIBUTION OF SAMPLES USING AN AUGMENTED 

BGR2RGB AND RGB2LAB 

Class Name Training Validation Testing 

Healthy 1920 480 600 

Mild DR 711 177 222 

Moderate DR  1728 432 540 

Proliferative DR 558 138 174 

Severe DR 363 93 114 

 

Fig. 9. Classification accuracy for CNN model  based on augmented 

BGR2RGB and RGB2LAB with different no. of epochs. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

352 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 10. Loss for CNN model based on augmented BGR2RGB and 

RGB2LAB with different no. of epochs. 

Table XII and Table X display the performance measures 
obtained by applying the Softmax and SVM classification 
methods on the extracted features after utilizing an augmented 
BGR2RGB color space conversion on the DR test images 
using a CNN model. The performance measures include 
accuracy, precision, recall, and F1-score. 

TABLE XII. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL ON THE DR DATASET AFTER UTILIZING AN AUGMENTED 

BGR2RGB 

Class Name Accuracy % Precision% Recall % F1 Score % 

Healthy 96.73 93 99 96 

Mild DR 94.36 86 69 77 

Moderate DR  89.09 80 89 84 

Proliferative DR 94.55 79 66 72 

Severe DR 96.36 81 62 70 

In Tables XIII and XIV, we present the performance 
measures obtained by applying the Softmax and SVM 
classification methods on the extracted features, following the 
utilization of an augmented BGR2RGB and RGB2LAB color 
space conversion on the DR test images using a CNN model. 

TABLE XIII. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL ON THE DR DATASET AFTER UTILIZING AN AUGMENTED 

BGR2RGB AND RGB2LAB 

Class Name Accuracy (%) Precision (%) Recall (%) F1 Score % 

Healthy 98.79 97 97 98 

Mild DR 97.94 92 92 92 

Moderate DR  95.33 91 95 93 

Proliferative DR 96.73 89 78 83 

Severe DR 98.12 94 78 85 

TABLE XIV. THE PERFORMANCE MEASURES OBTAINED BY APPLYING A 

CNN MODEL AND SVM CLASSIFIER ON THE DR DATASET AFTER UTILIZING 

AN AUGMENTED BGR2RGB AND RGB2LAB 

Class Name Accuracy (%) Precision (%) Recall (%) F1 Score % 

Healthy 99.45 99 99 99 

Mild DR 98.12 93 93 93 

Moderate DR  96.42 94 95 95 

Proliferative DR 97.33 88 87 87 

Severe DR 98.12 90 82 86 

V. COMPARATIVE STUDY AND DISCUSSION OF RESULTS 

To gain deeper insights into the effectiveness of the 
proposed model, a comparative analysis is conducted by 
evaluating different architectures commonly adopted for DR 

detection and classification. Each architecture is trained, 
validation and tested using the same dataset and evaluation 
metrics as the proposed model. Table XV and XVI the training 
and testing overall accuracy of the CNN and the proposed 
model using original, enhanced, an augmented BGR2RGB and 
an augmented BGR2RGB +RGB2LAB datasets. These tables 
allow for a comparative analysis of the models' performance, 
providing insights into the effectiveness of the proposed model 
and the impact of preprocessing stage on the overall accuracy 
for DR detection and classification. The proposed model using 
SoftMax and SVM classifiers achieved an overall accuracy of 
approximately 93.45% and 94.72% respectively for testing and 
96.6% and 99.36% for training DR classification. The 
confusion matrices obtained from different techniques on the 
DR Dataset are analyzed and compared in Table XIX. These 
findings contribute to the understanding of the proposed 
model's effectiveness and can guide future improvements in the 
classification of DR severity. 

TABLE XV. THE OVERALL ACCURACY FOR TRAINING OF THE PROPOSED 

MODEL AND COMPARATIVE RESULTS ON THE DR 

Techniques 

Overall Accuracy for Training 

CNN based 

on an 

original 

dataset 

CNN based 

on an 

enhancement 

technique 

CNN based on  

an augmented 

BGR2RGB 

CNN based on 

an augmented 

BGR2RGB and 

RGB2LAB 

CNN Model 88.7% 93.9% 95.6% 96.6% 

CNN+SVM 

(Proposed) 
99% 68% 95.3% 99.36% 

TABLE XVI. THE OVERALL ACCURACY FOR TESTING OF THE PROPOSED 

MODEL AND COMPARATIVE RESULTS ON THE DR 

Techniques 

Overall Accuracy for Testing 

CNN based 

on an 

original 

dataset 

CNN based on 

an enhancement 

technique 

CNN based on  

an augmented 

BGR2RGB 

CNN based on 

an augmented 

BGR2RGB and 

RGB2LAB 

CNN Model 58.5% 62% 85.55% 93.45% 

CNN+SVM 

(Proposed) 

62% 68% 85.73% 94.72% 

Table XVII presents the loss values obtained during the 
testing process of the CNN model and the SVM classifier on 
the DR dataset. These loss values serve as crucial indicators of 
convergence and performance for each classifier. 

TABLE XVII. THE LOSS VALUES OF THE PROPOSED MODEL AND 

COMPARATIVE RESULTS ON THE DR 

Techniques 

Loss Values for Testing 

CNN 

based on 

an original 

dataset 

CNN based on 

an enhancement 

technique 

CNN based on  

an augmented 

BGR2RGB 

CNN based on 

an augmented 

BGR2RGB and 

RGB2LAB 

CNN Model 2.1 1.8 0.7104 0.2131 

CNN+SVM 
(Proposed) 

0.9 0.32 0.1427 0.1199 

Table XVIII illustrates the overall accuracy values of the 
proposed model, considering the enhancement technique, in 
comparison with a related approach. In study [2], the authors 
employed a CNN with DenseNet 2.1 to extract eye features for 
effective classification. When applied to the DR Dataset, as 
shown in Fig. 11(a), they reported an overall accuracy of 
66.9%. However, when utilizing the dataset depicted in Fig. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

353 | P a g e  

www.ijacsa.thesai.org 

11(b) as per study [2], they achieved an overall accuracy of 
93.18%. This difference in accuracy can be attributed to 
variations in image resolution between the two datasets. 

The overall accuracy attained by the proposed model serves 
as a crucial indicator of its effectiveness in classifying the 
severity of DR. A higher overall accuracy value of 94.72% 
demonstrates the model's ability to make accurate predictions, 
thereby providing valuable assistance to healthcare 

professionals in diagnosing and managing this condition as 
show in Table XVI. 

TABLE XVIII. OVERALL ACCURACIES FOR THE MODEL BASED ON 

ENHANCEMENT AND SOME RELATED ONES BASED ON DR DATASET (A) 

Techniques Classifier Overall Accuracy 

CNN + DenseNet [2] SoftMax 66.9% 

CNN based on an 
enhancement technique 

SoftMax 62% 

SVM 68% 

TABLE XIX. COMPARATIVE ANALYSIS OF CONFUSION MATRICES ON THE DR DATASET USING DIFFERENT TECHNIQUES 
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Fig. 11. Samples from two datasets: (a) the dataset specifically used in this paper, and (b) the dataset applied in the study [2]. 

VI. RECOMMENDED PROTOTYPE 

Fig. 12 illustrates the recommended prototype for 
effectively classifying new DR images using a proposed 
learning model. The process begins by enhancing the contrast 
of the input image, as depicted in figure. This enhancement 
step aims to improve the visual quality and highlight important 

features in the image. Then, additional transformation is 
performed including applying BGR2RGB and RGB2LAB 
conversions, which further augment the image and help extract 
relevant information for classification purposes. Finally, the 
enhanced and the augmented images are passed to the proposed 
learning model for classification. 

 

Fig. 12. Recommended prototype. 
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VII. CONCLUSION 

In conclusion, DR has a significant global burden that 
requires immediate attention, as a primary cause of blindness 
among working-age populations globally. The main objective 
of this study was to develop a robust CDSS that combines 
automatic DR diagnosis and multistage classification module 
to make CDSS a comprehensive tool for ophthalmologists and 
help them make an accurate diagnosis. The proposed three-
stage deep learning model for DR analysis encompasses 
several key steps. Firstly, preprocessing techniques, including 
image enhancement and augmentation, were implemented. In  
particular, the Gaussian Blur Filter was applied to augment the 
DR images, alongside the conversion from BGR to RGB and 
from RGB to LAB color spaces. Secondly, feature extraction 
and representation learning were performed using a CNN with 
various layers. This step allowed the model to learn 
discriminative features from the enhanced images dataset, 
including the augmented images from BGR to RGB and 
further augmented images from RGB to LAB. Lastly, by 
testing the SVM and deep learning models on different 
versions dataset iterations, the classification outcomes were 
determined. These versions included the enhanced images 
dataset, the enhanced images dataset combined with 
augmentation from BGR to RGB, and the enhanced images 
dataset augmented from BGR to RGB and further augmented 
from RGB to LAB. The evaluation metrics were employed to 
compare the performance of the models. Notably, the enhanced 
images dataset combined with augmentation from BGR to 
RGB and augmentation from RGB to LAB demonstrated 
superior results, achieving an overall accuracy about 95% by 
SVM classifier. This finding highlights the effectiveness of the 
proposed approach in accurately classifying and staging DR. 
While the proposed three-stage deep learning framework has 
demonstrated promising results in automated diabetic 
retinopathy grading, future research directions may include the 
exploration of more advanced neural network architectures to 
further enhance the feature extraction and classification 
capabilities. 
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Abstract—When fuzzy searchable encrypted cloud storage 

resources are available, keywords are allowed to have a certain 

range of changes. Even if there are slight differences in the 

spelling, word order, or spacing between words, the correct data 

can be matched. Therefore, it does not have the effect of fine-

grained access control (FGAC). Consequently, to satisfy the 

security demands of cloud storage assets and the ease of resource 

retrieval through fuzzy searchable encryption, CP-ABE employs 

attribute and policy definitions to introduce a novel, effective 

security access authorization approach for cloud storage assets 

utilizing fuzzy searchable encryption technology. Encrypt cloud 

storage resources after keyword preprocessing through 

initialization, file encryption and decryption, index generation 

encryption, search, and other steps; use the wildcard-based 

method to generate indexes; and use the Bloom filter to generate 

security traps to achieve Pail lier-based asymmetric fuzzy 

searchable encryption of resources. In combination with the CP-

ABE-based access control method, authorized users are assigned 

private keys in the authorization center to ensure that 

unauthorized users cannot obtain cloud storage resources and 

complete the fuzzy searchable encryption access authorization of 

cloud storage resources. The experiment shows that the search 

index generation of this strategy greatly reduces the resource 

utilization rate and effectively improves the fuzzy search speed. 

Moreover, the combination of fuzzy searchable encryption and 

CP-ABE can better ensure full cloud storage resources. 

Keywords—Fuzzy search encryption; cloud storage; security 

access; CP-ABE (Ciphertext-Policy Attribute-Based Encryption); 

access control; authorization policy 

I. INTRODUCTION 

With the rapid development of information technology and 
the wide application of cloud computing, cloud storage has 
become an important choice to satisfy the data storage needs of 
enterprises and individuals due to its convenient, dynamic, easy-
to-scale, and on-demand low-cost characteristics [1]. However, 
data security issues in cloud storage are becoming more and 
more prominent, including the risks of privacy leakage, data 
tampering, and illegal access [2], [3]. To secure data in cloud 
storage, a common practice is to encrypt the data locally before 
uploading. However, this approach may lead to a loss of the 
ability to access the data [4]. Therefore, researchers have 
proposed methods of searchable encryption and setting secure 
access control policies to protect user privacy while ensuring 
that only authorized users can access the information allowed by 
the authorization, thus balancing the security and accessibility 
of data [5], [6]. In cloud storage environments, data searching 

using traditional single encryption techniques can face huge 
time complexity challenges due to the massive nature and high 
dimensionality of resources. To solve this problem, researchers 
have started to explore more efficient and flexible encrypted 
search methods. 

Sivas elvan N. and others proposed a security-unified 
authentication strategy based on the ability of the Internet of 
Things [7]. In this policy, it is a token that can authorize the 
entity's access rights. This token is used to ensure authorization 
and control access to the limited resources on the Internet of 
Things. In this method, lightweight elliptic curve symmetric key 
encryption and decryption, message authentication code, and 
encryption hash primitives are used to complete the access 
protection of data. This method uses tokens or keys to achieve 
access control over data. However, if an attacker can obtain or 
forge these tokens or keys, it is possible to bypass the 
authentication and authorization mechanisms and gain 
unauthorized access rights. The privacy protection key 
aggregation proposed by Padhya M. et al. can search for 
encryption and access control policies [8]. First, an attacker can 
intercept the aggregation key or query the trap gate from an 
insecure communication channel involving the ECS and 
impersonate an authorized user of the server to access data. 
Secondly, fine-grained multi-delegation is allowed; that is, if the 
delegated attributes meet the hidden access policy (defined by 
the data holder), the delegated can delegate the permissions it 
receives to another user without compromising data privacy. 
This method involves ECS, but if the communication channel is 
not secure, an attacker may be able to intercept the 
communication and obtain the aggregation key or query 
information. This may lead to an attacker using the identity of 
an authorized user to access data. Huso I and others proposed a 
privacy protection data propagation scheme based on searchable 
encryption, a publish-subscribe model, and edge computing [9]. 
The customized edge server is deployed at the edge of the 
network. It completes searchable encryption of data through four 
steps: (1) collects subscription requests encoded by a searchable 
encryption trapdoor; (2) receives data publishing; (3) encrypts 
through an attribute-based searchable encryption scheme; (3) 
implements keyword search on encrypted data; and (4) only 
provides encrypted data to authorized requesters. This method 
uses searchable encryption technology, which may expose 
sensitive information related to data when decrypting and 
searching data. This may lead to the disclosure of data privacy. 
Chaudhari, P., and others proposed a scheme called Key Sea, 
which is a keyword-based search for attribute-based encrypted 
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data when the receiver is anonymous [10]. When searching for 
documents related to target keywords, keeping the anonymity of 
recipients and ensuring data privacy are important functions of 
applications such as healthcare, bureaucracy, and social 
engineering. The Key Sea scheme uses hidden access policies 
for attribute-based searchable encryption. However, in practical 
applications, this method may have the risk of cross-anonymous 
data association when dealing with large-scale data sets, which 
will lead to threats to data privacy. Based on the analysis of 
existing research, it is known that current research faces multiple 
challenges in IoT security and cloud service access control, 
including the security of tokens or keys, the security of 
communication channels, data privacy leakage, the balance 
between anonymity and data privacy, the complexity of fine-
grained access control, and performance and efficiency issues in 
practical applications. 

Pail lier-based asymmetric fuzzy searchable encryption has 
strong data confidentiality and privacy protection, ensures the 
safe storage and transmission of data in the cloud, supports 
asymmetric encryption, improves data security and encryption 
efficiency, enables fuzzy keyword search, and facilitates users 
to quickly find the required data. CP-ABE-based access control 
can provide FGAC [11], reduce key management costs, 
facilitate large-scale system deployment, enhance data security 
and privacy protection, and prevent unauthorized access and 
data disclosure. According to the above advantages, this paper 
proposes an efficient and secure access authorization strategy for 
cloud storage resources based on fuzzy searchable encryption 
technology, which can quickly and effectively encrypt cloud 
storage resources and achieve efficient access control to ensure 
the security of cloud storage resources. The implementation 
process is summarized as follows: Firstly, the cloud storage 
resources are encrypted using fuzzy searchable encryption 
technology to ensure accurate matching of data even in cases of 
slight differences in keywords, reducing the exposure of 
sensitive information and thus reducing the risk of data privacy 
leakage. Next, a wildcard-based method is used to generate 
indexes, and a Bloom filter is used to generate security trapdoors 
to prevent attackers from intercepting communication and 
obtaining aggregation keys or query information, thereby 
protecting the identity of authorized users from being 
impersonated. Implement asymmetric fuzzy searchable 
encryption based on Paillier. In order to solve the access control 
problem, combined with the CP-ABE (Attribute Based Access 
Control) access control method, the authorization center 
allocates private keys to authorized users, ensuring that 
unauthorized users cannot access cloud storage resources. At the 
same time, through the definition of attributes and policies in 
this process, it ensures that even if an attacker obtains or forges 
a token or key, they cannot bypass authentication and 
authorization mechanisms, because access permissions depend 
on the user's attributes rather than simple tokens or keys, 
avoiding the risk of cross anonymous data association in large-
scale dataset processing, and protecting data privacy from 
threats. 

II. EFFICIENT AND SECURE ACCESS AUTHORIZATION 

POLICY FOR CLOUD STORAGE RESOURCES 

A. Secure Access Authorization Policy Based on Fuzzy 

Searchable Encryption 

Data stored in cloud storage may contain sensitive 
information, and data privacy and security need to be ensured. 
In cloud storage environments, there are usually requirements 
for multiple users and different permission levels. Efficient and 
secure access authorization needs to be able to flexibly manage 
the permissions of different users, including read, write, edit, 
delete, and other operations. Therefore, efficient and secure 
access authorization to data can be achieved in the cloud storage 
environment to ensure the privacy and security of data while 
maintaining flexibility and efficiency to meet the needs of large-
scale data storage. This paper combines the CP-ABE algorithm 
[12] based on fuzzy searchable encryption to achieve the 
purpose of fuzzy searchable cloud storage resources and secure 
access authorization. The overall structure of this strategy is 
shown in Fig. 1. 

As can be seen from Fig. 1, the overall strategy of this paper 
is composed of four parts, namely, the authorized institution, 
ECS, data holder, and authorized user. The working process of 
this method is to generate the master key and public key for the 
authorized authority and distribute the private key to each user. 
The data holder generates a security index for local storage 
resources and uploads the ciphertext and security index to the 
ECS. Generate authorization credentials for each resource and 
upload them to the authorization authority. The authorized users 
generate security traps based on the keywords to be searched and 
upload them to the ECS with their search tokens. The ECS first 
matches the security index with the security trap door to obtain 
a highly relevant resource ID and then requests the authorization 
authority to audit the access rights of the resource. After the 
audit is passed, the ciphertext and key are returned to the user. 
The user obtains the key through calculation and decrypts the 
ciphertext to obtain the plaintext data. In the overall structure, 
fuzzy searchable encryption technology uses the proposed 
method to realize the search and encryption of ciphertext [13], 
and access authorization uses the control based on CP-ABE 
scope [14]. 

The implementation of the whole policy can also be divided 
into four main parts, which are the system management part, 
resource processing part, ciphertext search part, and access right 
authentication part. 

The system management part is mainly done by the 
authorization authority, which realizes the overall management 
operation of the system. As a trusted third party, the 
authorization authority is the only fully reliable part, i.e., the 
authorization center in Fig. 1. 

The resource processing part is responsible for the 
encryption and decryption of resources, and the ciphertext 
search part realizes the fuzzy search of multiple keywords on the 
ciphertext, which is mainly realized by the fuzzy searchable 
encryption technology. 
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Fig. 1. Overall structure. 

Access authority authentication is the core part of 
authorization search, which is implemented by CP-ABE-based 
access control. 

B. Design of Asymmetric Fuzzy Searchable Encryption 

Scheme Based on Pail Lier 

The access demand for data in cloud storage may change 
dynamically, and efficient and secure access authorization needs 
to support dynamic access control policy adjustments to adapt 
to the change in business requirements. In this context, to 
safeguard the security and privacy of cloud storage resources 
and at the same time provide efficient data access control and 
search functions to adapt to the needs of multi-user, multi-
privilege, and dynamic access control, to ensure the security and 
availability of the system, this paper proposes a secure access 
authorization strategy based on fuzzy, searchable encryption. 
The strategy is designed to consider several aspects, including 
initialization, file encryption and decryption, index generation 
encryption, and search steps. The key factors in fuzzy searchable 
encryption are edit distance, fuzzy keyword letting, and 
keyword trapdoor. 

1) Edit distance: Edit distance is used to quantitatively 

measure the similarity of strings. For a given two keywords, 

thew1and w2, the editorial distanceed (w1, w2) between them 

means the minimum number of operations required to change 

fromw1tow2. The three basic operations are: (1) Replacement: 

replacing one letter in a word with another. (2) Delete: delete a 

letter in the word. (3) Insert: insert a letter into a word. Given a 

specific keywordw, collectionSw,drepresents each word in the 

set w that all satisfied the edit distance ed(w, w′ ≤
d)betweenw′andw. Heredis a given integer. 

2) Fuzzy keyword letting: On the basis of editing distance, 

fuzzy keyword searching is defined as the following process: 

Given the collection 𝐶 = {𝐹1, 𝐹2, ⋯ , 𝐹𝑁} containing n

encrypted documents stored on the cloud server, a collection of 

mutually exclusive keywords 𝑊 = {𝑤1, 𝑤2, ⋯ , 𝑤𝑝} , a 

predetermined edit distance𝑑, and the search input(𝑤, 𝑘)of the 

coded distances𝑘(𝑘 < 𝑑). The execution result of the fuzzy 

keyword returns an ID set of all documents that may contain the 

keyword w is𝐹𝐼𝐷𝑤 : if 𝑤 = 𝑤𝑖 ∈ 𝑊, return 𝐹𝐼𝐷𝑤 ; if𝑤𝑖 ∉ 𝑊, 

return{𝐹𝐼𝐷𝑤}, here𝑒𝑑(𝑤, 𝑤𝑖) ≤ 𝑘. 

3) Keyword traps: Using bloom filters and locally sensitive 

hash functions with P-stable distributions to construct index 

vectors and search trap vectors, keyword traps act as pseudo-

random functions, allowing fuzzy keyword-letting schemes to 

achieve search request privacy and index privacy. 

a) Keyword pre-processing: This paper uses a Pail lier-

based encryption method to complete fuzzy searchable 

encryption of cloud storage resources [15]. To Pail lier encrypt 

the keywords of cloud storage resources, first convert the 

keywords to an integer. Specific steps: first convert each 

character in the cloud storage resource keyword to ASC II code, 

then convert the hexadecimal ASC II code to the decimal 

integer, and finally accumulate these integers to get a large 

integer, as shown in Fig. 2. 

Pail lier fuzzy searchable encryption also has four parts, 
namely initialization, file encryption and decryption, index 
generation encryption, and search. Index generation encryption 
and search are the core of fuzzy searchable encryption. Different 
steps will be designed as follows. 
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Fig. 2. Keyword conversion process. 

b) Fuzzy searchable encryption initialization: For fuzzy 

searchable encryption, the initialization can be divided into two 

phases: key initialization and resource initialization [16]. 

 Key initialization phase: The data holder sets the cloud 
storage data encryption fuzzy value acc, which is taken 
by default 𝑎𝑐𝑐 = 1  (i.e., the resource edit distance 
between the two keywords is 1); the data holder enters 

the security parameter that a , outputs a string of length 
with 𝑎 , i.e., the key𝐾 , used for AES encryption and 

decryption; the data holder inputs security parameters
, and output a pair of public and private keys 𝑝𝑘and 
𝑠𝑘for Paillier encryption, the steps are as follows: 

o Randomly select two large prime numbers0 < 𝑝 <
2𝜆and0 < 𝑞 < 2𝜆, calculate 𝑛 = 𝑝 × 𝑞. 

o b. Calculate 𝜇 = 𝑒−1 𝑚𝑜𝑑 𝑛 , the least common 

multiple * of 𝑝and 𝑞, which is 𝑒, is expressed as 𝑒 =
1𝑐𝑚(𝑝 − 1, 𝑞 − 1). 

o c. To generate the public key 𝑝𝑘for (𝑛), private key

sk is (𝑒, 𝜇). 

 Document initialization phase: 

o a. Extract several keywords from each document in 

the document collection FS to form a keyword 

dictionary 𝑤′. 

o b. Remove the repeated keywords in the keyword 

dictionary 𝑤′ , and get the dictionary 𝑤containing 

𝑛 keywords. 

c) Fuzzy searchable encryption: This section contains 

two tasks: the resource encryption phase and the resource 

decryption phase. 

 Resource encryption phase. 

o a. The data holder encrypts each resource 𝐹𝑗 by 

𝐴𝐸𝑆using the key 𝐾, to obtain ciphertext resources 

𝐶𝐹𝑗, and generate a ciphertext resource set CFS. 

o b. For each resource 𝐶𝐹𝑗 in the ciphertext resource 

set CFS, setting a unique identifier 𝐼𝐷𝑗 . 

o c. Upload the ciphertext resource set CCFS and the 

corresponding 𝐼𝐷𝑗to a cloud server. 

 Resource decryption phase: after the authorized user 
obtains the key 𝐾through the authorization of the data 
holder, the CFS of the ciphertext resource returned from 
the search is decrypted by AES to obtain the plaintext 
resource 𝐹𝑗. 

d) Index generation encryption 

This section contains two tasks: index generation and index 
encryption. 

 In this paper, a wildcard-based fuzzy set construction is 
chosen for the index of fuzzy search, which is to say, a 
keyword fuzzy set. Let the edit distance be 𝑑, keywords 
𝑤 based on a wildcard fuzzy set can be expressed 

as𝑆𝑤,𝑑 = {𝑆𝑤,0
′ , 𝑆𝑤,1

′ , ⋯ 𝑆𝑤,𝜏
′ , ⋯ , 𝑆𝑤,𝑑

′ }. Here 𝑆𝑤,𝜏
′ denotes 

a keyword 𝑤′ have number of 𝜏  ∗  (wildcard). For 
example, for the keyword CASTLE, edit the distance 
𝑑 = 1, which has a wildcard-based fuzzy set of: 

𝑆𝐶𝐴𝑆𝑇𝐿𝐸,1

= {𝐶𝐴𝑆𝑇𝐿𝐸,∗ 𝐶𝐴𝑆𝑇𝐿𝐸,
∗ 𝐴𝑆𝑇𝐿𝐸, 𝐶 ∗ 𝐴𝑆𝑇𝐿𝐸, 𝐶 ∗ 𝑆𝑇𝐿𝐸, ⋯ , 𝐶𝐴𝑆𝑇𝐿𝐸 ∗ {}} 

(1) 

All the keywords in the set are 13 + 1iinstead of 13 × 26 +
1 . Generally, for the keyword 𝑤𝑖 of length 𝑙 , the set 

𝑆𝑤𝑖,1constructed by this method has a size of 2𝑙 + 1 + 1, the full 

keyword of the traditional direct construction method is 
(2𝑙 + 1) ∗ 26 + 1 . For the direct construction method, the 
storage capacity will be reduced from 30GB to about 40MB by 
using the fuzzy set construction based on wildcards. 

 Index encryption: Using a public key
pk

perform 
bitwise encryption to 𝑆𝑤,𝑑 =

{𝑆𝑤,0
′ , 𝑆𝑤,1

′ , ⋯ 𝑆𝑤,𝜏
′ , ⋯ , 𝑆𝑤,𝑑

′ } to get 

𝐶𝐼𝑤𝑖{[𝑤𝑖]𝑝𝑘‖[𝑤𝑖1]𝑝𝑘, [𝑤𝑖2]𝑝𝑘 , ⋯ , [𝑤𝑖𝑑]𝑝𝑘} which 

ultimately generates a collection of ciphertext indexes 

𝐶𝐼𝑆{𝐶𝐼𝑤1
, 𝐶𝐼𝑤2, ⋯ , 𝐶𝐼𝑤𝑑

} . The ciphertext index 

collection is then sent to the cloud server. 

e) Search schemes for fuzzy keywords: Indexed list-

based search is a fuzzy keyword search scheme [17], the 

specific steps of this scheme are as follows: 

Step 1: Indexing. In this stage, the data holder encrypts the 
resources to be stored in the cloud and generates the index of the 
fuzzy set of keywords, and then uploads both of them to the 
cloud server, the specific process is as follows: for each keyword 
𝑤𝑖 ∈ 𝑊, the data holder with the key 𝑠𝑘 computes its gate value 

for all 𝑤′ ∈ 𝑆𝑤𝑖,𝑑; the data holder then computes the encrypted 

address of the corresponding keyword resource store, the 
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𝑇𝐸𝑛𝑐{𝑠𝑘, 𝐹𝐼𝐷𝑤𝑖
‖𝑤𝑖}, and finally the encrypted resource sets 

and the list of indexes 

{{𝑇𝑤𝑖
′}

𝑤𝑖
′∈𝑆𝑤𝑖,𝑑

, 𝐸𝑛𝑐(𝑠𝑘, 𝐹𝐼𝐷𝑤𝑖
‖𝑤𝑖)}sent together to the cloud 

server. 

Step 2: Request a search. The user wants to search for 
keywords containing 𝑤 resources, first at a predefined search 

distance 𝑘 under which keyword fuzzy sets 𝑆𝑤,𝑘are generated; 

then for each element 𝑤′ ∈ 𝑆𝑤𝑖,𝑑in the fuzzy set, calculate its 

trapdoor value and send it to the server. 

Step 3: Document search. After the cloud server receives the 
user's letting request, it performs letting on the index list and 
returns the corresponding encrypted resource address to the user 
as the search result. The user decrypts the resource address to 
obtain the corresponding ciphertext resource, downloads it to the 
local area for decryption, and ultimately obtains the plaintext 
resource. 

f) Keyword trapdoor: Keywords for querying must be 

submitted when making a query, and the server cannot obtain 

this keyword information through the query itself. Authorized 

users need to generate local security trapdoors for the Chinese 

keywords to be queried and submit them to the cloud server for 

querying. The specific steps are as follows: 

 Convert keywords into pinyin strings and construct 
binary vectors. A Bloom filter is constructed, and the 
LSH function is used to map the binary vector 
corresponding to each pinyin string to the Bloom filter to 
obtain the query vector as shown in Fig. 3. 

 

Fig. 3. Example of bloom filter. 

 The invertible matrix encrypts the query vector to obtain 
a secure trapdoor. 

Bloom filter: Bloom filter is an efficient data structure that 
can quickly determine whether an element belongs to the set. It 

is an array containing 𝑚  -bits, and initialize each bit to 0 . 

Usually, Bloom filters are used that r individual hash functions 

ℎ𝑡: {0,1}∗ → [1, 𝑛], of which, 𝑡 ∈ [1, 𝑟], and each hash function 
is mapped to a bit in the array. As shown in Fig. 3, map the words 
cloud and computing to the Bloom filter, were, 𝑚 = 20, 𝑟 = 4. 
The cloud mapped to four positions of  𝑃 = {3,7,12,19}by a 
hash function, computing mapped to 4 positions of 𝑃 =
{4,7,15,17}by a hash function. So set the value of 7 positions of 
the Bloom Filter 𝑃 = {3,4,7,13,15,17,19} to 1. When a user 
submits a search request, the keyword is also hashed. When the 
value of all hash maps is 1, true is returned. Otherwise, false is 
returned. The Bloom filter has high time and space efficiency, 
and when using the Bloom filter as an index to search 
documents, the required documents will not be missed, which 
can provide search integrity verification for the system. 

C. Access Control of Cloud Storage Resources Based on CP-

ABE 

The above asymmetric fuzzy searchable encryption scheme 
based on Pail lier is a form of imprecise keyword searchable 
encryption, which solves the problem of inconsistent keyword 
word order and word spacing and improves the fault tolerance 
and robustness of retrieval conditions. However, it allows 
keywords to have a certain range of changes. Even if there are 
slight differences in the spelling, word order, or spacing of 
keywords, the correct data can be matched. This process tends 
to reduce the security of cloud storage resource access control. 
To ensure that only legitimate users can access the 
corresponding data and ensure the operating efficiency of the 
system. The CP-ABE algorithm is used to formulate complex 
access policies, conduct FGAC on data, meet the access needs 
of different users to data, and ensure the security of data. 

The data holder uses the CP-ABE algorithm to connect the 
cloud storage resources with the access control structure [18], to 
attain FGAC over the resources saved in CSP, prevent the ECS 
and unauthorized users from obtaining access rights to cloud 
storage resources, help manage access rights, and not disclose 
information about keys or cloud storage resources. In addition, 
the scheme also meets the following safety requirements: 

 Fine-grained access control (FGAC): Authorized users 
can only access their authorized resources. 

 Obfuscation resistance: Authorized users cannot access 
unauthorized cloud storage resources by sharing keys. 

 Privacy protection: The cloud server does not save the 
user's private information. 

CP-ABE algorithm is based on bilinear mapping structure 
[19], set 𝐺1 and 𝐺2 be two multiplicative cycle groups of the 
order of prime 𝑝 the 𝑔is the generating element of 𝐺1, the 𝑒is a 
bilinear mapping, the𝑒: 𝐺1 × 𝐺1 → 𝐺2 , the bilinear mapping 𝑒 
can be described as below: 

 Bilinear: ∀𝑢, 𝑣 ∈ 𝐺1, 𝑎, 𝑏 ∈ 𝑍𝑝 , makes 𝑒(𝑢𝑎, 𝑣𝑏) =

𝑒(𝑢, 𝑣)𝑎,𝑏; 

 Non-degradation: 𝑒(𝑔, 𝑔) ≠ 1; 

 Computability: for any 𝑦, 𝑧 ∈ 𝐺1 , there exist given 
polynomial time algorithms to compute 𝑒(𝑦, 𝑧) ∈ 𝐺2. 

CP-ABE data is described by an attribute set [20], which is 
used to build an access control tree and will then be allocated to 
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cloud storage resources. Authorized users have attribute sets 
(this task has been assigned by the data holder) and special IDs 
that describe their access rights. A novel key is allocated to every 
account associated with a user. If the attribute set held by the 
authorized user meets the access control tree of the 
corresponding cloud storage resource, the authorized user can 
decrypt the cloud storage resource. The scheme is divided into 
four steps: parameter initialization, encryption operation, 
generating key, and decrypting operation. In the parameter 
initialization phase, select the attributes used according to the 
holder and generate system parameters for each attribute. In the 
encryption operation phase, the data holder selects an attribute 
set, utilizes the information to construct a framework for 
threshold access control, and then uses this structure to encrypt 
cloud storage resource files. Each authorized user is assigned an 
attribute set according to the holder. After the authorization 
center generates the authorized user's private key, the authorized 
user's public key is used to encrypt the private key, and the 
encryption result is sent to the ECS. In the decryption operation, 
authorized users use their private keys to obtain cloud storage 
resources through the decryption algorithm. 

Algorithm for each step: 

1) Parameter initialization: The data holder chooses the 

prime number that 𝑃 , cyclic groups 𝐺1 , 𝐺2 , 𝑒: 𝐺1 × 𝐺1 →
𝐺2 denotes the bilinear mapping, the 𝐻 represents a hash 

function. Map the ID of an authorized user as𝐺1elements, the 

data holder determines the array of attributes 𝜓 as a secondary 

consideration, for every attribute  𝑖 ∈ 𝜓 , the data proprietor 

produces a pair of arbitrary values 𝛼𝑖, 𝛽𝑖 ∈ 𝑍𝑝, then the user's 

private and public keys are: 

𝑆𝑘𝑢 = 𝑆𝐶𝐴𝑆𝑇𝐿𝐸,1{𝛼𝑖 , 𝛽𝑖 , 𝑖 ∈ 𝜓} (2) 

𝑃𝑘𝑢 = 𝑆𝐶𝐴𝑆𝑇𝐿𝐸,1{𝑒(𝑔1, 𝑔1)𝛼𝑖 , 𝑔𝛽 , 𝑖 ∈ 𝜓} (3) 

2) Encrypted links: In encrypted messages 𝑀 , the data 

holder selects the attribute 𝑖 ∈ 𝜓 , based on a collection of 

attributes 𝜓  to define the access structure 𝑃 . Choosing 

polynomials that 𝑄𝑥 and 𝑃𝑥 , and 𝑄𝑥(0) = 𝑠 , 𝑃𝑥(0) = 0 , 

accessing each leaf node of the access control structure x

corresponding to a random number 𝑟𝑥, then calculate: 

𝐷𝑥,1 = 𝑒(𝑔1, 𝑔1)𝑄𝑥(0) ⋅ 𝑒(𝑔1, 𝑔1)𝛼𝑥𝑟𝑥  
𝐷𝑥,2 = 𝑔1

𝛾𝑥
 

𝐷𝑥,3 = 𝑔1
𝛽𝑥𝛾𝑥 ⋅ 𝑔1

𝑝𝑥(0)
 

(4) 

The ciphertext is encrypted as follows: 

𝑀𝑒 = 𝐸𝑛𝑐𝑒(𝑔,𝑔)𝑥
𝑠𝑦𝑚 (𝑀) (5) 

Finally, upload the encrypted cloud storage resource to F
Cloud Servers: 

𝐷 = {∀𝑥, 𝐷𝑥,1, 𝐷𝑥,2, 𝐷𝑥,3, 𝑃, 𝑀𝑒} (6) 

3) Key generation: The data holder receives the authorized 

user 𝐼𝐷𝑢 from the cloud server and selects the attribute 

collection 𝐼𝑢 to allocate the authorized user, the data holder 

calculates the authorized user key as follows: 

𝑆𝑘𝐷 = {𝑔1
𝛼𝑖𝐻(𝐼𝐷𝑢)𝛽𝑖 , 𝑖 ∈ 𝐼𝑢} (7) 

The encrypted with the authorized public key of the user 
𝑆𝑘𝐷is produced to the authorized user through the server of the 
cloud, and the authorized users are the ones who possess the 
private key and can decrypt 𝑆𝑘𝐷. 

4) Decryption session: The Authorized users download 

encrypted cloud storage resources 𝐹 , 𝐻(𝐼𝐷𝑢), of which 𝐷 =
{∀𝑥, 𝐷𝑥,1, 𝐷𝑥,2, 𝐷𝑥,3, 𝑃, 𝑀𝑒}, calculate after the authorized user 

selects the attributes meeting the access structure 𝑃: 

∏ (
𝐷𝑥,1 ⋅ 𝑒(𝐻(𝐼𝐷), 𝐷𝑥,3)

𝑒(𝑆𝑘𝐷 , 𝐷𝑥,2)
)

𝛥𝑥

𝑥

 
(8) 

∏ (
𝐷𝑥,1 ⋅ 𝑒(𝐻(𝐼𝐷), 𝐷𝑥,3)

𝑒(𝑆𝑘𝐷, 𝐷𝑥,2)
)

𝛥𝑥

𝑥

= 𝑒(𝑔1, 𝑔1)𝑠 
(9) 

Finally, the user restores the encrypted cloud storage 
resource to M: 

𝑀 = 𝐷𝑒𝑐𝑒(𝑔,𝑔)𝑠
𝑠𝑦𝑚 (𝑀𝑒) (10) 

So far, the efficient and secure access authorization of cloud 
storage resources that integrates Pail lier-based asymmetric 
fuzzy searchable encryption and CP-ABE-based access control 
methods has been completed. 

III. EXPERIMENTAL ANALYSIS 

To validate the method of this paper, a laboratory computer 
was chosen to conduct experiments. The parameters of the 
laboratory computer and the cloud server are shown in Tables I 
and II, respectively. 

Under the above experimental configuration, set up the 
experimental environment as shown in Fig. 4. The database size 
is set to 1000 pieces of data, the false alarm rate of the Bloom 
filter is 0.01, the capacity is 10000 elements, and the average file 
size is 100KB. 

TABLE I.  COMPUTER PARAMETERS 

Attribute Parameter 

CPU i5-12400 

Internal memory 32GB 

Hard disk 1TB 

Graphics card RTX3070 

System windows10 

Network bandwidth 10Gbps 

TABLE II.  CLOUD SERVER PARAMETERS 

Attribute Parameter 

Number of CPU cores 32 

Memory capacity 10TB 

Memory capacity 256GB 

Network bandwidth 10Gbps 

Storage protocol NFS, FTP, CIFS Etc. 

Data backup Remote backup to another data center 
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Fig. 4. Experimental environment. 

The size of the fuzzy sets constructed based on the wildcard 
method in the fuzzy search process using the method of this 
paper at different edit distances is shown in Fig. 5. 
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Fig. 5. Fuzzy set size. 

By observing Fig. 5, when using this method to build a fuzzy 
set, the size of the fuzzy set will increase with the increase in 
editing distance. However, even if the editing distance is 2, the 
fuzzy set size of 2500 keywords is only 1.5 MB. This shows that 
the fuzzy set constructed by the method in this paper has the 
advantages of small data volume, high efficiency, and small 
space occupation. Compared with the traditional methods, this 
method has significant advantages in the construction of fuzzy 
sets. Traditional methods usually need more time and space 
resources to complete the same task, but this method can 
generate smaller fuzzy sets in a shorter time, which improves the 
processing efficiency. This method is efficient and practical in 
the construction of fuzzy sets and can provide more convenient 
and fast support for fuzzy search. 

The proposed method used in this paper to build the index as 
well as the time to build the keywords is shown in Fig. 6. 
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Fig. 6. Index and keyword build time. 

By observing Fig. 6, the time overhead increases linearly 
with the increase in the number of files. This is because the 
traditional index generation method is less efficient when 
dealing with a large number of files, and it takes more time to 
complete the index generation task. In contrast, the index 
generation method proposed in this paper adopts more efficient 
algorithms and data structures, which greatly improves index 
generation speed. In addition, the construction of the keyword 
verification set and the verification of search integrity operations 
are executed on the private cloud server. Since these operations 
need to be performed only once, the time spent is very small. 
This further proves the efficiency and practicality of the method 
in this paper. In conclusion, the index generation method 
proposed in this paper has an obvious time advantage when 
dealing with a large number of files and can accomplish the 
index generation task more quickly. This provides strong 
support for the efficient index generation of private cloud 
storage systems and helps to improve the overall performance 
and user experience of private cloud storage systems. 

For the fuzzy searchable encryption technique used in this 
paper, the search time at different numbers of trapdoors is shown 
in Fig. 7. 

By observing Fig. 7, the fuzzy search time will increase as 
the number of trapdoors increases. This is because the increase 
in the number of trapdoors will lead to an increase in the amount 
of data to be searched, thus increasing the search time. However, 
compared with traditional methods, the search method in this 
paper has significant advantages in terms of time efficiency. 
Even if the number of trapdoors reaches 8, with 1000 keywords, 
the method in this paper can still complete the search in about 
35 ms. This advantage in time efficiency benefits from the 
efficient algorithm and data structure used in this method. By 
optimizing the search process and reducing redundant 
operations, this method can locate the target results faster, thus 
reducing the search time. The search method in this paper has 
high time efficiency when dealing with large-scale data and can 
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meet the needs of practical applications. Compared with the 
traditional methods, the advantages of this method in terms of 
time efficiency make it more suitable for large-scale data fuzzy 
search scenarios. 
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Fig. 7. Fuzzy searchable encryption search time. 

In access control, the main reason that affects the access 
control time is the generation time of the authorization 
credentials and the generation time of the key, the method of this 
paper, and the two consumption times as shown in Fig. 8. 
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Fig. 8. Influencing factors of access control time. 

By observing Fig. 8, among the main factors that affect the 
access control time, the generation time of authorization 
credentials accounts for a considerable proportion. This is 
mainly because the generation of authorization credentials needs 
to consider the user's attributes, permission levels, and other 
related factors and verify and calculate them according to the 
preset access control policies. This process requires a series of 
computationally intensive operations, such as encryption 
algorithms and hash functions, which all take a certain amount 
of time. In addition, with the increase in user attributes, the 
generation time of authorization credentials will increase 
accordingly. This is because more attributes mean more 
calculation and verification steps are required, thus increasing 
the generation time. When the attribute is 100, it takes 450 ms 
to generate the authorization certificate. 

The file encryption and decryption times of the single CP-
ABE access control method and the method in this paper for data 
encryption security access authorization are shown in Fig. 9. 
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(a)The encryption process takes time. 

0

100

200

300

400

500

Attribute quantity/103etch

2 4 6 8 10

T
im

e 
co

n
su

m
ed

 /
s

Single CP-ABE method

Textual method

 
(b)Time consuming decryption process. 

Fig. 9. The encryption/decryption process takes time. 

By observing Fig. 9, the method presented in this article 
demonstrates significant advantages over a single CP-ABE 
method in terms of encryption/decryption time for cloud storage 
resources. By combining fuzzy searchable encryption 
technology, this method can quickly and accurately complete 
encryption and decryption operations when dealing with slight 
changes in keywords, thereby greatly improving the efficiency 
of the encryption/decryption process. This efficiency 
improvement not only reduces the waiting time of users but also 
provides the possibility for large-scale data processing, 
especially in high concurrency and large data volume cloud 
storage environments, where our method can maintain stable 
performance. In addition, the innovation of this method lies in 
its implementation of fine-grained access control and integration 
of fuzzy search functions, which is difficult to achieve in 
traditional CP-ABE methods. By adopting a dual encryption 
mechanism of CP-ABE encryption and fuzzy searchable 
encryption, this method has reached new heights in data security 
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and privacy protection. This dual protection mechanism 
provides a solid protection barrier for data, ensuring that even in 
complex network environments, data can be protected from 
unauthorized access and malicious attacks. 

Using study [8] method, study [9] method, and study [10] 
method as comparison methods for our method, we conducted 
comparative analysis with access delay and throughput as 
indicators. Among them, access delay is the average time from 
the user initiating the query to receiving the result, and 
throughput is the number of queries processed by the server per 
unit time. The experimental results are shown in Table III. 

TABLE III.  EXPERIMENTAL RESULTS OF ACCESS LATENCY AND 

THROUGHPUT 

Method 
Number 

of users 

Dataset 

size 

Access 

latency (ms) 

Throughput 

(queries/sec) 

Reference 

[8] 

100 1000 150 20 

200 2000 180 18 

300 3000 210 16 

400 4000 240 14 

500 5000 270 12 

Reference 
[9] 

100 1000 120 25 

200 2000 140 23 

300 3000 160 21 

400 4000 180 19 

500 5000 200 17 

Reference 

[10] 

100 1000 100 30 

200 2000 120 28 

300 3000 140 26 

400 4000 160 24 

500 5000 180 22 

Method of 

this paper 

100 1000 80 35 

200 2000 90 33 

300 3000 100 31 

400 4000 110 29 

500 5000 120 27 

As shown in Table III, the access latency of our method is 
lower than that of other methods in all combinations of user 
numbers and dataset sizes. As the number of users and dataset 
size increase, the growth rate of access latency is also relatively 
small, indicating that CP-ABE can still maintain low latency 
when processing large-scale data. The throughput of this method 
is higher than other methods in all cases. As the number of users 
and dataset size increase, the decrease in throughput is also 
relatively small, indicating that CP-ABE can still maintain high 
throughput when handling high loads. Overall, it can be seen that 
the method proposed in this article outperforms other 
comparison methods in terms of access latency and throughput, 
especially when dealing with large-scale user and high load 
datasets. This indicates that CP-ABE has higher efficiency and 
better performance in fuzzy searchable encrypted access 
authorization for cloud storage resources. Through fine-grained 
access control and efficient encryption technology, CP-ABE can 

better meet the security and query convenience requirements of 
cloud storage resources. 

In order to further verify the universality and applicability of 
the proposed method, comparative experiments were conducted 
on different datasets with safety as the indicator. The 
experimental dataset consists of three different sizes: small 
(1000 files), medium (5000 files), and large (10000 files), each 
with a size of 1MB. The experimental results of the methods in 
this article, study [8], study [9], and study [10] are shown in 
Table IV. 

TABLE IV.  EXTENSIVE EXPERIMENTAL RESULTS 

Method Dataset size 
Data leakage 

risk (%) 

Access Control 

Effectiveness (%) 

Reference [8] 

small-scale 5 95 

medium-sized 7 93 

large 10 90 

Reference [9] 

small-scale 4 96 

medium-sized 6 94 

large 9 91 

Reference 
[10] 

small-scale 3 97 

medium-sized 5 95 

large 8 92 

Method of 

this paper 

small-scale 2 98 

medium-sized 4 96 

large 7 93 

From Table IV, it can be seen that in small datasets, the data 
leakage risk of all methods is relatively low. However, the data 
leakage risk of our method is the lowest, only 2%, and the access 
control effectiveness is the highest, reaching 98%. This indicates 
that CP-ABE can provide higher security and more effective 
access control in small datasets. In medium-sized datasets, as the 
size of the dataset increases, the data leakage risk of each method 
increases. However, the growth rate of data leakage risk in our 
method is relatively small, at 4%, while the effectiveness of 
access control remains at a high level, at 96%. This indicates that 
CP-ABE can still provide good security and access control on 
medium-sized datasets. Under large datasets, the risk of data 
leakage in various methods further increases. The data leakage 
risk of this method is 7%, while the effectiveness of access 
control is 93%, which is still better than other methods. This 
indicates that even in large datasets, CP-ABE can maintain a 
lower risk of data leakage and higher effectiveness of access 
control. Overall, it can be seen that the method proposed in this 
article exhibits superior security on datasets of different sizes, 
especially when dealing with large datasets. Through fine-
grained access control and efficient encryption technology, CP-
ABE can better protect cloud storage resources from the threat 
of data leakage and ensure the effectiveness of access control. 
This makes CP-ABE an ideal choice for secure access 
authorization of cloud storage resources. 

In summary, the method in this paper further improves the 
security and privacy protection of data through double 
encryption and fuzzy search functions on the basis of realizing 
access control and providing a more convenient cloud storage 
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service for users. This design idea and method can provide a 
more secure and efficient solution for the cloud storage system 
in practical applications. 

IV. RESULTS AND DISCUSSION 

This study proposes a method that combines fuzzy 
searchable encryption and attribute based encryption based on 
ciphertext strategy (CP-ABE) to improve the security and search 
efficiency of data in cloud storage environments. Through a 
series of experiments and analysis, the following main results 
and discussions have been obtained. 

Firstly, in terms of constructing fuzzy sets, it is observed that 
as the editing distance increases, the size of the fuzzy set also 
increases accordingly. However, even with an editing distance 
of 2, the fuzzy set size of 2500 keywords is only 1.5MB, 
indicating that the method can effectively support fuzzy search 
of keywords while maintaining small storage overhead. This 
result is attributed to the efficient algorithms and data structures 
used, which greatly improve the speed and efficiency of index 
generation. 

Secondly, in terms of fuzzy search performance, although 
the search time increases with the number of trapdoors, the 
search method proposed in this paper has significant advantages 
in time efficiency compared to traditional methods. Even when 
the number of trapdoors reaches 8 and the number of keywords 
reaches 1000, our method can still complete the search in about 
35ms. This efficiency is mainly attributed to the optimization 
algorithms and data structures used, which can quickly locate 
matching data items. 

In terms of access control, it is noted that the generation time 
of authorization credentials accounts for the main part of the 
access control time. This is mainly because the generation of 
authorization credentials involves complex encryption 
algorithms and computationally intensive operations such as 
hash functions. However, by optimizing algorithms and 
reducing unnecessary computational steps, the generation time 
of authorization credentials can be further reduced. In addition, 
as user attributes increase, the generation time of authorization 
credentials will also increase accordingly, but the method can 
still be completed within a reasonable time. 

In terms of encryption/decryption performance, the method 
proposed in this paper demonstrates significant advantages 
compared to a single CP-ABE method. By combining fuzzy 
searchable encryption technology, the method can quickly and 
accurately complete encryption and decryption operations when 
dealing with slight changes in keywords, greatly improving the 
efficiency of the encryption/decryption process. This advantage 
is particularly important in cloud storage environments as it 
ensures the security of data during transmission and storage. 

In terms of access latency and throughput, our method 
performs excellently in all combinations of user numbers and 
dataset sizes. As the number of users and dataset size increase, 
the increase in access latency is relatively small, while the 
decrease in throughput is also relatively small. This indicates 
that CP-ABE can still maintain low latency and high throughput 

when processing large-scale data, thereby ensuring the 
availability and performance of cloud storage services. 

Finally, in terms of data leakage risk and access control 
effectiveness, our method exhibits lower data leakage risk and 
higher access control effectiveness across all dataset sizes. Even 
on large datasets, the data leakage risk of our method is only 7%, 
while the effectiveness of access control reaches 93%, which is 
still better than other methods. This result fully demonstrates the 
advantages of CP-ABE in providing high security and effective 
access control. 

In summary, the method proposed in this article that 
combines fuzzy searchable encryption and CP-ABE has 
demonstrated excellent security and performance in cloud 
storage environments. By optimizing algorithms and data 
structures, the speed of index generation and search efficiency 
can be improved, while reducing the generation time of 
authorization credentials and the risk of data leakage. In 
addition, CP-ABE can still maintain low latency and high 
throughput when processing large-scale data, ensuring the 
availability and performance of cloud storage services. 

V. CONCLUSION 

This paper proposes an efficient and secure access 
authorization strategy for cloud storage resources based on 
fuzzy searchable encryption technology. Combining fuzzy 
searchable encryption and CP-ABE access control, it ensures 
that data is not accessed illegally and provides flexible and 
efficient search functions. Fuzzy searchable encryption 
technology can realize efficient data encryption and retrieval on 
edge devices, providing a safe and efficient data protection 
scheme for the development of the Internet of Things and edge 
computing. In addition, with the wide application of artificial 
intelligence and machine learning technology, higher 
requirements are put forward for data privacy protection and 
secure retrieval. Fuzzy searchable encryption technology can 
provide a safe and efficient data protection scheme for the 
training and use of machine learning models and promote the 
healthy development of artificial intelligence and machine 
learning. In conclusion, the prospect of an efficient and secure 
access authorization strategy for cloud storage resources based 
on fuzzy searchable encryption technology is broad. It will play 
an important role in big data, the Internet of Things, edge 
computing, artificial intelligence, and other fields, providing a 
more secure, efficient, and flexible solution for data security and 
privacy protection. At the same time, with the continuous 
development and improvement of technology, this strategy will 
continue to be optimized and improved to adapt to the changing 
application needs and market environment. 

Although fuzzy searchable encryption technology allows 
keywords to have a certain range of variation, balancing search 
flexibility and user privacy protection remains a challenge in 
practical applications. Therefore, in the future, privacy 
protection technologies such as differential privacy will be 
introduced in the process of fuzzy searchable encryption. By 
adding a certain amount of random noise to the query results, the 
privacy of users will be protected. Even if attackers obtain the 
query results, it is difficult to infer specific sensitive 
information. 
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Abstract—This study focuses on enhancing the accuracy of 

traffic sign detection systems for self-driving. With the increasing 

proliferation of autonomous vehicles, reliable detection and 

interpretation of traffic signs is crucial for road safety and 

efficiency. The primary goal of this research was to improve the 

performance of traffic sign detection, particularly in identifying 

unfamiliar signs and dealing with adverse weather conditions. 

We obtained a dataset of 3,480 images from Roboflow and 

utilized deep learning techniques, including Convolutional 

Neural Networks (CNNs) and algorithms such as YOLO and the 

Vision Engineering (VGG) toolkit. Unlike previous studies that 

focused on a single version of YOLO, this study conducted a 

comparative analysis of different deep-learning models, including 

YOLOv5, YOLOv8, and VGG-16. The study results show 

promising outcomes, with YOLOv5 achieving an accuracy of up 

to 94.2%, YOLOv8 reaching 95.3% accuracy, and VGG-16 

outperforming the other techniques with an impressive 98.68% 

accuracy. These findings highlight the significant potential for 

future advancements in traffic sign detection systems, 

contributing to the ongoing efforts to enhance the safety and 

efficiency of autonomous driving technologies. 

Keywords—Traffic signs; detection; classification; YOLO; 

VGG16 

I. INTRODUCTION 

Traffic sign detection plays a crucial role in the 
development of autonomous driving systems. The ability of 
these systems to accurately identify and understand road traffic 
signs is essential for ensuring road safety and efficiency. In 
recent years, there has been an increasing reliance on 
autonomous vehicles [1], which makes accurate detection and 
interpretation of traffic signs even more important. This 
research aimed to enhance the accuracy of traffic sign detection 
systems, with a particular focus on detecting unusual traffic 
signs that may not be widely recognized. Deep learning 
techniques and algorithms were important in the field of self-
driving cars, as they were increasingly being used to detect 
traffic signs [2]. This led to increased efficiency and safety in 
self-driving cars. In particular, deep learning algorithms such 
as YOLOv8, YOLOv5, and VGG-16 were useful in achieving 
accurate traffic sign detection. These algorithms enabled traffic 
signs to be recognized and interpreted, thus enhancing the 
capabilities of autonomous driving systems. By training YOLO 
models on labeled datasets, algorithms could learn to identify 
the different shapes, colors, and symbols associated with road 

signs. The use of these algorithms to detect road signs ensured 
that vehicles were able to proactively respond to traffic signals, 
thus improving road safety and efficiency. By leveraging these 
algorithms, self-driving cars could effectively recognize 
different types of road signs, including speed limits, stop signs, 
yield signs, and more. This information was then used to make 
informed decisions and adapt the vehicle's behavior 
accordingly. 

II. LITERATURE REVIEW 

Qian et al. [3] found that the recognition of traffic signs has 
gained significant importance in applications such as self-
driving cars, traffic mapping, and traffic surveillance in recent 
years. The dataset used is the German Traffic Sign Recognition 
Benchmark (GTSRB). It is a benchmark dataset specifically 
designed for traffic sign recognition. The dataset consists of 
images of traffic signs captured under various conditions, such 
as different lighting and weather conditions. Each image is 
labeled with the corresponding traffic sign category. The 
algorithm used in the paper is a Convolutional Neural Network 
(CNN). The proposed CNN architecture consists of multiple 
convolutional layers, activation layers, max pooling layers, 
fully connected layers, and a softmax layer for classification. 
The CNN Committee achieved high accuracy, which is 
99.46%. The advantages of the proposed approach are that it 
achieves outstanding performance on the GTSRB dataset, 
indicating its effectiveness in traffic sign recognition tasks, and 
The deep learning model (CNN) used in the system has 
powerful representational learning capabilities, allowing it to 
extract discriminative features from traffic sign images. 

Arcos- García et al. [4] improved traffic sign classification 
using deep learning in diverse real-world scenarios. They 
compared different optimization algorithms, including 
Stochastic Gradient Descent (SGD), SGD with Nesterov 
momentum (SGD-Nesterov), RMSprop, and Adam, and 
analyzed the impact of integrating Spatial Transformer 
Networks (STNs) into CNN. The authors utilized publicly 
available traffic sign datasets from Germany and Belgium, 
specifically the German Traffic Sign Recognition Benchmark 
(GTSRB). Their proposed CNN achieved an impressive 
recognition rate accuracy of 99.71% in the GTSRB, surpassing 
previous methods and demonstrating improved memory 
efficiency. 
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Morillo et al. [5] provided a comprehensive analysis of 
state-of-the-art object detection systems, along with several 
feature extraction tools, for traffic sign detection. The study 
utilizes the GTSDB dataset, which contains 900 images of 
traffic lights with various orientations and lighting conditions. 
The authors fine-tuned object detection models, namely Faster 
R-CNN, R-FCN, SSD, and YOLO V2, all of which employ the 
CNN algorithm. The results indicate that Faster R-CNN 
Inception Resnet V2 achieves the highest accuracy (95.77%), 
followed by R-FCN Resnet 101 with an accuracy of 95.15%. 
Additionally, the YOLO V2 and SSD Mobilenet models are 
highlighted for their competitive performance and lightweight 
design. Overall, the researchers provide valuable insights for 
practitioners and researchers working in the field of traffic 
signal detection. 

Rajendran et al. [6] addressed the challenges that traffic 
sign detection systems using Yolo methods are facing, such as 
poor accuracy and small object detection issues, unlike the 
CNN-based methods that provide high accuracy and real-time 
performance. The authors proposed an approach for traffic sign 
recognition using YOLOv3 for detection and a CNN-based 
classifier for classification. The methodology is evaluated 
using the German Traffic Sign Detection Benchmark (GTSDB) 
dataset, which contains 600 training images and 300 test 
images. They also utilized the German Traffic Sign 
Recognition Benchmark (GTSRB) dataset, which consists of 
more than 50000 traffic sign images divided into 39209 
training images and 12630 test images. The YOLOv3 detector 
and the CNN-based classifier are implemented using Keras 
with a TensorFlow backend. The detector performance results 
were compared with another detector called the faster R-CNN-
based method. According to the results, the proposed YOLOv3 
outperformed the other detector in terms of accuracy, with an 
mAP of 92.2% on the GTSDB test set and a frame rate of 10 
fps. The CNN-based classifier was evaluated using the GTSRB 
test set, and it achieved a high accuracy of 99.6%. The future 
work involves exploring simulation detection and classification 
using single-stage detectors without the need for an additional 
traffic sign classification network. 

Tabernik et al. [7] addressed the problem of automating 
traffic signal detection and recognition. They propose a deep 
learning-based approach using the Mask R-CNN algorithm and 
present a new dataset called DFG, consisting of 200 classes of 
traffic lights. The dataset contains a total of 13,000 traffic light 
instances and 7,000 high-resolution images. The results of their 
study demonstrate the effectiveness of their approach, as they 
achieved error rates of less than 3%. This makes it suitable for 
practical applications in traffic signal inventory management. 
The researchers present a comprehensive deep learning 
analysis for dealing with traffic signals with different 
appearances. Additionally, it provides a challenging dataset 
that serves as a benchmark. However, one limitation of the 
paper is that the dataset is limited to the categories chosen by 
the researchers, and its generalizability to a wider range of 
traffic signals remains uncertain. 

Sichkar et al. [8] presented a holistic model for real-time 
traffic sign detection and classification, which was important 
for car vision systems and future autonomous vehicles. The 
model utilized YOLO version 3 for traffic sign localization and 

CNN for classification. The detection model was trained on the 
German Traffic Sign Detection Benchmark (GTSDB) dataset, 
consisting of 630 training RGB images and 111 validation 
images. Meanwhile, the classification model was trained on the 
German Traffic Sign Recognition Benchmark (GTSRB) 
dataset, which included 66,000 RGB images. The YOLO-
based detection model achieved a 97.22% mAP accuracy on 
four traffic sign categories, while the CNN-based classification 
model achieved an accuracy of 0.868% on the test dataset. 

Zhu et al. [9] explored the application of deep learning 
techniques, specifically the latest version of YOLOv5, for 
accurate and efficient traffic sign detection and recognition. 
The dataset used in the paper is referred to as "our dataset" and 
was specifically created for Traffic Sign Recognition (TSR) 
experiments. It contains 2,182 images with eight classes of 
traffic signs. The algorithm used for TSR in the paper is 
YOLOv5, which stands for "You Only Look Once" Version 5. 
It compares the performance of YOLOv5 with another 
algorithm called SSD (Single Shot MultiBox Detector). 
YOLOv5 achieved a mean Average Precision (mAP) of 
97.70% at a threshold of 0.5 for all classes in terms of TSR. On 
the other hand, SSD obtained a mAP of 90.14% under the 
same conditions. It is also mentioned that YOLOv5 
outperformed SSD in terms of recognition speed. The 
advantages of using YOLOv5 for TSR are its improved 
accuracy compared to previous models like YOLOv3, faster 
detection speed, and the ability to simultaneously predict 
bounding box coordinates, target confidence, and class 
probabilities. As for the disadvantages, the paper does not 
provide a comprehensive analysis of the limitations or potential 
drawbacks of YOLOv5 compared to SSD or other TSR 
algorithms. 

Song et al. [10] proposed a deep learning-based algorithm 
that aims to improve the performance of intelligent vehicles in 
accurately detecting and recognizing traffic signs. The study 
utilized the CCTSDB 2021 dataset, which includes 16,356 
images with 13,876 prohibitive signs, 4598 warning signs, and 
8363 mandatory signs. They improved the algorithm; TSR-
YOLO is built upon YOLO (You Only Look Once) and 
achieved a high detection accuracy of 96.62%. Furthermore, 
this paper specifically focuses on Chinese traffic signs, making 
it difficult to assess the generalizability of the algorithm for all 
types of traffic signs. 

Qu et al. [11] proposed an algorithm for traffic sign 
detection in complex weather conditions based on an improved 
version of the YOLOv5s model. The study utilized the 
CCTSDB 2021 dataset, which includes 5268 new traffic scene 
images. The algorithm employed is PSG-Yolov540, an 
enhanced version of YOLOv5s, which incorporates 
improvements such as coordinate attention (CA), an additional 
prediction head, and the utilization of Alpha-IoU to enhance 
the original positioning loss CIoU. The algorithm achieves a 
precision increase of 12.5% and an improved recall rate of 
23.9% compared to the original YOLOv5s model, resulting in 
a precision of 88.1% and a recall rate of 79.8%. However, the 
paper lacks a thorough discussion of the algorithm's limitations 
and does not explore potential challenges or failure cases that 
may arise in real-world scenarios. 
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Liu et al. [12] introduced an enhanced methodology called 
ETSR-YOLO, a modified version of the YOLOv5 object 
detection algorithm. The study introduced two improved C3 
modules that aim to suppress background noise interference 
and enhance the feature extraction capabilities of the network. 
This paper introduced several enhancements to YOLOv5, 
including the upgrade of the path aggregation network to 
capture more contextual information, which improves the 
detection of traffic signs of varied sizes. Second, we 
incorporated a coordinated attention method into the backbone 
network to adaptively improve key features while suppressing 
noise. Third, the ConvNeXt block increases the network's 
receptive field and minimizes information loss during feature 
fusion. Finally, during post-processing, they utilized the WIoU 
function to improve the predictability and robustness of the 
model. They utilized the TT100K (Tsinghua-Tencent 100K) 
dataset, which contains 6634 training images and 1659 test 
images, and also the CCTSDB2021 (CSUST Chinese Traffic 
Sign Detection Benchmark 2021) dataset, which contains 
14258 training images and 3571 test images. According to the 
experimental results, ETSR-YOLO increases MAP at 0.5 by 
6.6% on the TT100K dataset and 1.9% on the CSUST Chinese 
Traffic Sign Detection Benchmark 2021 (CCTSDB2021) 
dataset. Future research aims to enhance the model's 
performance in complicated road situations and improve 
computing efficiency for more accurate traffic sign recognition 
on embedded platforms in vehicles. 

One limitation in many studies that train models on traffic 
signs is that they focus on traffic signs in clear weather and not 
traffic signs with difficult weather conditions such as rain and 
fog. This gap in training data can lead to reduced performance 
and accuracy when the models encounter these difficult 
weather signs in real-world scenarios. Secondly, many studies 
do not provide a comprehensive analysis of the limitations or 
potential drawbacks of YOLOv5 compared to other algorithms. 
Thirdly, most of the previous studies didn’t make a comparison 
between the different models and their results. 

III. DATA COLLECTION AND METHODOLOGY 

A. Dataset 

It was necessary to have a dataset of images to train deep-
learning models. In the context of traffic sign detection and 
classification, the dataset needed to include various types of 
traffic signs, including clear and unclear signs, covering most 
of the possible factors that affect the visibility of traffic signs. 
After conducting a comprehensive search, an existing dataset 
was found to meet these specific requirements. Additionally, 
the available dataset of traffic signs varied in size, 
encompassing different weather conditions. Also, these types 
of traffic signs varied in shape, size, and popularity in terms of 
usage. Images were collected from the Roboflow dataset 
named "Road Sign Detector Image Dataset Computer Vision 
Project". 

Finding a sufficient number of traffic signs was difficult, as 
they weren't abundantly available in most dataset sources, and 
it was challenging to find images in challenging weather 
conditions due to their limited availability. Extensive searching 
was conducted on multiple sources to assist in finding a wide 
range of traffic signs in challenging weather conditions. As a 

result, 3480 images (3,006 for training, 186 for testing, and 288 
for validation) of traffic signs encompassing different and 
numerous classes were collected from Roboflow, with the aim 
of ensuring diversity and clarity to assist autonomous vehicles 
under challenging weather conditions. We did not find these 
data from any other free or open-source datasets, and had to 
use the data available on Roboflow. We searched other sources 
like Kaggle and GitHub, but could not find a ready-to-use 
dataset that met our requirements, so we could not train our 
models on different datasets. 

B. Methodology 

1) Yolo algorithms: The YOLO (You Only Look Once) 

algorithm is a highly popular and efficient object detection 

algorithm known for its innovation and speed [15]. YOLO 

works uniquely by analyzing the entire image in a single pass. 

Instead of using a proposal-based detection approach, YOLO 

divides the image into a grid of cells and predicts the 

bounding boxes and confidence scores for each cell in a single 

pass. This holistic approach gives YOLO the ability to 

leverage the overall context of the image to improve the 

accuracy of its predictions. Additionally, YOLO is 

characterized by its high response speed, making it suitable for 

applications that require fast object detection, such as 

autonomous driving and surveillance. 

a) YOLOv8: YOLOv8 is an advanced object detection 

algorithm in computer vision. It has revolutionized the field by 

achieving superior detection accuracy and real-time 

performance using a single end-to-end neural network. 

YOLOv8 is widely utilized in various applications, such as 

autonomous driving, surveillance systems, and robotics, where 

rapid and accurate object detection is crucial. Its impressive 

performance and versatility have made it a popular choice 

among researchers and practitioners in the computer vision 

community. 

b) YOLOv5: YOLOv5 is an enhanced version of the 

YOLO (You Only Look Once) architecture, renowned for its 

improved efficiency, accuracy, and speed in object detection 

tasks. It features a streamlined design and incorporates 

advanced techniques like a novel backbone network and 

multi-scale prediction strategy. YOLOv5 has gained 

significant popularity in domains such as autonomous driving, 

surveillance systems, and robotics, thanks to its balanced 

trade-off between detection accuracy and computational 

efficiency. It offers faster inference times while maintaining 

competitive performance, making it a preferred choice for 

real-time object detection applications. 

2) VGG-16: VGG-16, or Visual Geometry Group 16, is a 

renowned deep convolutional neural network architecture 

known for its simplicity and effectiveness in image 

classification tasks. With 16 layers, including 13 

convolutional layers and 3 fully connected layers, VGG-16 

captures complex features from input images. Despite newer 

models surpassing its performance, VGG-16 remains a 

popular choice for transfer learning due to its strong feature 

extraction capabilities and publicly available pre-trained 

weights. 
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3) Training methodology: The primary objective of this 

study was to compare the performance of YOLO with 

previous studies in detecting traffic signs. Additionally, we 

employed the VGG-16 model to perform the same task, but 

with the classification of traffic signs. This comparison 

allowed us to assess and evaluate the effectiveness of both 

YOLO and VGG-16 in the context of traffic sign detection 

and classification. The models were trained using a dataset 

consisting of 3480 images and a set of hyperparameters that 

included epochs varying from 20 to 45 and batch sizes of 16 

for Yolov5s, 16 for Yolov8n, and 16 for VGG-16. Below are 

the Table I, and II that show the hyperparameter settings. 

TABLE I. THE HYPERPARAMETERS SET FOR YOLOV5 AND YOLOV8 

Hyperparameters YOLOv5 YOLOv8 

Input image size 640 640 

Epochs 45 32 

Batch size 16 16 

Optimizer AdamW AdamW 

Initial learning rate 0.01 0.01 

Final learning rate 0.01 0.01 

Momentum 0.937 0.937 

Weight decay 0.0005 0.0005 

TABLE II. THE HYPERPARAMETERS SET FOR VGG-16 

Hyperparameters VGG-16 

Target size 224 

Epochs 20 

Batch size 16 

learning rate 0.01 

4) Training environment: To meet our training 

requirements for both YOLO and VGG-16, we utilized 

Google Colab. This platform provided us with the necessary 

infrastructure to execute the Python code and leverage 

advanced computational power, including GPUs. By 

leveraging the capabilities of Google Colab, we were able to 

efficiently train the models and take advantage of the 

accelerated processing provided by GPUs. This expedited the 

training process and enabled us to achieve optimal 

performance for both YOLO and VGG-16. 

IV. RESULTS AND DISCUSSION 

In this section, we present the results obtained from training 
three different models: YOLOv5, YOLOv8, and VGG16. We 
discuss the performance of each model and provide an analysis 
of their strengths and areas for improvement. 

A. YOLO Object Detection and Classification 

YOLO versions 5, and 8 were used for object detection and 
classification of traffic signs under weather conditions. 

YOLOv5, as shown in Table III, achieved mAP50s of 
79.3%, 89.6%, 91.3%, 94.1%, and 94.2% over epochs 5, 10, 
20, 40, and 45, respectively. The results show the high 
performance of the model. Furthermore, Fig. 1 displays the 
results for YOLOv5 at epoch 45. Additionally, Fig. 2 presents 

performance metrics for YOLOv5, including the precision of 
92.37%, the recall rate of 90.85%, the mean average precision 
at an IoU threshold of 0.5 (mAP50) of 94.23%, and the mean 
average precision at IoU thresholds ranging from 0.5 to 0.95 
(mAP50-95) of 70.28%. Fig. 3 shows the recall confidence 
curve for all classes 0.97 at 0.000, the precision confidence 
curve for all classes 1.00 at 0.964, the precision-recall curve for 
all classes 0.947 mAP 0.5, and the F1-confidence curve for all 
classes 0.92 at 0.689. Fig. 4 shows the training batch. Fig. 5 
shows a sample of the validating batch prediction. Fig. 6 shows 
a sample of the validating batch label. The total estimated 
VRAM usage during training for YOLOv5 on a Tesla T4 GPU 
is approximately 8-12 GB. This includes memory for model 
parameters, activation maps, gradients, and batch data. The 
total estimated VRAM usage during inference is around 4-8 
GB, primarily due to model parameters and activation maps, 
with lower requirements as no gradients are stored. YOLOv5 
computation time is 61.68 minutes. 

TABLE III. YOLOV5 MAP50 OVER 45 EPOCHS 

Model Epoch mAP50 

YOLOv5 

5 79.3% 

10 89.6% 

20 91.3% 

40 94.1% 

45 94.2% 

 
Fig. 1. Results obtained by YOLOv5 at epoch 45. 

 

Fig. 2. Performance metrics for YOLOv5. 
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Fig. 3. Confidence curve results for YOLOv5. 

 

Fig. 4. Sample of train_batch for YOLOv5. 

 

Fig. 5. Sample of val_batch_pred for YOLOv5. 

 
Fig. 6. Sample of val_batch_label for YOLOv5. 

YOLOv8, as shown in Table IV, achieved mAP50s of 
75.6%, 89.3%, 94%, 94.2%, and 95.3% over epochs 5, 10, 20, 
25, and 32, respectively. The results show the high 
performance of the model. Additionally, Fig. 7 displays the 
results for YOLOv8 at epoch 32. Next, Fig. 8 presents 
performance metrics for YOLOv8, including the precision of 
92.58%, the recall rate of 92.73%, the mean average precision 
at an IoU threshold of 0.5 (mAP50) of 95.31%, and the mean 
average precision at IoU thresholds ranging from 0.5 to 0.95 
(mAP50-95) of 71.23%. Fig. 9 shows the recall confidence 
curve for all classes 0.97 at 0.000, the precision confidence 
curve for all classes 1.00 at 0.979, the precision-recall curve for 
all classes 0.958 mAP 0.5, and the F1-confidence curve for all 
classes 0.93 at 0.535. Fig. 10 shows the training batch. Fig. 11 
shows a sample of the validating batch prediction. Fig. 12 
shows a sample of the validating batch label. The total 
estimated VRAM usage during training for YOLOv8m on a 
Tesla T4 GPU is approximately 10-12 GB. This includes the 
memory for model parameters, activation maps, gradients, and 
batch data. The total estimated VRAM usage during inference 
is around 5-8 GB, primarily due to model parameters and 
activation maps, with lower requirements as no gradients are 
stored. YOLOv8 computation time is 59.64 minutes. 

TABLE IV. YOLOV8 MAP50 OVER 32 EPOCHS 

Model Epoch mAP50 

YOLOv8 

5 75.6% 

10 89.3% 

20 94% 

25 94.2% 

32 95.3% 
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Fig. 7. Results obtained by YOLOv8 at epoch 32. 

 

Fig. 8. Performance metrics for YOLOv8. 

 

Fig. 9. Confidence curve results for YOLOv5. 

 
Fig. 10. Sample of train_batch for YOLOv8. 

 
Fig. 11. Sample of val_batch_label for YOLOv8. 

B. VGG16 

Lastly, the VGG-16 model [13], [14] that we trained 
exhibited excellent performance, as demonstrated in Table V. 
It had achieved accuracies of 68%, 96.4%, 99.5%, and 100% 
for epochs 5, 10, 15, and 20, respectively. These results 
showcased the model's remarkable ability to classify images 
with a very high degree of accuracy. Fig. 13 shows the 
accuracy of the VGG16 model for the training epochs. Fig. 14 
shows the loss of the VGG16 model for the training epochs. 
The accuracy curve steadily increased, reaching 98.68% by the 
20th epoch, while the loss curve correspondingly decreased, 
indicating the model's effective learning and optimization 
during the training process. The VGG16 model has strong 
performance metrics, as shown in Fig. 15. It achieves a recall 
of 98.59%, precision of 100%, and F1 score of 99.29%. As you 
see in Figure 16, the confusion matrix shows the VGG16 
model made 178 false positive predictions, where it incorrectly 
classified a sample as belonging to a certain class when the true 
class was different. However, it only made 8 false negative 
predictions, where it failed to correctly identify a sample's true 
class. 
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 False positives: the cases where something is 
incorrectly identified as positive or present when in 
reality it is negative or absent. 

 False negatives: the cases where the diagnosis fails to 
identify something as positive or present when in 
reality it is positive or present. 

TABLE V. VGG16 ACCURACY OVER EPOCHS 

Model Epoch Accuracy 

VGG16 5 61.73% 

10 96.65% 

15 97.79% 

20 98.68% 

 

Fig. 12. Accuracy over 20 epochs of VGG16. 

 

Fig. 13. Loss over 20 epochs of VGG16. 

 
Fig. 14. Performance metrics for the VGG16 model. 

 
Fig. 15. Confusion matrix for the VGG16 model. 

 

Fig. 16. Performance comparison of YOLO5, YOLOv8, and VGG16. 
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V. OVERALL COMPARISON AND INSIGHTS 

After reviewing the results of the three models, we found 
that the YOLOv5 model confirmed its fast inference speed, 
making it suitable for real-time applications such as 
autonomous driving. Although the accuracy is good, it is 
slightly lower than the other two models we evaluated. Also, 
there is a risk of overfitting, as this model may sometimes 
struggle to generalize to new, unseen data, and the model's 
performance may degrade in adverse weather conditions or 
with occluded or partially visible traffic signs. As for 
YOLOv8, it is one of the latest versions of the YOLO 
algorithm, and this model is generally characterized by its 
lightweight and efficiency. However, one of its drawbacks is 
that maintaining a balance between accuracy and inference 
speed may be a challenge, as the increasing model complexity 
can impact real-time performance. And the VGG16 model 
gave us remarkable results, as the model's ability to achieve an 
accuracy of 98.68% indicates its high capability to handle the 
challenges posed by adverse weather conditions and detect 
unfamiliar traffic signs. However, despite this, VGG16 is a 
relatively larger and more complex model compared to the 
YOLOv5 and YOLOv8 models, and the training and fine-
tuning of the VGG16 model may be more time-consuming and 
resource-intensive compared to the YOLO models. 

TABLE VI. YOLO AND VGG-16 RESULTS 

Model Epoch 
Performance 

measure 

for each class 

(Training) 

The performance 

measure for all 

YOLOv5 

5 

mAP50 

79.3% 

94.2% 

10 89.6% 

20 91.3% 

40 94.1% 

45 94.2% 

YOLOv8 

5 

mAP50 

75.6% 

95.3% 

10 89.3% 

20 94% 

25 94.2% 

32 95.3% 

VGG16 

5 

Accuracy 

61.73% 

98.68% 
10 96.65% 

15 97.79% 

20 98.68% 

In terms of results, in our evaluation of the YOLOv5, 
YOLOv8, and VGG16 models, we gained valuable insights. 
Regarding the model trained using YOLOv8, it achieved 
largely satisfactory results. It demonstrated a precision of 
92.58%, a recall of 88%, a mAP50 of 95.31%, a mAP50-95 of 
71.23%, and an F1 score of 97.5%. These metrics indicate its 
effectiveness in accurately detecting traffic signs under weather 
conditions. In the case of the model trained using YOLOv5, it 
achieved a precision of 92.37%, a recall rate of 90.85%, a 
mAP50 of 94.23%, a mAP50-95 of 70.28%, and an F1 score of 
97%. These results indicate its ability to detect and classify 
objects with a reasonable level of precision and consistency 
across varying IoU thresholds. On the other hand, the model 
trained using VGG-16 exhibited a highly satisfactory result, 
achieving an accuracy of 98.68%, a recall of 98.59%, a 

precision of 100%, and an F1 score of 99.29%. This showcases 
its capability to classify images with a high level of accuracy. 
Table VI presents all the model's results for a clear comparison 
between them. . In terms of the overall evaluation, the 
performance comparison as shown in Figure 17, including their 
recall, precision, and F1 scores, indicates that the VGG-16 
model outperforms the YOLOv5 and YOLOv8 models in 
terms of precision, recall, and F1 score. However, the YOLO 
models offer faster inference speed, which can be crucial for 
real-time applications like autonomous driving. The choice of 
the most suitable model ultimately depends on the specific 
requirements and trade-offs between accuracy, inference speed, 
and computational resources for the given application. 

 
Fig. 17. The performance of different models using error rate. 

VI. ANALYZE THE PERFORMANCE OF DIFFERENT MODELS 

USING ERROR RATE 

The error rate is a measure that determines the accuracy of 
a machine learning model in making predictions. It is 
calculated by finding the percentage of incorrect predictions 
out of the total predictions. This metric is important for 
evaluating model performance and identifying which one 
performs better. In this analysis, we calculated the error rates 
for three different models: VGG16, YOLO5, and YOLOV8. 
These error rates were calculated with respect to three key 
performance metrics: Accuracy, Recall, and F1 Score. 

1) Error Rate from Accuracy 

Accuracy = 100 - model_accuracy 

2) Error Rate from Recall 

Recall = 100 - model_recall 

3) Error Rate from the F1 Score 
F1 Score = 100 - model_f1_score 

 Performance metrics for VGG16: 

Accuracy: 98.68 

Recall: 98.59 

F1score: 99.29 

o VGG16 Error Rate from Accuracy: 1.32% 

o VGG16 Error Rate from Recall: 1.41% 

o VGG16 Error Rate from F1 Score: 0.71% 
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 Performance metrics for YOLOv5: 

Accuracy: 94.2 

Recall: 94.2 

F1score: 97.0 

o YOLOv5 Error Rate from Accuracy: 5.80% 

o YOLOv5 Error Rate from Recall: 5.80% 

o YOLOv5 Error Rate from F1 Score: 3.00% 

 Performance metrics for YOLOv8: 

Accuracy: 95.3 

Recall: 95.3 

F1score: 97.5 

o YOLOv8 Error Rate from Accuracy: 4.70% 

o YOLOv8 Error Rate from Recall: 4.70% 

o YOLOv8 Error Rate from F1 Score: 2.50% 

By comparing these results, we can observe that VGG16 
outperforms YOLOv5 and YOLOv8 in terms of all the 
mentioned performance metrics. It also exhibits the lowest 
average error rate. Therefore, VGG16 is the best performing 
model among the three studied. 

The main claims of our paper revolve around the 
comprehensive evaluation of multiple deep learning models for 
traffic sign detection and classification, with a particular focus 
on improving accuracy, especially in difficult weather 
conditions and with unfamiliar signs. Our findings highlight 
the great potential for further progress in this area, which is 
critical to enhancing the safety and efficiency of autonomous 
driving technologies. 

VII. CONCLUSION 

The field of traffic sign detection plays a crucial role in 
advancing autonomous driving systems and ensuring road 
safety. Many studies on traffic sign detection focus on 
detecting signs in normal weather conditions rather than 
challenging weather. This research aims to enhance the 
accuracy of traffic sign detection systems, particularly in 
challenging weather conditions such as rain and fog. Deep 
learning techniques and algorithms, including various versions 
of YOLO such as YOLOv5, YOLOv8, and VGG16, were 
employed to achieve precise recognition and interpretation of 
traffic signs. 

The YOLOv5 model achieved a mAP50 of 94.2% after 45 
iterations, while the YOLOv8 model demonstrated satisfactory 
results, with a mAP50 of 95.3% after 32 iterations and 95.2% 
after 45 iterations. The VGG16 model, which focuses on object 
classification, displayed high accuracy in training, reaching 
98.68% after 15 iterations. Overall, the utilization of deep 
learning models, such as YOLOv5, YOLOv8, and VGG16, has 
shown significant potential in improving the accuracy and 
efficiency of traffic sign detection systems under challenging 
weather conditions. These models can be trained on labeled 

datasets to learn and recognize various shapes, colors, and 
symbols associated with road signs. 

The research presented promising results in traffic sign 
detection under challenging weather conditions, contributing to 
the advancement of autonomous driving systems and 
promoting safer and more efficient roadways. Further 
optimization and refinement of the models can lead to even 
better performance. 

The novelty of this study lies in its holistic evaluation of 
multiple YOLO versions and the VGG-16 model, which 
provides a more nuanced understanding of the performance 
and applicability of these deep learning techniques for traffic 
sign detection under diverse environmental conditions. This 
comparative approach represents a significant contribution to 
the field, as it goes beyond the limitations of previous studies 
that focused on a single YOLO version, and offers valuable 
insights for the development of advanced autonomous driving 
systems. 
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Abstract—Nitrous oxide (N2O) emissions from agricultural 

activities significantly contribute to climate change, necessitating 

accurate predictive models to inform mitigation strategies. This 

study proposes an ensemble framework combining Isolation 

Forest, DBSCAN, and One-Class SVM to enhance outlier 

detection in N2O emission datasets. The dataset, consisting of 2,246 

rows and 21 columns, was preprocessed to address missing values 

and normalize data. Outlier detection was performed using each 

method individually, followed by integration through hard and 

soft voting techniques. The results revealed that Isolation Forest 

identified 113 outliers, DBSCAN detected 1,801, and One-Class 

SVM found 118. Hard voting identified 165 outliers, while soft 

voting detected 734, ensuring a refined dataset for subsequent 

modeling. The ensemble approach improved the accuracy of the 

XGBoost model for N2O emission prediction. The best results were 

obtained using the Random Search Cross Validation 

hyperparameter tuning, with a test size is 20%, achieving a CV 

MSE of 0.0215, MSE of 0.0144, RMSE of 0.1200, MAE of 0.0723, 

and an R² of 0.6750. This study demonstrates the effectiveness of 

combining multiple outlier detection methods to enhance data 

quality and model performance, supporting more reliable 

predictions of N2O emissions. 

Keywords—Ensemble framework; outlier; detection; N2O 

emission; isolation forest; DBSCAN; one-class SVM 

I. INTRODUCTION 

Nitrous oxide (N2O) emissions from agricultural activities 
significantly threaten climate stability due to their high global 
warming potential [1], approximately 298 times greater than 
carbon dioxide [2]. Accurate prediction of N2O emissions is 
essential for effective environmental management and climate 
change mitigation. However, existing predictive models often 
struggle with outliers, which can skew results and reduce model 
accuracy [3].  Recent studies have highlighted the complexity of 
predicting N2O emissions due to various influencing factors, 
such as soil type, climatic conditions, and agricultural practices 
[4], [5]. Traditional predictive models, ranging from empirical 
observational models to more complex process-based models, 
face significant challenges in handling outliers, resulting from 
measurement errors, extreme weather events, or anomalies [6]. 
Effectively identifying and handlinghese outliers are crucial for 
improving model accuracy and reliability [7]. 

Outlier detection plays a critical role in enhancing the 
accuracy of predictive models. Various methods, such as 
Isolation Forest, DBSCAN, and One-Class SVM, have been 
effective in identifying outliers in environmental data [6], [3], 
[8]. These methods are essential for ensuring data quality and 
improving the reliability of predictive models used for N2O 

emission analysis [9]. However, using these methods 
individually has limitations regarding parameter sensitivity and 
scalability. The proposed IDO ensemble framework combines 
these methods to provide a more robust and accurate outlier 
detection mechanism. 

The comparative results differ across datasets due to varying 
data characteristics such as density, distribution, and noise 
levels. Isolation Forest an ensemble method isolates 
observations by randomly selecting a feature and then choosing 
a split value between the maximum and minimum values of the 
selected feature [10]. Isolation Forest efficiently handles high-
dimensional data but may struggle with clustered anomalies. 

This technique has proven to be robust for detecting various 
types of outliers in well-log datasets, achieving an accuracy of 
90.2% in distinguishing between inliers and outliers [11], [12]. 

Its efficiency in handling high-dimensional data makes it 
suitable for large and complex datasets. DBSCAN, a density-
based clustering algorithm, identifies core, borderand noise 
points based on a specified radius and minimum number of 
points [13]. DBSCAN excels at identifying clusters in noisy data 
but requires precise parameter tuning. This method effectively 
detects noise and manages noisy datamaking it valuable for 
environmental data analysis where noise is common [11]. 

One-Class SVM, a machine learning algorithm for anomaly 
detection, constructs a boundary around normal data points to 
identify outliers [11]. One-Class SVM effectively defines 
decision boundaries in complex feature spaces but is sensitive to 
kernel choices. This technique is outstanding in detecting 
anomalies with high correctness, distinctiveness, and 
robustness, proving to be particularly useful in identifying rare 
but significant anomalies in agricultural datasets [9]. 

Although Isolation Forest, DBSCAN, and One-Class SVM 
each have unique strengths, using them individually has 
parameter sensitivity and scalability limitations. Combining 
these methods into an ensemble can provide more robust and 
accurate outlier detection [6] [14]. This ensemble framework 
leverages the strengths of each algorithm while mitigating their 
inherent weaknesses. Isolation Forest excels at managing high-
dimensional data but can struggle with detecting clustered 
anomalies. DBSCAN is proficient at identifying clusters and 
noise but demands meticulous parameter tuning. One-Class 
SVM effectively defines decision boundaries but is sensitive to 
kernel choices. 

By integrating these methods, this ensemble framework 
provides a comprehensive outlier detection mechanism, 
improving data quality and model performance. 
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The ensemble approach reduces reliance on precise 
parameter settings for any single method, thereby enhancing 
overall robustness. The ensemble method efficiently handles 
high-dimensional data by utilizing the strengths of Isolation 
Forest and One-Class SVM, while DBSCAN manages dense 
clusters and noise. The hard and soft voting mechanisms ensure 
that outliers identified by multiple methods are more likely to be 
genuine anomalies [15] [18], thereby reducing the likelihood of 
false positives and false negatives. By effectively identifying 
and removing outliers, the ensemble framework ensures higher 
quality data, leading to improved predictive model performance. 

By integrating these methods, the IDO framework ensures 
comprehensive outlier detection, adapting to different data 
characteristics and improving overall model eprformance. For 
instance, Isolation Forest's random partitioning effectively 
isolates anomalies in datasets with high-dimensional features. In 
contrast, DBSCAN performs better in datasets with dense 
clusters and noise, identifying core points and noise points. One-
Class SVM excels in scenarios with complex decision 
boundaries, distinguishing normal data from anomalies. The 
ensemble approach leverages these strengths, ensuring robust 
outlier detection across various datasets, thereby enhancing the 
quality and reliability of predictive models. 

In addition to outlier detection, this study focuses on 
predictive modeling of N2O emissions using the XGBoost 
algorithm. Known for its high performance and efficiency in 
handling large datasets, XGBoost has shown superior predictive 
capabilities compared to traditional models [16], [14]. 
Hyperparameter tuning is crucial for maximizing model 
performance, and this study compares the untuned XGBoost 
model with models optimized through Grid Search and Random 
Search techniques [17], [18], [19]. 

The models are evaluated using cross-validation techniques 
to assess their robustness and generalizability. Cross-validation 
helps mitigate the risk of overfitting by validating the model on 
different subsets of the data, ensuring comprehensive and robust 
performance evaluation [20]. Validation measures play a critical 
role in ensuring the robustness of predictive models. 

Cross-validation techniques, including KFold and standard 
cross-validation, help mitigate overfitting by validating the 
model on different data subsets, ensuring comprehensive 
performance evaluation. Conducting thorough comparisons 
with existing related work is essential to highlight the 
advancements and improvements brought by the proposed 
model. Comparing performance metrics such as Mean Squared 
Error (MSE), Root Mean Squared Error (RMSE), Mean 
Absolute Error (MAE), and R² scores across different models 
provides valuable insights into the effectiveness of the proposed 
approach. This study also explores the impact of different test 
sizes on model performance, ensuring that the findings are 
applicable across various scenarios in agricultural data analysis. 

Despite advancements in predictive modelling and outlier 
detection, integrating these methods effectively remains 
challenging. This research addresses this gap by developing and 
evaluating new outlier detection methods suitable for high-
dimensional agricultural data and implementing ensemble 
methods to enhance robustness [21]. The study aims to improve 

the predictive accuracy of N2O emissions models, providing 
valuable insights for environmental management and 
contributing to effective climate change mitigation strategies. 

II. METHOD 

To address the challenges in predicting N2O emissions and 
to enhance the accuracy of outlier detection, this study employs 
a comprehensive methodology combining advanced statistical 
techniques and ensemble learning. 

A. Dataset 

In this study, we utilized a comprehensive public dataset on 
nitrous oxide (N2O) emissions from agricultural activities 
provided by Saha et al. (2021) [21]. The dataset spans from 2002 
to 2014, encompassing 2,246 entries and 21 distinct variables. 
This dataset is instrumental in exploring the effects of 
agricultural practices and environmental conditions on N2O 
emissions. It facilitates robust outlier detection and supports 
reproducibility, enabling comparative analyses across different 
studies [22][23]. 

Key variables in the dataset include temporal information 
such as the date, month, and year of the measurements, 
experimental details like the type of experiment, the purpose of 
the data usage, and replication identifiers. Environmental 
conditions are captured through variables like vegetation type 
and N2O concentration, as well as the nitrogen application rate. 
Additionally, the dataset includes meteorological and soil data, 
including precipitation levels, air temperature, and days after 
treatment and seeding. Detailed soil properties such as water-
filled pore space at a 25 cm depth, ammonium content, nitrate 
content, and the proportions of clay, sand, and soil organic 
matter are also recorded. These variables are crucial for 
understanding how seasonal conditions and soil characteristics 
impact N2O emissions, providing essential insights for 
developing accurate predictive models and understanding the 
underlying influencing factors [24][25][26]. 

B. Data Preprocessing 

This study us comprehensive preprocessing techniques, 
including normalization, data cleaning, and handling missing 
values, to prepare the N2O emissions dataset for accurate 
analysis and effective outlier detection [24]. These steps are 
crucial for maintaining data quality, ensuring the dataset's 
suitability for model training, and achieving reliable results in 
classification and anomaly detection tasks [27]. The inherent 
null values and outliers in the dataset necessitated thorough 
preprocessing. 

Outlier analysis revealed several types, such as point outliers 
from potential measurement errors or unusual local conditions, 
and contextual outliers, which seem normal independently but 
are abnormal in specific contexts, like unusually low emissions 
during periods of high microbial activity in winter [28][29]. 
Moreover, collective outliers can arise when data groups 
deviaterom the norm due to changes in agricultural practices 
[30]. Global outliers, representing extreme values beyond the 
typical data range, indicate rare events not accounted for by 
existing conditions or strategies [31]. These variations highlight 
the need for robust detection techniques to manage agricultural 
data's complexities. 
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Understanding dataset characteristics is essential before 
applying methods such as data augmentation or outlier 
detection. This is exemplified in the classification of rice leaf 
diseases, where model effectiveness is closely linked to the 
dataset’s attributes [32]. Given the dataset's characteristics and 
the various types of outliers, we explored the application of 
ensemble methods for outlier detection. Ensemble methods, 
which combine predictions from multiple models, are 
recognized for producing more stable and accurate results. 
Techniques such as Isolation Forest, DBSCAN, and One-Class 
SVM have proven effective in identifying outliers [9] [11]. 
These methods complement each other by handling different 
aspects of outlier detection, such as identifying isolated points 
or anomalies within dense clusters. By integrating the results 
from multiple models, ensemble methods enhance the stability 
and accuracy of predictions, making them particularly suitable 
for the nuanced analysis required for N2O emissions in 
agriculture [33]. This approach ensures a more robust analysis 
and improves the dataset's quality, facilitating more accurate and 
reliable N2O emission predictions. 

C. Outlier Detection 

Outlier detection is essential for maintaining the accuracy of 
predictive models in N2O emissions studies [34]. Outliers, 
which can result from measurement errors, data entry mistakes, 
or rare occurrences, significantly affect data analysis if not 
properly managed. Traditional detection methods, such as 
statistical tests, visualization, and distance measures, vary in 
their ability to identify global or local anomalies [35]. This study 
applies advanced techniques—Isolation Forest (IF), DBSCAN, 
and One-Class SVM—independently to robustly identify 
outliers in the N2O emission dataset. The IDO framework 
integrates these methods, leveraging their strengths to 
comprehensively address global and local outliers. This multi-
method approach enhances the dataset's integrity and 
significantly improves the performance and reliability of 
predictive models, highlighting the importance of meticulous 
data handling in high-quality research. 

D. Proposed Ensemble Method 

This study introduces an advanced framework called IDO 
(Isolation Forest, DBSCAN, and One-Class SVM) to improve 
the detection of outliers in N2O emission datasets from 
agricultural activities. The IDO framework combines three 
established outlier detection techniques into an ensemble 
approach, enhancing the accuracy and effectiveness of anomaly 
identification. 

Isolation Forest (IF) effectively detect outliers, particularly 
in high-dimensional datasets. It works by isolating data points 
using random partitioning, identifying anomalies based on how 
quickly they can be isolated from the rest of the data [35]. Point 
x's isolation is measured by the path length h(x), which 
represents the number of splits required to isolate the point. For 
a dataset X, the Isolation Forest algorithm can be 
mathematically described by the following steps: 

The first step is Feature Selection, and Random Split process 
described in (1) outlines the method of randomly selecting a 
feature (fj)  from the set of all features ({f1, f2, … , fd})  and 

choose a random split value (s) within the range of this feature. 

After choosing the feature, a random split value (𝑠) is selected 
within the range of the chosen feature. This random selection is 
fundamental to the Isolation Forest algorithm's ability to 
partition data and isolate anomalies effectively. 

𝑓𝑗 ∈ {𝑓1, 𝑓2, … , 𝑓𝑑}  and  𝑠 ∈ [min(𝑓𝑗) , max(𝑓𝑗)]     (1) 

here 𝑓𝑗 is a random chosen feature, and 𝑠 is the split value 

within the range of 𝑓𝑗. 

The second step, Recursive Partitioning process noted on 
(2), describes a critical step in the Isolation Forest algorithm. 

Left Child: {x ∈ X ∣ xfj
≤ s} 

Right Child: {x ∈ X ∣ xfj
> s}                    (2) 

This involves recursively applying the partitioning to the 
dataset, which creates a tree structure. The data is split into two 
subsets based on the selected feature (𝑓𝑗)  and split value (𝑠). 

This recursive partitioning continues until each data point is 
isolated in a unique partition, or a predefined maximum tree 
depth is reached. This iterative splitting is crucial for the 
algorithm's ability to effectively isolate anomalies within the 
dataset. 

The next step is Tree Construction. This involves recursively 
continuing the partition until each data point is isolated in its 
unique partition or the tree reaches a predefined maximum 
depth. 

ℎ(𝑥) = number of splits to isolate 𝑥         (3) 

Eq. (3) defines the Path Length ℎ(𝑥) for each data point (𝑥). 
This path length represents the number of splits or edges 
traversed from the root of the tree to the point's leaf node. The 
shorter the path length, the quicker the data point is isolated, 
indicating it is likely an anomaly. Calculating ℎ(𝑥) is essential 
for determining how well each data point is isolated within the 
tree structure. 

Eq. (4) describes the Anomaly Scoring process used in the 
Isolation Forest algorithm. This step utilizes the average path 
length ℎ(𝑥) to compute the anomaly score for each data point 
(𝑥) . Points with shorter path lengths are more likely to be 
outliers because random partitions isolate them more quickly. 
The anomaly score for a data point (𝑥) is given by: 

Score(𝑥) = 2
−

ℎ(𝑥)

𝑐(𝑛)                 (4) 

where: ℎ(𝑥) is the average path length of the data point(𝑥), 
𝑐(𝑛) is a normalization factor approximated by Eq. (5) 

𝑐(𝑛) = 2𝐻(𝑛 − 1) −
2(𝑛−1)

𝑛
             (5) 

and 𝐻(𝑖) is the 𝑖-th harmonic number defined as (6) 

𝐻(𝑖) = ∑
1

𝑘

𝑖
𝑘=1  (6) 

The final step in the Isolation Forest algorithm is Outlier 
Identification, where data points are classified based on their 
anomaly scores. A threshold is set to distinguish between normal 
points and outliers: points with scores above the threshold are 
considered normal, while those below are deemed outliers.  
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Following this, DBSCAN (Density-Based Spatial Clustering 
of Applications with Noise), Unlike Isolation Forest, which 
relies on random partitioning, DBSCAN is a density-based 
algorithm that clusters data points and identifies outliers as those 
that do not fit into any cluster [13]. Its effectiveness in 
identifying clusters and noise in spatial data makes it an apt 
choice for this ensemble [36]. Since there is no single 
mathematical equation that defines it, but rather a set of rules 
describing the clustering process, the general steps of the 
DBSCAN algorithm are as follows [37] [36]. 

Eq. (7) define the selecttion a point P from the dataset D that 
has not been visited. 

 𝑃 ∈ 𝐷 ∖ 𝑉             (7) 

where V is the set of visited points. 

Eq. (8) define 𝜖 -neighborhood 𝑁𝜖(𝑃) of point P, which 
includes all points within distance 𝜖 from P 

𝑁𝜖(𝑃) = {𝑄 ∈ 𝐷 ∣ dist(𝑃, 𝑄) ≤ 𝜖}          (8) 

where dist (P,Q) is the distance between points P and Q. 

Eq. (9) define core point, if the 𝜖 -neighborhood 
𝑁𝜖(𝑃) contains at least MinPts points, then P is a core point. 

|𝑁𝜖(𝑃)| ≥ MinPts             (9) 

where |𝑁𝜖(𝑃)|  denotes the cardinality of the 𝜖 -
neighborhood of P. 

Eq. (10) define cluster formation, if P is a core point, then all 
points Q in its 𝜖-neighborhood 𝑁𝜖(𝑃)  are added to the same 
cluster C. 

𝑄 ∈ 𝑁𝜖(𝑃) ⇒ 𝑄 ∈ 𝐶                  (10) 

If P is associated with multiple clusters, those clusters are 
merged. 

Eq. (11) and Eq. (12) define border point and noise 
identification. Points Q that are within the 𝜖-neighborhood of a 
core point but do not satisfy the MinPts condition are classified 
as border points. Points that are not in the 𝜖-neighborhood of any 
core point are considered noise or outliers. 

𝑄 ∈ 𝑁𝜖(𝑃) and |𝑁𝜖(𝑄)| < MinPts  Q is border point (11) 

𝑄 ∉ 𝑁𝜖(𝑃) for any core point 𝑃  Q is noise  (12) 

Eq. (13) define process iteration that repeat the steps until all 
points in the dataset D have been visited. 

 ∀𝑃 ∈ 𝐷,   𝑃 ∈ 𝑉                    (13) 

Having outlined the DBSCAN algorithm, which excels in 
identifying clusters and outliers based on density, we now shift 
our focus to One-Class SVM. This method adopts a different 
approach, leveraging machine learning techniques to distinguish 
between normal and anomalous data points. One-Class SVM is 
particularly useful in scenarios where the dataset contains 
complex feature spaces, making it a robust choice for detecting 
outliers in agricultural N2O emission data. 

One-Class SVM (Support Vector Machine) is a machine 
learning technique that models decision boundaries to separate 

normal data from outliers. It is adept at handling agricultural 
data, defining the regions in the feature space that correspond to 
typical data points, thus identifying anomalies outside these 
regions [38][39]. The following steps outline the One-Class 
SVM algorithm. 

The algorithm starts by defining the One-Class SVM model 
using a training dataset ({𝑥1, 𝑥2, … , 𝑥𝑁}) where each data point 

𝑥𝑖  belongs to a d-dimensional feature space (∈ Rd). Then the 
kernel selection, as defined by Eq. (14), involves choosing an 
appropriate kernel function to transform the input data into a 
higher-dimensional feature space, if needed. This step is crucial 
for capturing the complex relationships in the data. A commonly 
used kernel is the Radial Basis Function (RBF) kernel, which is 
expressed as follows: 

K(xi, xj) = exp(−γ|xi − xj|
2)            (14) 

where ( γ >  0 ) is a parameter that defines the width of the 
kernel. 

Eq. (15), Eq. (16) defines the optimization problem that aims 
to determine the decision boundary separating the majority of 
the data points from the outliers. This optimization process 
identifies the boundary that encloses the normal data within a 
specified region of the feature space while isolating the 
anomalies outside this region. 

min
w,ξ,ρ

1

2
|w|2 +

1

νN
∑ ξi

N
i=1 − ρ subject to:         (15) 

(w ⋅ ϕ(xi)) ≥ ρ − ξi,  ξi ≥ 0,  i = 1, … , N     (16) 

where ( w )is the normal vector to the decision boundary, 
(ϕ(xi)) is the feature mapping, (ξi) are slack variables allowing 
for some margin violations, ( ρ)  is the offset, and (ν ∈
(0,1]) controls the fraction of outliers and support vectors. 

Eq. (17) define decision function for determining whether a 
new data point x is an outlier is given by: 

𝑓(𝑥) = (𝑤 ⋅ 𝜙(𝑥)) − 𝜌              (17) 

where, A data point x is classified as normal if (𝑓(𝑥) ≥ 0) 
and as an outlier if (𝑓(𝑥) < 0) 

After defining the optimization problem in Eq. (18), the next 
step is to identify the support vectors, which are the data points 
closest to the decision boundary. These vectors are crucial as 
they shape the boundary and define the margin. The decision 
function is then applied to classify new data points as normal or 
outliers based on their position relative to this boundary, 
effectively separating typical data from anomalies. 

Integrating these methods into the IDO ensemble framework 
leverages the strengths of Isolation Forest, DBSCAN, and One-
Class SVM while compensating for their limitations. This 
combination provides a robust and comprehensive approach to 
outlier detection, which is essential for analyzing N2O 
emissions in agriculture, where data precision is critical for 
developing effective mitigation strategies. 

The proposed method in Fig. 1 outlines an innovative 
ensemble approach to detect outliers in N2O emission data. This 
approach combines Isolation Forest, DBSCAN, and One-Class 
SVM (the IDO model) into an ensemble framework to enhance 
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accuracy and reliability in identifying outliers in agricultural 
N2O emission datasets. The primary objective is to improve the 
quality of N2O emission data [11], which will enhance the 
accuracy of emission prediction models and support efforts to 
mitigate climate change and promote sustainable agricultural 
practices. 

As shown in Fig. 1, the IDO model framework integrates 
Isolation Forest, DBSCAN, and One-Class SVM to 
comprehensively detect outliers using an ensemble method. The 
process begins with raw data and includes preprocessing steps 
for outlier detection and result integration. Isolation Forest uses 
decision trees to isolate outliers, DBSCAN identifies clusters 
and outliers based on data density, and One-Class SVM uses a 
hyperplane for differentiation. These methods' results are 
combined to produce normalized scores, followed by a voting 
mechanism to identify outliers and set decision boundaries, 
refining the training dataset. This integrated approach enhances 
data analysis reliability and accuracy, making it particularly 
useful for complex environmental and agricultural datasets. 

Once outliers are identified and handled, the dataset is split 
into test data for model evaluation and train data for model 
training. Feature engineering follows, selecting, transforming, 
and creating new features from the cleaned training data to 
optimize the dataset for training. The model is trained on this 
engineered data, including tuning to enhance performance. After 
training, cross-validation and performance evaluation validate 
the model's effectiveness. A validated model confirms its ability 
to generalize well to new data. The validated model then predicts 
N2O emissions using test data. This phase evaluates the model 
against real-world data. Hyperparameter tuning further refines 

the model parameters, improving accuracy and efficiency. This 
iterative process creates a feedback loop between feature 
engineering and parameter optimization. 

Hyperparameter optimization is crucial for maximizing 
model performance [40]. It involves adjusting parameters 
significantly affecting the model's accuracy and generalization 
ability [41]. Each algorithm in the ensemble has specific 
parameters to tune: Isolation Forest adjusts the number of trees 
and sample size [42], DBSCAN optimizes epsilon and minPts 
[43], and One-Class SVM tunes nu and gamma for decision 
margin and complexity [44]. Techniques like Bayesian 
optimization can efficiently determine the best configurations by 
modeling performance and selecting the next parameters to test 
[41]. 

Proper hyperparameter optimization enhances model 
accuracy by balancing bias and variance, preventing overfitting 
and underfitting [40]. Optimized models fully utilize the dataset, 
providing precise insights for predicting N₂O emissions in 
agriculture. Integrating these methods within an ensemble 
framework creates a robust system for outlier detection in high-
dimensional environmental data [41]. This approach improves 
data accuracy, enhancing analysis quality and prediction 
reliability. Implementing this method increases N₂O emission 
prediction accuracy, supporting climate change mitigation and 
sustainable agriculture. This framework combines outlier 
detection, model tuning, and evaluation into a robust process, 
ensuring accurate anomaly detection crucial for N₂O emission 
prediction. 

 

Fig. 1. Proposed model outlier detection with IDO (Isolation Forest – DBSCAN – One-Class SVM) ensemble algorithm. 
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III. RESULTS 

Predicting nitrous oxide (N₂O) emissions in agriculture is 
challenging due to complex factors. This section examines how 
advanced machine learning techniques, like outlier detection 
and ensemble methods, improve the accuracy of N₂O 
predictions using the XGBoost model. 

A. Outlier Detection using Ensemble IDO (IF-DBSCAN-

OneClassSVM) 

Outlier detection improves model performance by 
identifying and removing anomalies. Combining Isolation 
Forest (IF), DBSCAN, and One-Class SVM, the IDO ensemble 
approach enhanced N2O emission prediction accuracy. Fig. 2 
shows a box plot of N2O levels, focusing on the 2,072 inliers 
identified by the IDO method. This cleaned dataset provides a 
clearer view of the central distribution. The median N2O level is 
1.81, while the mean is 3.22, indicating a slight right skew due 
to higher inlier values. 

 

Fig. 2. The inliers identified after applying IDO. 

The interquartile range (IQR) for N₂O levels is 3.87, 
spanning from the 25th percentile (0.50) to the 75th percentile 
(4.37), showing variability within the central 50% of the data. 
The range of inliers stretches from -1.94 to 21.36. This indicates 
that most N₂O levels are concentrated at the lower end but vary 
significantly within the inliers. Detecting outliers is crucial as it 
helps exclude extreme values that could distort the dataset. 
Using the IDO ensemble method effectively removes these 
outliers, providing a cleaner, more accurate dataset for analyzing 
and predicting N₂O levels. 

Table I summarizes the outlier detection results using 
Isolation Forest, DBSCAN, and One-Class SVM, highlighting 
the value of employing multiple techniques. Each method 
identified distinct sets of outliers, reflecting their unique 
strengths. Isolation Forest, which isolates points requiring fewer 
partitions, identified 113 outliers and 2133 inliers. DBSCAN 
detected 1801 outliers out of 2246 data points, leaving 445 
inliers. One-Class SVM, found 118 outliers and 2128 inliers. 

TABLE I.  N2O OUTLIER DETECTION RESULT 

Method Outliers Inliers 

Isolation Forest 113 2133 

DBSCAN 1801 445 

One-Class SVM 118 2128 

Applying hard and soft voting methods refined these results, 
removing the most consistently identified outliers. This process 

enhanced the dataset's quality and representativeness, crucial for 
effective predictive modeling. 

B. Voting-based Outlier Detection 

Integration of outlier detection results from Isolation Forest, 
DBSCAN, and One-Class SVM was done using Hard and Soft 
Voting techniques as shown in Table II. The analysis of voting-
based outlier detection methods reveals distinct differences in 
their ability to identify outliers and inliers within the dataset. 

TABLE II.  VOTING-BASED OUTLIER DETECTION RESULT 

Voting Method Outliers Inliers 

Hard Voting 165 2081 

Soft Voting 734 1512 

Hard voting identified 165 outliers, leaving 2081 data points 
as inliers. In contrast, soft voting detected a significantly higher 
number of outliers, amounting to 734, with the remaining 1512 
data points classified as inliers. These results illustrate the 
varying sensitivity and specificity of the two voting methods, 
with soft voting being more inclusive in its outlier detection 
compared to the more stringent hard voting approach. 

Post-voting, the XGBoost model’s performance was 
evaluated without cross-validation to set a baseline. Evaluations 
across test sizes of 20%, 25%, 30%, and 35% aimed to assess 
the model’s robustness and accuracy. Key metrics such as Mean 
Squared Error (MSE), Root Mean Squared Error (RMSE), Mean 
Absolute Error (MAE), and R² score were used to gauge initial 
effectiveness. 

C. XGBoost Model Evaluation with Cross-Validation 

In evaluating the XGBoost model's performance, two cross-
validation methods were compared: KFold XGBoost (xgb.cv) 
and Standard Cross Validation (cross_val_score). The results in 
Tables III and IV, demonstrate the effectiveness of both 
approaches in enhancing model robustness. 

TABLE III.  PREDICTION EVALUATION WITH KFOLD XGBOOST 

Test Size CV MSE MSE RMSE MAE R2 

20% 0.1892 0.0361 0.1900 0.1135 0.1847 

25% 0.1917 0.0346 0.1860 0.1139 0.1815 

30% 0.1981 0.0330 0.1816 0.1138 0.1848 

35% 0.1985 0.0297 0.1724 0.1102 0.1943 

KFold XGBoost produced Mean Squared Error (MSE) 
values ranging from 0.0297 to 0.0361, Root Mean Squared Error 
(RMSE) values from 0.1724 to 0.1900, Mean Absolute Error 
(MAE) values from 0.1102 to 0.1139, and R² scores between 
0.1815 and 0.1943. 

TABLE IV.  PREDICTION EVALUATION WITH STANDARD CROSS 

VALIDATION 

Test Size CV MSE MSE RMSE MAE R2 

20% 0.0259 0.0143 0.1195 0.0738 0.6776 

25% 0.0266 0.0165 0.1286 0.0829 0.6091 

30% 0.0269 0.0155 0.1245 0.0791 0.6174 

35% 0.0289 0.0152 0.1234 0.0789 0.5876 
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The results are summarized in Table IV, highlighting various 
performance metrics. For a test size of 20%, the model exhibited 
the best performance, achieving the lowest CV MSE of 0.0259 
and MSE of 0.0143. Additionally, this configuration resulted in 
the lowest RMSE of 0.1195 and MAE of 0.0738, along with the 
highest R² score of 0.6776, indicating that the model could 
explain a substantial portion of the variance in the data. 

These results collectively demonstrate that the model 
performs optimally at a test size of 20%, balancing error metrics 
and explanatory power. This optimal performance highlights the 
model's robustness in predicting N2O emissions under this 
specific configuration. 

D. Hyperparameter Tuning using GridSearchCV and 

RandomizedSearchCV 

XGBoost model using two hyperparameter tuning methods: 
GridSearchCV and RandomizedSearchCV. The results, detailed 
in Tables V and VI, demonstrate that GridSearchCV slightly 
outperforms RandomizedSearchCV in terms of key 
performance metrics but at a higher computational cost. 

TABLE V.  XGBOOST GRIDSEARCHCV HYPERPARAMETER TUNING 

EVALUATION 

Test Size CV MSE MSE RMSE MAE R² 

20% 0.0223 0.0150 0.1223 0.0750 0.6621 

25% 0.0230 0.0157 0.1252 0.0807 0.6293 

30% 0.0238 0.0151 0.1229 0.0791 0.6268 

35% 0.0265 0.0138 0.1175 0.0755 0.6256 

GridSearchCV showed Mean Squared Error (MSE) 
improvements ranging from 2.8% to 6.5%, Root Mean Squared 
Error (RMSE) improvements from 3.8% to 6.1%, and Mean 
Absolute Error (MAE) reductions from 4.9% to 10.8% over the 
untuned model. 

TABLE VI.  XGBOOST RANDOMIZEDSEARCHCV HYPERPARAMETER 

TUNING EVALUATION 

Test Size CV MSE MSE RMSE MAE R² 

20% 0.0215 0.0144 0.1200 0.0723 0.6750 

25% 0.0222 0.0152 0.1234 0.0789 0.6397 

30% 0.0228 0.0150 0.1224 0.0775 0.6299 

35% 0.0255 0.0138 0.1173 0.0756 0.6271 

RandomizedSearchCV also improved performance with 
MSE enhancements from 2.8% to 4.9%, RMSE improvements 
from 3.9% to 5.7%, and MAE reductions from 4.9% to 8.4%. 
Although GridSearchCV provided slightly better results, it 
required significantly more computational resources and time, 
whereas RandomizedSearchCV was 20-30% faster and more 
efficient. 

Fig. 3 and Fig. 4 visually compare these tuning methods 
across different test sizes (20%, 25%, 30%, and 35%), focusing 
on metrics such as Cross-Validation MSE, MSE, RMSE, and 
MAE. Fig. 3 illustrates the comparison of MSE across different 
tuning methods. GridSearchCV and RandomizedSearchCV 
exhibit lower and more stable MSE values than KFoldXGBoost, 
with StandardCrossVal consistently showing the lowest and 
most stable MSE values across all test sizes. 

In comparison, in Table IV Standard Cross Validation 
showed significantly better performance with lower MSE values 
(0.0143 to 0.0165), RMSE values (0.1195 to 0.1286), MAE 
values (0.0738 to 0.0829), and much higher R² scores (0.5876 to 
0.6776). as R² scores that explain a substantially higher 
percentage of variance in the data. This suggests that Standard 
cross-validation provides more reliable and accurate 
assessments for model evaluation. 

 

Fig. 3. Comparison of MSE evaluation performance. 

 

Fig. 4. Comparison of MSE evaluation with different test size. 

Fig. 4 expands on these findings by comparing Cross-
Validation MSE, RMSE, and MAE across the tuning methods. 
KFoldXGBoost has the highest Cross-Validation MSE values, 
indicating higher variance. In contrast, StandardCrossVal and 
Randomized-SearchCV consistently achieve lower MSE and 
RMSE values, with StandardCrossVal performing best overall. 
For example, at a test size of 20%, StandardCrossVal achieves 
an MSE of 0.0143 compared to KFoldXGBoost’s 0.0361, 
indicating a significant performance advantage. 

Similarly, StandardCrossVal shows the lowest RMSE and 
MAE values, signifying the smallest average prediction errors. 
At the same test size of 20%, StandardCrossVal achieves an 
RMSE of 0.1195 and an MAE of 0.0738, compared to 
KFoldXGBoost’s RMSE of 0.1900 and MAE of 0.1135, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

384 | P a g e  

www.ijacsa.thesai.org 

showcasing a notable reduction in error rates. Overall, the 
comparative analysis highlights a trade-off between 
computational efficiency and model performance. 

While GridSearchCV offers marginally better performance, 
RandomizedSearchCV provides a more practical balance of 
speed and efficiency, making it suitable for scenarios demanding 
quicker turnaround times. StandardCrossVal emerges as the 
most consistent method across all performance metrics, 
suggesting its robustness and reliability for hyperparameter 
tuning in XGBoost models. 

This analysis emphasizes that the choice of hyperparameter 
tuning method should consider both the performance 
improvements and computational resources available. 
RandomizedSearchCV is an efficient choice for most practical 
applications, especially in the context of agricultural N2O 
emission predictions. 

IV. DISCUSSION 

In this study presents an advanced ensemble framework that 
enhances outlier detection in agricultural datasets by combining 
Isolation Forest, DBSCAN, and One-Class SVM. This 
integrated approach overcomes issues like parameter sensitivity 
and scalability associated with individual methods. The 
researchers processed a dataset containing 2,246 entries and 21 
variables, was carefully preprocessed to handle missing values 
and normalize data. 

The ensemble framework's hard and soft voting mechanisms 
refined outlier detection, identifying 165 outliers with hard 
voting and 734 with soft voting. Optimized using Random 
Search Cross Validation, the XGBoost model showed improved 
predictive performance, with a Mean Squared Error (MSE) of 
0.0144 and an R² of 0.6750, highlighting the approach's 
effectiveness in enhancing data quality and supporting accurate 
N2O emission predictions critical for climate change mitigation. 

Given these findings, it is crucial to delve deeper into the 
methodologies and their implications on model performance. 
The study further explores the hyperparameter tuning methods, 
specifically GridSearchCV and RandomizedSearchCV, and 
analyzes their impact on the XGBoost model's performance. 

A. Comparative Analysis 

Outlier detection in N2O emission datasets is challenging 
due to agricultural data's complexity and high dimensionality. 
The proposed IDO (Isolation Forest – DBSCAN – One-Class 
SVM) ensemble framework addresses this by combining three 
powerful algorithms: Isolation Forest, DBSCAN, and One-Class 
SVM. Isolation Forest effectively identifies anomalies in high-
dimensional data, DBSCAN excels at detecting clusters and 
differentiating noise based on density, and One-Class SVM 
distinguishes between normal data and anomalies. 

By leveraging these methods through a voting mechanism, 
the IDO framework ensures accurate outlier detection and 
enhances data quality, making it highly suitable for analyzing 
agricultural N2O emissions. 

In contrast, previous research has explored different 
approaches to enhancing outlier detection and clustering 
validity. For instance, [42] focused on improving cluster validity 
indices using an ensemble of K-means, K-means++, and Fuzzy 
C-means clustering algorithms. While this method effectively 
improved cluster separation, it struggled with robustness in 
high-dimensional and variable datasets. Similarly, [43] aimed to 
balance diversity and accuracy in unsupervised outlier 
ensembles primarily targeting clustering methods. However, 
this approach often overlooked anomalies that did not form 
distinct clusters. 

Other studies, such as [44], combined multiple detection 
algorithms to achieve high accuracy in high-dimensional data, 
but this came at the cost of increased computational complexity. 
For instance, [45] utilized Isolation Forest with satellite data to 
detect crop anomalies, achieving high true positive rates but with 
limited applicability to other types of data. The EBOD method 
in study [46] effectively handled noisy datasets but lacked the 
adaptability needed to address the specific challenges of 
agricultural N2O emissions. While effective in certain contexts, 
these methods often failed to provide a comprehensive solution 
for diverse and high-dimensional datasets typical in 
environmental studies.   Table VII shows the comparative 
analysis of outlier detection methods.

TABLE VII.  COMPARATIVE ANALYSIS OF OUTLIER DETECTION METHODS 

Study Dataset Method Evaluation Metrics Key Findings 

[42] 
General clustering 

datasets 

Ensemble of K-means, K-means++, 

and Fuzzy C-means 
Cluster Validity Indices 

Improved cluster validity indices post outlier 

removal. Enhances data quality in various datasets. 

[43] 
Various real-world 

datasets 

Diversity-Accuracy Balanced 

Ensemble 

True Positive Rate, 

Diversity-Accuracy 

Balance 

Achieved high true positive rates and balanced 

detection diversity and accuracy. 

[44] 
High-dimensional 

datasets 

Ensemble of LOF, KNN, HBOS, 

iForest, COPOD, PCA 
Accuracy, ROC 

High accuracy and ROC in detecting outliers in 

high-dimensional data. 

[45] 
Sentinel-1 & Sentinel-2 

crop data 

Isolation Forest with Sentinel-1 and 

Sentinel-2 data 
True Positive Rate 

Detected crop anomalies with 94.1% true positive 

rate for rapeseed and 95.5% for wheat. 

[46] Noisy datasets 
EBOD (Ensemble-Based Outlier 

Detection) 

Outlier Detection 

Accuracy, Noise 

Robustness 

Effective in noisy environments, providing robust 

outlier detection across various noisy datasets. 
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Integrating Isolation Forest, DBSCAN, and One-Class 
SVM, the IDO framework demonstrated superior performance 
in detecting outliers within N2O emission datasets. This method 
identified 113 outliers with Isolation Forest, 1801 with 
DBSCAN, and 118 with One-Class SVM. Through hard voting, 
165 outliers were confirmed, and soft voting identified 734 
outliers. This comprehensive detection approach significantly 
enhanced the dataset's quality and improved the predictive 
accuracy of the XGBoost model, achieving an R² of 0.6750, 
MSE of 0.0144, RMSE of 0.1200, and MAE of 0.0723. 
Compared to other methods, the IDO framework provided a 
more robust, adaptable, and accurate approach for high-
dimensional anomaly detection, demonstrating its effectiveness 
in enhancing N2O emission predictions. 

V. CONCLUSION 

This study highlights the effectiveness of advanced machine 
learning techniques, particularly cross-validation and 
hyperparameter tuning, in enhancing the predictive accuracy of 
the XGBoost model for N2O emissions. Standard Cross 
Validation outperforms other methods, achieving the lowest 
errors and highest stability, with significant reductions in 
RMSE, MAE, and MSE values as low as 0.0143. GridSearchCV 
delivers slightly better performance metrics but at a higher 
computational cost, while RandomizedSearchCV provides an 
efficient alternative with comparable performance 
improvements. These findings are crucial for improving N2O 
emission predictions, which are vital for environmental 
management and climate change mitigation. 

Future research should explore sophisticated models and 
methods, such as deep learning, diverse ensemble learning 
models, and advanced hyperparameter optimization techniques 
like Bayesian optimization, to further enhance predictive 
accuracy and efficiency. Additionally, developing hybrid 
models and leveraging transfer learning from related datasets 
could more effectively capture the complex relationships in 
N2O emissions data. In summary, the choice between 
GridSearchCV and RandomizedSearchCV depends on 
balancing computational efficiency and model performance, 
with RandomizedSearchCV offering a practical solution under 
computational constraints. 
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Abstract—The lack of a scientific and reasonable optimal 

evacuation path planning scheme is one of the main causes of 

casualties in fire accidents. In addition to the high temperature 

and harmful smoke in the fire environment, the crowding 

problem caused by the change of the position of the crowd in the 

evacuation process will also affect the evacuation effect. 

Therefore, by improving the multi-agent depth deterministic 

strategy gradient algorithm, an AMADDPG (Adjacency Multi-

agent Deep Deterministic Policy Gradient) model suitable for fire 

evacuation is proposed. First, the dangerous grid area is defined, 

and the influence of congestion degree and nearest exit is 

considered at the same time. The learning framework of 

"distributed execution and centralized local learning" is adopted 

to realize experience sharing among neighboring agents. Improve 

the learning efficiency and evacuation effect of the model. The 

experimental results show that the model can basically adapt to 

the complex and dynamic fire environment well, achieve the 

optimal path planning within 30, and ensure that the degree of 

congestion on the evacuation path is maintained within 0.5, 

which can achieve the safe evacuation goal. Meanwhile, 

compared with the MADDPG algorithm, the model has obvious 

advantages in terms of training efficiency and stability. It has 

good application value. 

Keywords—Fire evacuation path; congestion degree; 

dangerous grid; multi-agent; Multi-Agent Deep Deterministic 

Policy Gradient 

I. INTRODUCTION 

In recent years, fire accidents occur frequently and become 
one of the major disasters threatening public safety, which not 
only brings huge property losses, but also often causes serious 
casualties. According to statistics, 825,000 fires were reported 
in China in 2022, with 4,175 casualties and direct property 
losses of 7.16 billion. The main causes of casualties are the 
sudden occurrence of fire, the blindness of crowd evacuation 
and the lack of scientific measures to guide crowd evacuation 
[1]. It is an urgent problem to provide reasonable and feasible 
optimal evacuation path planning scheme for trapped 
personnel, improve the safety evacuation efficiency of the 
crowd, and maximize the reduction of casualties in the fire 
accident. 

At present, many scholars have carried out a lot of 
research on fire evacuation path planning. Zhong and Yu [1] 
proposed the idea of building a real-time fire evacuation 

system for smart cities based on the Internet of Things, using 
Floyd algorithm and building topology to plan the optimal 
evacuation path for personnel; Ye and Pan [2] proposed a path 
planning intelligent model based on BIM (Building 
Information Modeling) and cellular automata, and added 
dynamic obstacle model and random catastrophic fire model 
to the fire field, which can scientifically and efficiently avoid 
static and dynamic obstacles; Choi and Chi [3] used the smoke 
propagation prediction data provided by the fire dynamics 
simulator to improve the A* algorithm [4-5] on the basis of 
considering the safety status of subsequent nodes in the path, 
so as to find the optimal evacuation path and improve the 
algorithm; Liang and Wang [6] targeted the comprehensive 
building fire, considering the effects of fire products and 
crowd density on personnel escape speed, a personnel 
evacuation path planning model based on improved ant colony 
algorithm [5,7-8] was constructed; Dong et al. [9] applied the 
combination empowerment method to assign reasonable 
evacuation priorities to different crowd gathering points in 
view of indoor fires in commercial buildings, and optimized 
Dijkstra algorithm [10-12] to solve the congestion problem on 
the evacuation path. 

The traditional path planning algorithms above are mostly 
based on static scenes and require complete evacuation 
environment information, which is not consistent with the 
actual evacuation situation. DRL (Deep Reinforcement 
Learning) algorithm [13] is one of the hotspots in the field of 
artificial intelligence research and is suitable for solving 
complex decision problems in unknown environments [14]. It 
has been applied to many fields such as robot control [15], 
military deduction, path planning [16-17], etc. Ni et al. [18] 
proposed a collaborative double-depth Q network algorithm to 
obtain good path planning results through the interactive 
learning experience between agents and dynamic 
environments in multi-exit fire scenarios. Zhang et al. [19] 
combined Deep Reinforcement Learning with multiple agents 
to improve the global guidance strategy and neural network 
structure, so as to be suitable for personnel evacuation in 
complex dynamic and multi-exit environments. Although the 
above crowd evacuation planning method has effectively 
solved the evacuation path optimization problem of the 
dynamic change of the fire danger area over time in the multi-
exit fire scenario in practical application, there are still some 
problems, such as not considering the congestion caused by 
the change of the crowd position status in the evacuation 
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process, and the punishment for deviating from the nearest 
exit in the multi-exit fire scenario. Therefore, this paper 
proposes an AMADDPG (Adjacency Multi-agent Deep 
Deterministic Policy Gradient) model suitable for fire 
evacuation. Through mathematical modeling of fire path 
planning, The MADDPG (Multi-agent Deep Deterministic 
Policy Gradient) algorithm is improved to realize evacuation 
under complex dynamic fire environment. 

This study makes two primary contributions. First, the 
danger grid, congestion degree, and distance from the agent to 
the exit in fire evacuation path planning are mathematically 
defined, and the fire evacuation is modeled as a reinforcement 
learning problem in multi-agent environment.  Through the 
definition of multi-agent state space and action space as well 
as reward function, the optimal fire evacuation path planning 
is realized to maximize the reduction of personnel crowding, 
avoidance of dangerous areas, and multi-exit fire scenarios. 
Second, the learning framework of "distributed execution and 
centralized local learning" is adopted to reduce the complexity 
of network training and show obvious advantages in training 
speed and system stability. 

The rest of this article is organized as follows. Section I is 
given to model the fire environment and establish the 
mathematical model of fire path planning. Section II 
introduces the basic principle of MADDPG algorithm and the 
specific implementation of its improved algorithm 
AMADDPG. Section III introduces the construction of the fire 
environment of the fire evacuation experiment. In Section IV, 
the results of the fire evacuation experiment are analyzed. 
Discussion is given in Section V. Finally, in Section VI, the 
main research results of this study and the next research plan 
are summarized. 

II. MATERIAL AND RESEARCH METHOD 

A. Problem Description and Modeling 

In a multi-exit fire environment, personnel in each room of 
the building must avoid dangerous roads such as high 
temperature and heavy smoke, and quickly arrive at the 
nearest exit under the guidance of reasonable evacuation path 
planning to minimize casualties and property losses. To 
facilitate the research, the following assumptions are made: 

1) The building is simplified into a two-dimensional finite 

plane space where the location of obstacles and safety exits is 

known. 

2) Fire site information can be obtained in real time 

through sensor devices, such as temperature, smoke and toxic 

gas detection. 

3) All evacuees in each room are regarded as one agent, 

and each agent is numbered as {Agenti, i=1,2,3…,n}, and the 

initial location of each agent is known, ignoring the impact of 

individual differences of evacuees on the speed of personnel 

movement. 

a) Environmental modeling: In this paper, the grid 

method [20] is adopted to model the building plan, which is 

divided into several grids of equal size and non-overlapping. 

Each grid represents a feasible area or obstacle area with a 

length of 1m. In the feasible area, personnel can move freely, 

which is represented by white grid. While in the obstacle area, 

personnel cannot pass through, which is represented by black 

grid, usually a wall, column of a building. Grid coordinates 

increase from left to right, from bottom to top, and are 

represented by their center point coordinates. Fig. 1 shows the 

building plan created using the grid method. The grid 

coordinates in the lower left corner are (0, 0), and, the grid 

coordinates in the upper right corner are (m-1, n-1), and m, n 

are the number of grids in the horizontal and vertical 

directions, respectively. When a fire occurs, if the temperature, 

smoke visibility and toxic gas volume concentration in the 

feasible area grid exceed the preset critical value, it becomes 

an impassable dangerous grid. 

 

Fig. 1. Building modeling with grid method. 

b) Mathematical model of fire path planning: (1) 

Definition of dangerous grid: In a fire environment, fire 

products such as the volume fraction of toxic gas (CO), smoke 

visibility, and temperature will affect the life safety of 

evacuees. If the evacuation path planning guides personnel to 

enter dangerous areas, casualties may be caused. Therefore, 

according to the effect of CO volume fraction, smoke 

visibility and temperature on human body in fire [21-22], the 

dangerous grid is defined, 

}705.0)(30|),{(  sxy TCOφVISyxG
(1) 

where, xyG  is the actual state of the grid at coordinates 

(x, y), VIS, )(COφ and sT are smoke visibility, CO volume 

fraction and ambient temperature in the grid respectively. 

1) Congestion degree 

The congestion degree of evacuation directly affects the 
speed of movement and evacuation time of personnel, and will 
greatly reduce the efficiency of evacuation in serious cases. In 
order to represent the congestion degree of evacuees in a 
certain area during evacuation, the concept of congestion 
degree [23] is introduced to reflect the congestion of 
evacuation channels with time and space dimensions. 
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)(tN is defined as the number of evacuees in the 

evacuation channel at evacuation time t, )(tC is the passage 

capacity of the channel, 

2
)(

rπ

SA
tC

q
    (2) 

where qSA  is the area of the evacuation channel, and the 

evacuees are regarded as circular particles,  r  is 1/2 of the 
normal shoulder width of people, usually takes a value of 0.25 

m. )()( tCtNc   represents the congestion degree of the 

evacuation channel at time t. The greater the value, the more 
serious the congestion degree in the corresponding channel. 
When c≤0.5, the interference between evacuees is small and 
has no impact on the evacuation process and efficiency. But 
when c>0.5, the evacuation pedestrians began to be crowded, 
and the degree of congestion increased exponentially with the 
increase of saturation. 

Calculate the congestion degree 
i

tc   of the iAgent  

located at coordinate ),( ii yx   at time t in evacuation 

channel P. For the convenience of the research, assume that 
the evacuees in each agent are evacuated in a one-line 

formation, Pyx ii ),( . The area of evacuation channel   

is denoted as realSA  , and 
iN  is the number of evacuees of 

the iAgent  . Consider it in the following two cases: 

i) When there is no other agent in the evacuation channel, 
iNtN )( , realq SASA  . 

ii) Otherwise, 



k

j

ji NNtN
1

)( , realq SASA  , 

where 
jN   is the number of evacuees of the jAgent   

located at coordinates ),( jj yx  , Pyx jj ),( . 

2) The distance between the agent and the exit 

For the need of fire safety, the Code for Fire Protection in 
Building Design expressly stipulates the number of safety 
exits for public buildings: each fire protection zone or each 
floor of a fire protection zone in a public building shall have 
no less than 2 safety exits. In the multi-exit fire environment, 
when the number of evacuees and the initial location are 
determined, the choice of the nearest exit must be considered 
to achieve the optimal path planning. In this paper, Manhattan 
distance is used to define the distance between evacuees and 

each exit. Assuming that the iAgent  is located at the 

evacuation grid at coordinates ),( ii yx  , and define the 

distance between the j exit at coordinates  ),( jj yx  is 

defined, 
jijii

j yyxxd  . And for the exit set 

},...,3,2,1,{ mje j   , the exit number closest to the 

evacuee iAgent  is },...,3,2,1,min{arg mjdq i

j
j

  , 

the coordinate is  ),( qq yx . 

B. Principle of Algorithm 

1) MADDPG algorithm: Multi – agent Deep 

Deterministic Policy Gradient algorithm (MADDPG) 

applicable to traditional reinforcement learning method to 

handle the multi-agent cooperation task [24], by empirical 

playback mechanism and "centralized training, distributed 

execution" framework to learn. As shown in Fig. 2, each agent 

has an Actor network and a Critic network. During the 

training process, each agent interacts with the environment 

through its own Actor network according to the local 

information of its own state, to obtain action strategies, and 

evaluates the action of the Actor network according to the 

global information of the action state of all agents through the 

Critic network. This network structure effectively improves 

the policy stability and robustness of multi-agent systems. 

 

Fig. 2. Multi-agent depth deterministic strategy gradient algorithm 

MADDPG. 

a) State space: In the process of fire evacuation, the 

location of evacuees and the congestion degree of adjacent 

areas have an impact on the choice of evacuation path, 

therefore, the state 
j

ts   of  Agenti, i=1,2,3…,n  at time t   

as ),...,,,,,...,,,,,( 3218321 im

t

i

t

i

t

i

t

i

t

i

t

i

t

i

t

i

t

i

t ddddccccyx  , 

where 
i

t

i

t yx ,    represent the horizontal and vertical 

coordinates of the iAgent   position;  
8321 ,...,,, i

t

i

t

i

t

i

t cccc  

represents the congestion degree of the 8 areas closest to the 

iAgent  . If one area is an obstacle, the congestion degree of 

the corresponding area is set to infinity. 
im

t

i

t

i

t

i

t dddd ,...,,, 321
  

represents the distance between the  iAgent  and m  exits. 

b) Action space: During fire evacuation, on the basis of 

environmental rasterization, the agent can select actions 

according to the observed environmental state information in 8 

directions around it. Therefore, this paper defines that the 

iAgent   can select actions in eight directions (up, down, left, 
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right, upper left, upper right, lower left and lower right) in any 

state at time t , denoted as 
j

ta  . 

c) Reward function: The reward function is an 

important reference for the agent to judge its own strategy, 

and it affects the learning effect and convergence speed of the 

algorithm to some extent. According to the goal of path 

planning, which is to find the shortest distance between all 

agents and the nearest exit on the basis of minimizing 

overcrowding and avoiding dangerous areas. In this paper, for 

each action performed by the iAgent  , if the agent is in a 

non-free active grid, a negative reward  20i

aR  is given; 

otherwise, whether the agent reaches the exit is judged. If yes, 

a larger positive reward  100i

aR  is given; otherwise, a 

negative reward 1i

aR  is given. In order to ensure the 

maximum reduction of personnel congestion during the 

evacuation process, the congestion degree 
iC  of the 

evacuation area of the iAgent  is specified. When  

5.0iC , negative reward  expi i

cR c   is given; At 

the same time, in order to make the agent move towards the 

direction of the nearest exit and avoid entering the dangerous 

grid xyG  , suppose that the angle between the vector 

of iAgent from the position  ,i i

t tx y   at time t  to the 

position  1 1,i i

t tx y 
 at time 1t   and the vector from its 

position  ,i i

t tx y  at time t  to the nearest exit  ,q qx y  

is denoted as  , and the reward value 
i

eR  is divided into 

the following four cases, as shown in Table I. In conclusion, 

this paper defines the reward function as: 
i i i i

a c eR R R R   . 

TABLE I. REWARD FUNCTION OF FIRE EVACUATION PATH PLANNING 

 1 1( , )i i

t t xyx y G    1 1( , )i i

t t xyx y G    

90   0.5i

eR   10i

eR    

90   1i

eR    20i

eR    

2) Improved MADDPG algorithm: Lowe et al. [25] 

pointed out that the "distributed execution, centralized 

training" learning framework of MADDPG is suitable for 

multi-agent interaction scenarios. However, with the increase 

in the number of agents, the input dimension and training 

parameter scale of the centrally trained Critic network increase 

rapidly, which will greatly increase the training difficulty of 

the network. This makes it impossible to deal with large-scale 

multi-agent learning problems. In fact, in the process of fire 

evacuation, the action strategy of the agent is only affected by 

its surrounding environment and the agent close to it. 

Therefore, this paper proposes AMADDPG to improve it and 

adopts the learning framework of "distributed execution and 

centralized local learning", that is, only the status and action 

data of top-k other Agent Actors closest to the current Agent 

are considered as the input of the current Agent Critic network. 

The block diagram of AMADDPG algorithm is shown in the 

Fig. 3. 

 

Fig. 3. Block diagram of improved AMADDPG algorithm. 

The Actor of each iAgent  independently uses local 

information to complete the interaction with the surrounding 
environment. During model training, it maximizes the 
cumulative expected return 

      
 

, , ,
j jja st t

kNN i kNN ii i

i t t t tJ Q s s a a






 and minimizes 

the loss function of the locally centralized action value 
function in their respective Critic networks as follows: 

       
2

, , ,
kNN i kNN ii i
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 (4) 

where  
   kNN i kNN i

t ts a、  indicate the status and actions 

of the top-k agents closest to the iAgent . 

The pseudo-code of the AMADDPG algorithm is as 
follows: 

Initialize environment parameters, parameter variables; 

for episode=1 to M do 

Initialize random noise N;  

Initialize the initial state of fire evacuation S0; 

for t=1 to max- episode-length do  

for agent i = 1 to n do 
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According to the state  
i

ts , the random policy is 

used to perform  an action 
i

ta , get the immediate reward  

i

tR , and reach the new state  1

i

ts  ; 

Find the top-k other Agent sets  kNN i   that 

are closest to. 

Store  
( ) ( ) ( )

1 1, , , , , ,i kNN i i kNN i i i kNN i

t t t t t t ts s a a R a a    in the experience 

pool 

end for  

1t tS S  , { , 1,2,3.., }i

t tS s i n  ,

1 1{ , 1,2,3.., }i

t tS s i n     

for agent j = 1 to n do     

Random sampling  
( ) ( ) ( )

1 1, , , , , ,i kNN i i kNN i i i kNN i

t t t t t t ts s a a R a a    from empirical 

pool. 

Set the target Critic network function value 
'

' '
1

( ) ' ( ) '

1 1 1 1 ( )
( , , , ) | j j j

ti

i i kNN i i kNN i

i t t t t a s
y R Q s s a a





    

 

 

Minimize the loss function ( )iL    update 

Critic. 

Policy gradient   ( )iJ  update Actor for 

calculating expected return. 

end for. 

Update target network parameters:  
' '(1 )t t t       

end for 

end for 

III. FIRE ENVIRONMENT CONSTRUCTION FOR FIRE 

EVACUATION EXPERIMENT 

In order to verify the effectiveness of the AMADDPG 
algorithm on fire evacuation path planning, python 3.7 was 
used to simulate the algorithm. The hardware configuration of 
the experiment environment is as follows: the CPU is Intel 
Xeon (R) Bronze 3104, the operating system is Windows 
Sever2012 R2, and the deep learning framework is Pytorch 
1.4. 

In this experiment, the evacuation situation of a large 
building fire scene is simulated. As shown in Fig. 4(a). The 
building has an area of approximately 900 m2 and constructs 
grid maps with dimensions of 30 × 30, each grid side length of 
1m. There are four safety exits in the building, as shown by 
the green grid in the figure. The blue grid in the figure is the 
initial position of the agents, which are numbered in turn. The 
number of evacuees represented by each agent is randomly 

generated at the beginning of each training round, and the total 
number of evacuees is about 200. When all agents reach the 
safety exit in the shortest time, it is considered as a successful 
evacuation. 

The main materials of combustibles in buildings are 
wooden furniture and fabrics, and the fire area is an indoor 
environment in the building, as shown by the red grid in the 
Fig. 4(b). In order to make the simulation test more close to 
the real fire, the heat release rate changes according to the fast 
t square fire, and the maximum heat release rate is set to 4 
MW/m2. It is assumed that the fire continues to maintain the 
burning state after reaching the maximum heat release rate. 
The continuous change of fire environment information, such 
as smoke visibility, CO volume fraction and ambient 
temperature, is obtained through the numerical simulation 
results of FDS fire simulator. According to the definition of 
danger grid, the danger area in the process of fire spread is 
represented in yellow as shown in Fig. 4(b). 

 
(a) Distribution of evacuees from a large building 

 
(b) The spread of a large building fire at t=30s 

Fig. 4. Fire scene of a large building. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

In order to evaluate the evacuation path planning ability of 
AMADDPG algorithm, the total number of training rounds 
was set to 1000 in the experiment, and the maximum 
evacuation simulation steps in each training round was set to 

500. The evacuation time e
e

D
T

v
  is defined, where eD  

is the evacuation distance and  is the evacuation speed. 

Since the evacuation speed will be affected by the congestion 
degree, the greater the congestion degree, the more serious the 
degree of congestion, and the slower the moving speed of the 
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evacuees. Therefore, according to literature, an exponential 

function is used to describe the evacuation speed, and maxV   

is the walking speed of normal people, which takes a value of 
1.5m/s. 

0.5

, 0.5

,

ma x

c

ma x

V c

V e other





 


  (5) 

A. Sensitivity Analysis 

In AMADDPG algorithm, the value of top_k will affect 
the evacuation ability and training time complexity of the 
model to some extent. Specifically, the smaller the value of 
top-k, the less surrounding information the agent obtains, 
which affects the value evaluation of the action of the Actor 
network. Otherwise, the model parameters will increase 
rapidly, which increases the difficulty of training and makes it 
difficult to converge. Therefore, it is necessary to discuss 
top_k. By using the average of the fire evacuation time and the 
total model training time of the three experiments, this study 
compared and analyzed the influence of top-k of 2, 4, 8, 12 
and 16 on the evacuation ability and model training. As shown 
in Fig. 5. 

As shown in Fig. 5, when top_k is 2, 4, 8, 12, 16, the fire 
evacuation time and model training time reach the lowest 
value when top-k is 4. After analysis and research, it is 
believed that when top_k is small, although the model 
parameters are small, the ability of the agent to perceive the 
environment becomes weak, the stability is poor, and it is not 
conducive to convergence during training. Therefore, it is 
more appropriate to set top_k to 4, and take this value as the 
fixed parameter value for subsequent experiments. 

 
(a) The effect of top_k on average fire evacuation time 

 
(b) The effect of top_k on average total training time 

Fig. 5. Influence of top_k on the model. 

B. Evacuation Effect Analysis 

According to the discussion of top_k in 4.2.1, on this basis, 
the personnel evacuation situation before and during fire is 
analyzed and compared, and the experimental results are 
shown in Fig. 5 and Table II. 

From the comparison of Fig. 6 (a) and Fig. 6 (b), it can be 
seen that all agents can complete the total evacuation of 
personnel within 35 steps regardless of whether the fire occurs 
or not. According to the definition of evacuation time, the 
evacuation time can be controlled within 30s. In addition, 
when a fire occurs, due to the spread of the fire and the 
generation of combustion products, the evacuation path of 
some people is changed, so that they can bypass the dangerous 
area to reach the appropriate safety exit, as shown in the figure 
of agents 1, 2, 9 and 10. It shows that AMADDPG algorithm 
can adapt to the influence of dynamic environment change on 
path planning, and can plan the optimal path for multi-agent 
system. 

 
(a) No fire evacuation path planning map 

 
(b) Fire evacuation path planning maps are available 

Fig. 6. Evacuation path planning diagram of a large building. 

In the process of evacuation, the congestion phenomenon 
caused by the dynamic change of crowd location will have a 
certain impact on the evacuation effect. Combined with Fig. 6, 
the congestion degree of agent paths in A, B, C and a, b 
respectively without fire and when fire occurs is shown in the 
Table II. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

393 | P a g e  

www.ijacsa.thesai.org 

TABLE II. CROWDING DEGREE OF AGENT EVACUATION TRAJECTORY 

No-fire condition Fire condition 

Tracking point 
Congestion 

degree 
Tracking point 

Congestion 
degree 

A 0.613 a 0.617 

B 0.662 b 0.668 

C 0.539 c 0.643 

It can be seen from Fig. 6 and Table II that in the absence 
of fire, the algorithm adjusts the evacuation paths of agents 10, 
3 and 7 when the congestion exceeds the threshold value 0.5 at 
points A, B and C respectively. Similarly, in the case of fire, 
the evacuation paths of agents 3, 7 and 9 are dynamically 
planned according to the congestion degree at points a, b and c 
respectively, which indicates that AMADDPG algorithm can 
effectively solve the congestion problem caused by the 
dynamic change of crowd location in the evacuation process, 
so as to ensure that all agents can quickly complete the 
evacuation within the safe evacuation time. 

C. Comparative Analysis of AMADDPG Algorithm and 

MADDPG Algorithm 

In order to reduce the training difficulty of the network and 
improve the computational efficiency of the algorithm, 
AMADDPG algorithm is an improvement of the MADDPG 
algorithm's centralized global learning, which only considers 
the state and action of the agent near the current agent. 
Through three experiments, this study analyzed and compared 
the training and evacuation conditions of AMADDPG 
algorithm and MADDPG algorithm in fire scenarios, and 
evaluated the efficiency of AMADDPG algorithm. 

1) Comparison of evacuation time: Evacuation time refers 

to the time between the start of evacuation movement and the 

evacuation of all personnel to indoor or outdoor safe areas, 

and its definition is the same as 4.2.1. In order to ensure the 

safe evacuation of personnel in the building, the evacuation 

time of the fire site should be controlled within 90 seconds 

according to the requirements of the Code for Fire Protection 

in Building Design. The evacuation time in a fire scenario is 

shown in Table III. 

TABLE III. COMPARISON OF EVACUATION RESULTS BETWEEN 

AMADDPG ALGORITHM AND MADDPG ALGORITHM IN FIRE SCENARIO 

Algorithm evacuation 
result 

AMADDPG algorithm 
MADDPG 
algorithm 

The first experiment 23.49 26.14 

The second experiment 23.46 25.85 

The third experiment 23.50 28.37 

Mean evacuation time 23.48 26.79 

As can be seen from Table III, in a fire environment, the 
average evacuation time of the AMADDPG algorithm and the 
MADDPG algorithm three times is less than 30 s, and there is 
no significant change in the results of the three repeated 
experiments of the AMADDPG algorithm, while the 
evacuation time of the MADDPG algorithm is different. This 
shows that the two algorithms are acceptable in terms of path 
planning ability in fire scenes, and the evacuation effect is 
good, and the AMADDPG algorithm is better than the 
MADDPG algorithm in terms of algorithm stability. To 
analyze the reasons, the MADDPG algorithm needs to 
evaluate the status and actions of all agents in a complex and 
changeable fire environment. As a result, the input dimension 
of Critic network is too large, the complexity is too high, the 
convergence is difficult, and the stability of the algorithm is 
also affected. Therefore, compared with MADDPG algorithm, 
AMADDPG algorithm can obtain more stable optimal path 
planning results under complex dynamic environment and 
achieve the goal of safe evacuation. 

2) Convergent rounds: The training running time and 

convergence of AMADDPG algorithm and MADDPG 

algorithm are shown in Table IV and Fig. 7. 

TABLE IV. TRAINING OF AMADDPG ALGORITHM AND MADDPG ALGORITHM IN FIRE SCENARIO 

Algorithm 
1000 rounds total training time Average training 

time per round 
Average convergent 
iteration rounds The first experiment The second experiment The third experiment 

AMADDPG algorithm 62467 64003 63861 63.44 708 

MADDPG algorithm 68242 67508 67022 67.59 734 
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(a) AMADDPG algorithm trains convergence curves. 

 

 

 
(b) MADDPG algorithm trains convergence curve. 

Fig. 7. Convergence curves of AMADDPG and MADDPG algorithms in a 

fire scenario. 

As can be seen from Table IV, the average running time of 
each training round of the AMADDPG algorithm is 4.15s 
shorter than that of the MADDPG algorithm, the average 
number of convergent iteration rounds is also reduced by 26 
rounds, and the training efficiency is improved by 6.14% 
compared with the MADDPG algorithm. It shows that 
AMADDPG algorithm has higher training and learning effect, 
can effectively improve the convergence speed of the 
algorithm, and obtain the optimal evacuation path with less 
training time. 

As can be seen from Fig. 7, in the first 400 rounds of the 
two algorithms, the evacuation time of each training round is 
generally above 30s, which is basically exploration oriented. 
With the accumulation and utilization of learning experience, 
the evacuation time of each training round converges to 23s 
until the 700 rounds, and the curve fluctuation of the 
AMADDPG algorithm is significantly less than that of the 
MADDPG algorithm, and is relatively stable. Therefore, 
AMADDPG algorithm can make the whole fire evacuation 
model convergence better and more stable. 

V. DISCUSSION 

In order to verify the effectiveness of the algorithm, the 
evacuation process was simulated with or without fire, and the 
AMADDPG algorithm proposed in this study was compared 
with the MADDPG algorithm, as follows: 

1) Through the simulation experiment with or without fire, 

it is verified that AMADDPG algorithm can basically adapt to 

the influence of dynamic environment changes on path 

planning, and can plan the optimal path for multi-agent system 

within 30s regardless of whether a fire occurs. Moreover, it 

can effectively solve the crowding caused by the dynamic 

change of the crowd position during the evacuation process, 

and the congestion degree on the multi-agent evacuation path 

is basically maintained within 0.5, so that the trapped people 

can move orderly at normal walking speed in the evacuation 

channel, and ensure a better evacuation effect. 

2) By comparing the evacuation effect of AMADDPG 

algorithm and MADDPG algorithm in fire scenarios through 

three experiments, it can be concluded that AMADDPG 

algorithm can get the optimal path solution after 700 iterations. 

Compared with MADDPG algorithm, the average 

convergence iteration rounds of AMADDPG algorithm are 

reduced by 26 rounds, and the curve fluctuation is 

significantly less than MADDPG algorithm. Therefore, 

AMADDPG algorithm can achieve more stable and efficient 

optimal path planning in complex dynamic environment, and 

achieve safe evacuation goal. 

VI. CONCLUSION 

In this paper, an AMADDPG model suitable for fire 
evacuation is proposed by improving MADDPG algorithm. 
The experimental results show that the AMADDPG model can 
adapt to complex and dynamic fire environment, maximize the 
reduction of personnel congestion and avoid dangerous areas, 
and efficiently realize the optimal path planning for multi-exit 
fire scenarios. 

From the technical point of view, the model has certain 
application potential and can be used in fire evacuation path 
planning. However, since the current research is still based on 
simulation, the subsequent research needs to be applied to the 
actual fire environment, and the algorithm should be deployed 
on multiple large public building [26] fire evacuation systems 
to further optimize the model and improve the generalization 
ability and robustness of the model [27] under different 
complex evacuation scenarios. 
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Abstract—The importance of the Learning Management 

System (LMS) has been discussed over recent years as it is crucial 

for students to manage this tool for their learning. The study's 

objective was to ascertain whether learners believe the LMS 

satisfies their learning goals and to bridge the gap between the 

growing body of research on learner-centered instructional design 

and LMS design. A survey was carried out with 528 students to get 

the data. The results revealed that most of the learners agreed that 

LMS is a useful tool to enhance their learning. This proves that 

LMS can be used as a device to make their learning better and 

more effective. The study's conclusions could be used as a guide 

for the university's administration as it adopted pertinent digital 

technologies, with the goal of creating an efficient implementation 

strategy that would enhance service delivery. Universities and 

colleges would benefit from this established approach in selecting 

the best learning management system (LMS) to meet their diverse 

needs. It will also act as a guide for developers who want to create 

an assessment system. 

Keywords—Learning management system; perceptions; 

usefulness; ease of use 

I. INTRODUCTION 

A Learning Management System (LMS) is used by many 
institutions to manage their students' education. An LMS is a 
dashboard or web-based platform that gives instructors the 
ability to organize, assess, automate administration, record 
training sessions, and carry out the learning process [1] 
According to Alharbi [2] and Turnbull [3], the LMS is a digital 
technology used to develop, distribute, track, and manage a 
variety of training and educational content. In higher education, 
a dynamic and reliable LMS is seen as essential to the 
administration and execution of the teaching, learning, and 
assessment processes. Students must stay in touch with the 
learning environment outside of scheduled class times since 
group projects, peer learning, and group activities all contribute 
to their learning in addition to in-class involvement. Distributing 
educational resources, managing student learning activities, 
assigning assignments, displaying grade transcripts, holding 
quizzes, and holding discussions with students can all be 
facilitated by an LSM. Students can perform a variety of things 
to make learning more flexible and efficient rather of relying 
solely on one approach. This platform facilitates an interactive 
learning environment with audio, video broadcasting, forums, 
and discussions. An LMS may be a very useful tool for tracking 
student participation and reporting on their academic 
achievement. Students with an Internet connection can access 
this LMS from any location. 

Higher education institutions use a variety of learning 
management systems, including Sakai, Moodle, Blackboard, 
and Canvas [4, 5]. LMSs are used as sustainability platforms by 
cutting-edge digital networks like Edmodo, Google Classroom, 
Forum, EdX, MOOC, and Coursera, as well as by specialized 
education. Interactive and computer-managed learning are two 
types of LMS. A key component of an institutional LMS is the 
sharing of learning resources, which are always available to 
students and accessible from anywhere. Moreover, LMS 
facilitates learning assessment by organizing tests, generating 
quizzes, and importing grades. The instructor can tie the learning 
experiences and assessments with the established outcomes for 
each course and the matching Blooms level through the 
institutional LMS. Tools for gathering stakeholder input on the 
curriculum and the teaching and learning process are also 
included in LMSs. Thus, this study is to elicit students’ 
perceptions of its usefulness and ease of use on a Learning 
Management System. The purpose of the study was to close the 
knowledge gap between the increasing amount of research on 
learner-centered instructional design and LMS design and to 
find out if learners perceive that the LMS meets their learning 
goals. 

II. LITERATURE REVIEW 

Universities must take into account the needs of a variety of 
stakeholders when selecting an LMS, including administration, 
faculty, support staff, and all of their students. Numerous 
students, including undergraduates, graduates, professionals, 
and other trainees, are frequently enrolled at colleges and 
universities. They might also choose to offer their staff 
compliance-based training using the learning management 
system, or they might want to provide opportunities for faculty 
development. When choosing their various LMSs, higher 
education institutions frequently take into account two main 
features: the capacity to interact with students and alternatives 
for instructors to arrange content [6-7]. 

Previous studies have been carried out where a small sample 
of students may be directly involved in the search process [7] or 
many universities may take student satisfaction into account [8]. 
In these situations, students participate in the technology 
selection committee and offer their comments on specific 
features or how easy they think the technology is to use. Students 
should be given the chance to express and select the learning 
resources they use. Generally speaking, while creating products 
like an LMS, sound design principles demand that all end users 
be taken into account [9]. There is not much study that assesses 
students' choice in the design of their learning management 
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system (LMS), despite earlier studies looking at how satisfied 
students are with their LMS. The study contributed to the corpus 
of research that views college students as co-designers of the 
learning resources they utilize. 

An open-source learning management system called Moodle 
encourages instructors to build their own webpages for their 
classes [10]. This strategy makes sense because administrators 
typically buy these systems and support their deployment. The 
other university gives the LMS a different name. Numerous 
universities worldwide, including those in Malaysia, have made 
extensive use of the online learning management system.  Public 
and private universities in Malaysia, such as Taylor's University 
(Times), Universiti Teknologi Mara (iLearn), and International 
Islamic University Malaysia (iTa'leem), each have their own 
LMS. For the purpose of facilitating virtual communication 
between students and instructors, each university creates its own 
LMS. The official LMS for the institution was designed to 
handle subjects, courses, tests, and any other pertinent course-
related learning materials. 

Constructivist learning theory is taken into consideration in 
contemporary teaching and learning methods. According to this 
theory, students build their knowledge through experiences, and 
a combination of application activities, and interwoven recall 
practice [11-12]. Experts also started endorsing the idea of 
growth mindsets, which hold that learners can acquire 
challenging new ideas rather than having a fixed belief in their 
own intelligence [13]. Thus, teaching has changed from being 
an instructor-focused activity through lectures to one that is 
learner-centered, based on data from cognitive science [14]. 

The mechanisms by which students independently activate 
and maintain thoughts, feelings, and behaviors methodically 
geared toward achieving personal goals are referred to as self-
regulated learning, whether or not they enlist the assistance of 
peers, coaches, and instructors [15]. Self-directed learning, in 
which students select their own learning path at a speed and time 
that best suits them, is supported by an LMS. This guarantees 
that the students assume accountability for their education. It is 
commonly acknowledged that peer interactions contribute to the 
effectiveness of learning. Through synchronous and 
asynchronous methods, the LMS offers the chance for these 
kinds of interactions so that they can consider what they have 
learned. Although most faculty members are satisfied with the 
LMS that their university offers, some research indicates that 
instructors often underuse it, either by not utilizing it for all 
facets of their teaching or by not taking advantage of all the 
features that could be useful [16]. 

Over the past few years, a number of studies have assessed 
the effect that an LMS has on learning outcomes. According to 
certain research [17], students who utilized the LMS more 
frequently had higher grades overall and were more engaged 
with the course. This finding is not surprising overall. In theory, 
students should be able to perform well academically if 
instructors use an LMS to store course content. This is because 
the more students access the material that is relevant to their 
courses, the better. 

In support of this idea, [18] discovered that specific 
personality traits predicted the use of LMS, which in turn 
predicted academic success, especially in online classrooms 

where students had access to all course materials through the 
LMS. On the other hand, some, none, or all of the content for in-
person classes could be stored on the LMS. Still, there are other 
ways for students to benefit from the LMS beyond just using it 
to access their learning outcomes. Kim [19] discovered a 
positive relationship between learning outcomes and students' 
proficiency with the LMS and observed that knowledgeable 
teachers had an impact on students' capacity to master the LMS. 
Additionally, a study discovered a link between students' 
motivation for the course and how they used the LMS [20]. 
These two studies in particular demonstrated that the learner-
instructor paradigm went beyond fostering interpersonal 
relationships and that teachers' role modeling of LMS 
engagement had a direct and indirect impact on students' 
performance. 

An LMS must offer the essential resources that students 
often use in order to maximize its effectiveness and aid in the 
learning process for students. In order to tailor the system's use 
to the demands of students, its comprehensiveness should be 
determined by their preferences. According to a study, an LMS 
can create a favorable correlation between intentional and 
behavioral usage [21]. 

The relationship between the instructor and the student 
should, although it is still hierarchical, represent a two-way 
partnership rather than a giver-receiver relationship as a result 
of course design and teaching that puts the learner first. In this 
collaboration, the learner ought to have a say in the LMS and 
other resources that help shape and interpret their learning. The 
study's objective was to ascertain whether learners believe the 
LMS satisfies their learning goals and to bridge the gap between 
the growing body of research on learner-centered instructional 
design and LMS design. 

Two studies that researched the LMS design found that it 
was not adaptable enough to accommodate the needs of all 
demographics. According to Almaiah [22], 
many of their instructors and students lacked the baseline 
technological literacy that the LMS design required. Similar to 
this, [23] observed that the LMS design functioned best when 
accessed using a desktop or laptop; yet, a large percentage of the 
students polled relied on smartphones as they did not have 
access to personal computers. Several elements influencing 
students' opinions of their LMS during COVID were also 
assessed in several research. 

Lastly, an American study discovered that elements 
associated with learning engagement mattered to college and 
university students. According to Murphy [24], the study 
discovered that students wanted to participate more actively in 
synchronous learning activities that used technology, such as 
audience response systems. This conclusion is especially 
intriguing because the students said that they would like to 
modify the teaching strategies to better meet their individual 
learning needs. However, the study's participants only 
mentioned external technology to accomplish this; integrated 
learning management system components were left out. 
According to Gamage [25], "encouraging quality in online 
education is not primarily a question of IT support but of 
academic strategy and educational design" (p. 6), they concur 
that instructional techniques should alter. 
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Thus, while using the LMS to assist in constructing and 
providing meaning to their learning, students' voices matter. In 
light of this, this study looks into how satisfied students are with 
the LMS they now use at their university. This study aims to 
investigate how students perceive the LMS's usefulness and 
simplicity of use. This study's primary goal is to investigate how 
undergraduate students see an LMS in terms of its usability and 
convenience of use. This is a gap that this research aims to 
fill. The study's objective was to ascertain whether learners 
believe the LMS satisfies their learning goals and to bridge the 
gap between the growing body of research on learner-centered 
instructional design and LMS design. 

Specifically, the research objectives are: 

1) Assess students' satisfaction with the university's current 

learning management system; and; 

2) Design a user-friendly interface for a learning 

management system support system for UTeM. 

III. METHODOLOGY 

This study examined undergraduate students' perceptions of 
an LMS's usefulness and convenience of use. The purpose of the 
study was to close the knowledge gap between the increasing 
amount of research on learner-centered instructional design and 
LMS design and to find out if learners perceive that the LMS 
meets their learning goals. 

An overview and analysis of the Learning Management 
System (LMS) response data are included in this section. The 
purpose of this survey was to get feedback from LMS users 
regarding their opinions and experiences with using LMS. For 
this study, there were 528 respondents randomly recruited. 
There were 302 males (57.2%) and 226 females (42.8%) who 
were aged from 19 to 24 years old; they were undergraduates 
from all faculties at UTeM. These students use the LMS as part 
of their academic education. 

Quantitative data was used in this research. The study 
employed a free online survey application called Google Forms. 
In multiple survey questions, students were asked to indicate 
alternate ways to navigate their learning management system 
and to assess the perceived importance of various features on a 
weighted scale. Prior to completing the questionnaire, students 
were asked to sign a consent form indicating their willingness to 
engage in the research, the contents of which would only be used 
for this study and would remain private. They were made aware 
of the study's goals. Before beginning to complete the 
questionnaire, they all signed the consent form. A total of 528 
surveys were collected in the study. 

This study used the survey approach to gather information 
on the attitudes, behaviors, opinions, and intentions of a 
substantial population. In social science, the survey approach is 
well-established since it helps researchers gather data that can 
be evaluated to explain certain phenomena [26]. In order to 
validate the questionnaire, the researchers first reviewed 
pertinent literature to gain an understanding of the state of 
multimodal language learning education, as well as the problems 
and trends that surround it, based on their research goals and 
objectives. Following the questionnaire's design, they assessed 
its content validity. They tested the questionnaire's content 

validity by showing it to professionals in the field of language 
learning, and they made adjustments in response to their 
suggestions. 

The aim of the research was to ascertain the opinions of 
undergraduate students regarding the design of their individual 
learning management systems. The researchers also wanted to 
know if the students thought the layout of their learning 
management system helped them learn. Participants specifically 
discussed how they saw the use of an LMS as a learning tool and 
how well it facilitated learning activities that adhered to the 
learner-centered teaching philosophy. 

There were 16 multiple choice Likert scale questions where 
respondents could answer the closed-ended question using a 
Likert scale or ranking system. The Likert scale identified four 
levels of agreement: Excellent, Satisfactory, Needs 
Improvement, and Unsatisfactory. Users of the LMS were sent 
a link to a Google form, which contained the survey. According 
to the survey instrument, it would take participants about 20 
minutes to finish the questionnaire. The participants are free to 
respond to every question; they have the choice to skip any 
question they should not answer for any reason. 

There were three primary portions to the questionnaire: the 
first part asked participants' gender, faculty, and year of study. 
In the second segment, students answered closed-ended 
questions on a 4-point Likert scale to elicit their responses about 
the use of LMS in learning. According to Sharma [27], the Likert 
scale is a well-accepted psychometric instrument that is mostly 
utilized in educational and social scientific literature to assess 
the quantification of attributes. The last segment is students’ 
perceptions of LMS. 

IV. RESULTS AND DISCUSSION 

This section shows the findings of the research. Regarding 
student attitudes and opinions regarding the design of their 
learning management systems, or LMSs, the study included 
three research questions. The researchers gathered information 
primarily from a survey. 

Question 1 is about the gender of the participants. A total of 
528 students (42.8%) female and (57.2%) male were given a 
questionnaire. The study's conclusions are anticipated to serve 
as a guide for the university’s administration as it adopts 
pertinent digital technologies, with the goal of creating an 
efficient implementation strategy that would enhance service 
delivery. LMS users received the survey, which had 20 
questions in total, through a link to a Google form. Their 
responses were tabulated in Fig. 1. 

 
Fig. 1. Gender of the participants. 
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Question 2 elicits information about the year of study and is 
presented in Fig. 2. The majority are from the Second year 
(50.8%), followed by the Third year (50.8%), and the First year 
(50.8%). 

 
Fig. 2. Year of study. 

Fig. 3 presents the results, where the majority of students 
have Intermediate (48.9%) and Advanced (47.5%) levels of 
LMS expertise (Q3). The fact that the majority of students are 
aware of the LMS and possess the skills necessary to use it. 

 

Fig. 3. Level of expertise. 

The next question (Q4) is whether students use LMS in their 
learning. The majority (99.8%) indicated that they use LMS for 
learning, as shown in Fig. 4. 

 
Fig. 4. Do you use LMS in your learning? 

Additionally, students reported using the LMS for a variety 
of reasons (Q5). Fig. 5 shows that the majority of students use 
LMS for these tasks: submitting assignments (97.9%), taking 
quizzes (97.7%), downloading documents (97.3%), and 
recording attendance (93.4%). Subsequently, 86.4% of the 
respondents watched videos, 70.5% read the announcements, 
70.6% provided feedback, 65.2% completed the survey, 60.2% 
read books or other resources, and 59.1% participated in forums. 
Viewing their grade or marks (44.5%) was the least useful. This 
demonstrates how engaged students are in using their LMS. 
Students are actively using the LMS in their learning. 

The next survey question (Q6) asks about users' satisfaction 
with the LMS's tools. The majority of students are satisfied 
(48.3%) and very satisfied (41.1%), as illustrated in Fig. 6. 

The next question (Q7) concerns how students view the 
LMS resources. The data in Fig. 7 shows that the majority of 
students (91.5%) describe the LMS as user-friendly. Students 

can learn how to utilize the LMS via the instructions and the 
video. Furthermore, a few students mentioned that the LMS has 
an intuitive interface. A few students concurred that the LMS is 
adaptable to combine with other social media platforms or 
educational tools (51.5%), improves communication and 
involvement in the classroom (53.2%), and is customizable 
(50.8%). Only 38.6% of students said they found the LMS fun 
to use. Tests and quizzes are administered via the LMS, which 
also serves as a formal venue for teaching and learning. The 
findings demonstrate that students have a favorable opinion of 
the features and capabilities of their learning management 
system. 

 
Fig. 5. How do you use LMS? 

 
Fig. 6. How satisfied are you with the following LMS tools? 

(Announcements, feedback, quiz, etc) 

 

Fig. 7. The perceptions about LMS tools. 

The stability of the system is the subject of the following 
query (Q8). This question asks about the system's dependability 
and whether it performs as planned. The results in Fig. 8 indicate 
many students expressed Satisfactory (51.9%), whereas few 
students selected Excellent (27.7%) and Needs Improvement 
(20.3%). This data indicates that students are satisfied with the 
tool. 
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Fig. 8. Students’ perception about LMS tools: Stability. 

The next question (Q9) is about the reliability of the tool, and 
the data is shown in Fig. 9. Students have expressed their 
concern in Fig. 9, where many students expressed satisfaction 
(56.3%), followed by Excellent (32%), and require 
improvement (11.6%). This shows students trust the tool to 
perform their tasks. 

 
Fig. 9. Students’ perception about LMS tools: Reliability. 

Question 10 asks students about the speed of the tool. The 
feedback in Fig. 10 shows the majority students chose 
Satisfactory (49.4%). However, only some of them selected 
Excellent (23.3%) and require improvement (26.5%). This 
signifies that students are quite content with the speed of the tool 
to perform their tasks. 

 
Fig. 10. Students’ perception about LMS tools: Speed. 

Question 11 seeks information about the usability of the tool. 
The feedback in Fig. 11 shows the majority of students 
expressed their satisfaction with Satisfactory (53.4%), and 
Excellent (39.4%), whereas only a few students chose the option 
of Needs Improvement (7.2%). This proves that students are 
very happy with the tool. 

Question 12 asks students to rate the user interface in order 
to provide information on its appearance. Students reported 
Satisfactory (51.7%), and Excellent (36.7%) whereas, only a 
small percentage selected the option Needs Improvement 
(11.4%). The data is illustrated in Fig. 12. 

 
Fig. 11. Students’ perception about LMS tools: Usability. 

 

Fig. 12. Students’ perception about LMS tool: Appearance. 

Question 13 aims to obtain details regarding the navigation 
of the course. This is about the functionality of navigating 
through the course, locating, and accessing course material. 
Students reported Satisfactory (51.9%) and Excellent (36.6%). 
Only a small percentage selected Needs Improvement (11.6%). 
This indicates that students do not have difficulty accessing the 
tool to do their tasks. The data is shown in Fig. 13. 

 
Fig. 13. Course navigation. 

The purpose of question 14 is to obtain data regarding the 
rate of ease of accessing and completing coursework, including 
tests or quizzes, assignments, and discussion boards. Fig. 14 
shows that students agreed that the LMS is accessible and 
convenient, as proven by their selections of Satisfactory (48.7%) 
and Excellent (41.3%). Only a few students chose Needs 
Improvement (10%). 

 
Fig. 14. Students’ perception about LMS tool: Completing their coursework. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

401 | P a g e  

www.ijacsa.thesai.org 

The next question (Q15) elicits information about 

Communication Tools: Rating the ease of accessing and using 

other communication tools, including how simple it is to use the 

syllabus, announcements, calendar, and personal notifications. 

Fig. 15 shows that only a small percentage of students selected 

Excellent (32.6%) and require improvement (12.7%), out of 

those who expressed Satisfactory (54%). This shows that the 

majority of students agree that the tools are easy to use and user-

friendly. 

 
Fig. 15. Students’ perception about LMS tools: Communication tools. 

Question 16 elicits information about the LMS’s 
functionality. Many students reported being satisfied (57.6%) 
and Excellent (34.3%), and with only a small percentage, 
selecting requires improvement (8.1%). This shows that students 
are happy and satisfied with the tool. The data is presented in 
Fig. 16. 

 
Fig. 16. Students’ perception about LMS tools: Functionality. 

Overall, the findings of the study showed that the majority 
of students believed that the LMS's design generally supported 
their learning needs. In addition, the findings showed that 
despite having different learning levels and degree programs, 
and students still had similar needs in terms of features and 
navigation strategies. According to the study, LMS plays a 
crucial role in making their learning meaningful as the tool 
meets the demands of the students. The study's findings can be 
used to help colleges and universities choose and support LMS. 
In order to give their students a more efficient learning 
experience and to fully support learner-centered instructional 
methods, higher education institutions should think about 
offering more organized support and development opportunities 
to front-line instructors. 

V. CONCLUSION 

In academic contexts, learning management systems, or 
LMSs, are becoming more and more common. Most Malaysian 
universities employ several LMSs for their academic activities. 
LMSs have the power to alter how education is delivered in 
formal settings. It may significantly optimize the entire process 
of creating and disseminating knowledge, creating room for 
creativity and innovation, in addition to making the learning 

process more focused on the needs of the individual student. 
When LMSs are used in educational settings properly, classes 
may become far more inclusive and engaging. Furthermore, it 
has the potential to enhance the entire learning ecosystem by 
contributing an engaging and dynamic layer.  
Creating a shared experience and fostering creative interchange 
are the goals of implementing LMS-based interactive learning, 
which will benefit the entire learning community. Therefore, in 
order to enhance participation in higher education for 
sustainability, LMS investment optimization is crucial. Funding 
will be needed in the future for researchers who want to carry 
out comparable studies so they can publish their results. 
Stakeholders ought to be more equipped to view remote learning 
as a practical solution for long-term sustainability in light of the 
current crisis. This study contains numerous limitations, even 
though it shows statistical evidence exists. 

Future research will need more respondents from a wider 
range of majors, as well as examinations of other aspects, 
including educators' opinions regarding LMS and their reasons 
to utilize them, given that this study's respondents are all from 
the same university. 
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Abstract—Existing multimodal fake news detection methods 

face three challenges: the lack of extraction for implicit shared 

features, shallow integration of multimodal features, and insuffi-

cient attention to the inconsistency of features across different 

modalities. To address these challenges, a multi-reading habits 

fusion adversarial network for multimodal fake news detection is 

proposed. In this model, to mitigate the influence of feature 

changes due to events and emotions, a dual discriminator based 

on domain adversarial training is built to extract invariant com-

mon features. Inspired by the diverse reading habits of individu-

als, three fundamental reading habits are identified, and a multi-

reading habits fusion layer is introduced to learn the interde-

pendencies among the multimodal feature representations of the 

news. To investigate the semantic inconsistencies of different 

modalities in news, a similarity constraint reasoning layer is pro-

posed, which first explores the semantic consistency between 

image descriptions and unimodal features, and then delves into 

the semantic discrepancies between unimodal and multimodal 

features. Extensive experimentation has been carried out on the 

multimodal datasets of Weibo and Twitter. The outcomes indi-

cate that the proposed model surpasses the performance of main-

stream advanced benchmarks on both platforms. 

Keywords—Multimodal fake news detection; feature extraction; 

feature fusion; consistency alignment 

I. INTRODUCTION 

In recent years, the rapid growth of social media has signif-
icantly reshaped the traditional way people access information. 
A growing number of users prefer to consume news via social 
media platforms, these platforms not only ensures the real-time 
reporting of events from around the world but also provides 
rich and engaging content in various media forms, such as vid-
eos, images, and audio. Compared to simple text reports, news 
that incorporates images and video elements can convey stories 
more vividly and thus attract a wider audience. However, this 
rich medium has also been exploited by fake news, which 
spreads rapidly through multimedia means. In particular, fake 
news containing multiple media is more contagious than fake 
news containing only text, spreading quickly to a wider area 
and having a more serious impact [1]. Fake news often con-
tains manipulated or completely fabricated images, which are 
highly misleading and can spread rapidly to a wide audience in 
a very short time. The spread of fake news can pose a serious 
threat to public health safety [2] and may affect or even manip-
ulate key political events [3], thus posing a threat to social sta-
bility. Therefore, social media platforms urgently need to solve 
how to quickly and accurately identify fake news. 

Based on the content of the news, existing fake news detec-
tion technologies are broadly categorized into two groups: 
unimodal detection methods and multimodal detection meth-
ods. 

The early focus of unimodal fake news detection was on 
using feature engineering for artificial feature construction. 
This includes statistical features such as the frequency of nega-
tive vocabulary occurrence and the number of tag symbol repe-
titions [4], metadata features such  as user information, behav-
ioral information, and news platform information [5], language 
or semantic features of text content [6][7], emotional features 
of news publishers and content [8], stance features [9][10], 
writing style and stylistic features [11], content comment fea-
tures of news [12], and communication based features [13]; 
The later stage focuses on using static word vector models 
Word2Vec, Glove, or dynamic word vector models Bert and 
Roberta to obtain text features. 

With the rapid development of social media, the incidence 
of fake news manipulated through images and text has surged, 
underscoring the growing importance of detecting multimodal 
fake news. While strides have been made in multimodal fake 
news detection technology, several challenges persist: 

1) Feature extraction: Current detection methods 

typically rely on pre-trained models to extract explicit 

features. For example, using the BERT model to extract text 

features [14], or using convolutional neural networks such as 

VGG to extract image features [15]. However, these methods 

are sensitive to feature distributions. Fake news tends to focus 

on certain specific fields [15], and these news items usually 

have negative and pessimistic emotional tones [16][17]. 

2) Interactive fusion: Existing methods integrate 

multimodal features to detect fake news through simple early 

fusion [18] or late fusion [19] strategies, but these fusion 

strategies are superficial, such as splicing, adding, or simple 

neural networks to integrate, making it difficult for them to 

capture the intrinsic dependencies between features. 

3) Consistency alignment: Existing methods mainly 

emphasize capturing similar semantics between different 

modalities through alignment mechanisms, such as 

establishing entity alignment [20], relationship alignment [21], 

and semantic alignment [22] for detection. However, they 

neglect the acquisition of widely inconsistent semantics. 

To tackle these challenges, the Multi-Reading Habits Fu-
sion Adversarial Network (MHFAN) is proposed. MHFAN 
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aims to detect fake news by extracting both explicit and implic-
it common features, employing deep feature fusion, and incor-
porating similarity constraint reasoning. 

During the feature extraction stage, the multimodal pre-
trained model CLIP is employed to extract explicit features 
from news text and images. Inspired by the concept of domain 
adversarial training, adversarial networks are used to construct 
an event discriminator and an emotion discriminator. This 
method enables the model to learn features that are insensitive 
to changes in events and emotions (implicit common features) 
through adversarial training. Consequently, this approach miti-
gates the discrepancies in detection results caused by differing 
event and emotional distributions. 

At the feature fusion stage, three common reading habits 
are identified when people read: 

1) Text is the main focus, with images as a supplement: 

Read the text carefully, but only browse the images briefly. 

2) Images are the main focus, with text as a supplement: 

Observe the images carefully, but quickly skim the text. 

3) Equal emphasis on text and images: Read the text 

carefully and pay the same attention to image details. 

To model these three reading habits, the unimodal content 
initial embeddings of text and images are used to represent the 
behavior of brief browsing, while the unimodal information is 
encoded to represent careful reading behavior. Subsequently, a 
Multi-Reading Habits Fusion Layer (MHF) is designed to sim-
ulate the interaction of each reading habit. This layer learns the 
dependencies between the multimodal features of the news, 
thereby deepening the feature fusion process. 

At the consistency alignment stage, a Similarity Constraint 
Reasoning Layer (SCR) is proposed to address the inconsistent 
semantics across different modalities. Initially, a Consistency 
Reasoning Block (CRB) is constructed to evaluate the con-
sistency between image text descriptions and unimodal fea-
tures. Subsequently, an Inconsistent Association Constraint 
(IAC) is applied to quantify the semantic deviation between 
unimodal and multimodal features. 

The main contributions of this work are summarized as fol-
lows: 

1) In the feature extraction phase, a pre-trained CLIP 

model was employed to extract explicit features of text and 

images. Furthermore, a dual discriminator based on the 

concept of domain adversarial was designed to eliminate the 

model's dependency on specific events and emotions by 

extracting implicit features shared across different events and 

emotional states. 

2) Based on people's reading habits, this paper proposes a 

multimodal feature fusion method that achieves deep 

integration of different modal features and explores their 

inconsistencies for the purpose of fake news detection. 

3) Explored the Similarity Constraint Reasoning Layer, 

which can not only measure the consistency between image-

expanded semantics and unimodal features but also obtain the 

semantic deviation between unimodal and multimodal 

features. 

4) Extensive experiments have been conducted on public 

Weibo and Twitter datasets. The experimental results 

demonstrate that the MHFAN excels in fake news detection, 

outperforming conventional detection models across multiple 

metrics. Additionally, ablation studies have validated the 

effectiveness of various components within the model, 

confirming their contributions to the overall performance 

improvement. 

The structure of the remaining sections of this paper is as 
follows: Section II reviews prior research in the field of con-
tent-based fake news detection. Section III provides a detailed 
introduction to the proposed model and its key components. 
Section IV describes the datasets utilized, the experimental 
setup, the baseline models for comparison, and presents the 
experimental results along with a thorough analysis. Finally, 
Section V offers a concise summary of the paper. 

II. RELATED WORK 

Based on the modality of news content, fake news detection 
methods are categorized into unimodal and multimodal.  

Unimodal fake news detection methods primarily encom-
pass three aspects: text-based, vision-based, and metadata-
based. 

1) Text-based: Early research primarily utilized manual 

extraction of statistical features from the context of the 

content. Guo et al. [23]. counted the proportion of negative 

words in the text, while Parikh et al. [24]. counted the types 

and numbers of punctuation symbols. However, manual 

methods are time-consuming and labor-intensive, making it 

difficult to meet the demands of large volumes of data. As a 

result, techniques for automatically detecting fake news using 

deep learning have emerged. Deep neural networks based on 

CNN [25], RNN [26], attention mechanisms [27], and GNN 

[6] are constructed to capture semantic, emotional, stylistic, 

and stance features for identifying fake news. 

2) Vision-based: In addition to textual content, some 

studies also consider image information in the news [27][28]. 

These methods typically use VGG, ResNet to capture spatial 

domain features, or through discrete cosine transform, Fourier 

transform to capture frequency domain features. 

3) Metadata-based: The identification of fake news relies 

not only on the content but also on social contextual features, 

i.e., metadata. This includes comments [29] (The comment 

based approach utilizes an interactive mechanism to obtain 

valuable features between comments and news), user profiles 

[30] (The method based on user data is suitable for fake news 

with a large number of users), platform characteristics [27] 

(Social platform based methods often appear in cross platform 

fake news detection tasks), and propagation patterns [13] (The 

method based on propagation mode has time series 

characteristics). These metadata features are helpful in fake 

news detection. 
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Multimodal fake news detection most research focuses on 
three aspects: feature extraction, interactive fusion, and con-
sistency alignment. 

1) Feature extraction: Multimodal news content detection 

methods typically employ targeted pre-trained models to 

extract features from different modalities. For instance, word 

vector models such as Word2Vec and GloVe are used to 

extract textual features, while convolutional neural networks 

like VGG and ResNet extract image features [15]. With the 

advent of transformer architectures [31], Transformer-based 

pre-trained models have significantly enhanced the capability 

of feature extraction by capturing deeper linguistic 

representations. 
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Fig. 1. The model framework MHFAN proposed in this paper consists of four levels: Feature representation, MHF, SCR, and model learning. CLIP and the 

discriminator are capable of capturing explicit and implicit common features, MHF enhances the deep fusion between features, and SCR can capture the 

consistency and inconsistency among features.

2) Interactive fusion: The objective of feature interaction 

fusion is to integrate information from different modality data 

sources to enhance model performance, and this process is 

primarily categorized into early fusion and late fusion. Early 

fusion [32][33][34] also known as feature-level fusion, refers 

to the combination of different modalities of information 

through concatenation or addition operations during the 

feature extraction or feature construction phase of the model. 

After the fusion, the combined features represent the joint 

feature space of all modalities, enabling the model to consider 

information from different data sources simultaneously, with 

all features being equally output downstream for learning. 

Late fusion [35][36] also known as decision-level fusion, is 

where models for each modality are trained independently, 

learning and extracting features and information from their 

respective modalities. Each modality's data is first processed 

and analyzed independently, and the outputs of the same type 

are fused at the decision stage using operations such as 

summation, maximum, average, or dot product. 

3) Consistency alignment: The mismatch between 

different information modalities in news is a common source 

of error, such as discrepancies between images and text. By 

aligning data from various modalities, we ensure consistency 

and relevance within a unified representational space. Current 

research focuses on similarity comparison [20], semantic 

matching [37], entity alignment [18], and other alignment 

strategies [38] for detection. 

However, the aforementioned methods have the following 
shortcomings: 

 Feature extraction is susceptible to the influence of the 
distribution of certain news content. For instance, fake 
news is widely distributed in political and economic 
spheres and often contains a significant amount of pes-
simistic emotional content. To mitigate the impact of 
content bias resulting from data distribution, it is neces-
sary to capture common features that are insensitive to 
events and emotional changes. 

 Methods such as summation, splicing, and averaging for 
feature fusion are shallow, leading to information loss 
and redundancy of features; 

 Existing alignment methods have not explored the in-
consistent information between multimodal features, 
and there is a lack of correlation and interaction be-
tween different types of features. 

To address the aforementioned issues, the Multi-Reading 
Habits Fusion Adversarial Network (MHFAN) has been devel-
oped. Initially, during the feature extraction phase, the CLIP 
pre-trained model is utilized to capture salient features that 
support the detection task. Concurrently, a dual discriminator is 
employed to derive common features that are insensitive to 
event and emotional changes, thereby mitigating bias caused 
by data distribution. In the feature fusion phase, a Multi-
Reading Habits Fusion layer (MHF) is constructed to enhance 
feature interaction and achieve deep feature integration. Final-
ly, for consistency alignment, a Similarity Constraint Reason-
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ing layer (SCR) is designed to capture both consistencies and 
inconsistencies between different features, which is then ap-
plied to the task of fake news detection. 

III. THE PROPOSED MODEL 

The propose model, MHFAN, has a structure as shown in 
Fig. 1. 

A. Feature Representation 

The input for MHFAN consists of multimodal news (i.e., 
image and text content) and image descriptions (expanded 
from the image content using a pre-trained image2sentence 
model). For the multimodal news, the text content is represent-

ed as a text sequence 𝑇 ∈ ℝ𝑙𝑇×𝑑, and the sequence T is com-

posed of 𝑙𝑇  tokens, where each token 𝑡𝑖 = ℝ𝑑  is a d-
dimensional vector learned from the CLIP model. Then, using 
the CLIP model in the same way to learn the visual features of 
the image content from the spatial domain, we obtain the image 

feature vector 𝑉 ∈ ℝ𝑙𝑉×𝑑 of length 𝑙𝑉 in the last hidden layer. 

B. Multi-Reading Habits Fusion Layer(MHF) 

To achieve deep integration of multimodal features, the 
Multi-Reading Habits Fusion Layer (MHF) has been designed. 
Based on the differences in how people focus on multimodal 
information, three reading habits have been identified: "Focus 
on Image & Scan Text," "Scan Image & Focus on Text," and 
"Focus on Both Image and Text." In this context, "Focus" indi-
cates thorough reading, while "Scan" indicates cursory reading. 
Within the MHF, the initial embeddings of the unimodal in-
formation are considered as "Scan" behavior, while deeper 
encoding is regarded as "Focus" behavior. Consequently, MHF 
first constructs different unimodal encoding blocks and then 
designs a Multi-Reading Habit Interaction Block (MHI) to 
model the three types of interactions that occur when people 
read multimodal information. 
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(a) Image attention blocks.       (b) Text attention blocks. 

Fig. 2. The attention block is the basic unit that makes up the encoder. 

1) Text and Image encoder: To demonstrate the learning 
of dependencies between any two text tokens and any two 
image regions and to extract the intrinsic features of text and 

images, a Text&Image Encoder based on the self-attention 
mechanism has been constructed. 

The text encoder and the image encoder are attention net-
works formed by stacking their respective attention blocks, as 
shown in Fig. 2. The text attention block consists of a multi-
head attention mechanism and a feed forward network (FFN), 
connected through residual connections and layer normaliza-
tion (Add & Norm). The feed-forward neural network in the 
image attention block is replaced with a Multilayer Perceptron 
(MLP). The core of both encoders is the self-attention mecha-
nism, whose computation is illustrated as follows: 

𝐻 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉 (1) 

where, Q, K, and V represent the Query matrix, Key ma-
trix, and Value matrix, respectively. Here, Q=K=V=T, and 𝑑𝑘 
is equal to 𝑑/2 . To extensively learn richer text contextual 
information and image upper and lower regional information 
from different perspectives, the multi-head attention mecha-
nism projects the queries, keys, and values through m different 
linear projections, and then executes them in parallel. Finally, 
the processed results are integrated and projected to obtain a 
new representation, with the computation shown as follows: 

ℎ𝑒𝑎𝑑 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑞 , 𝐾𝑊𝑘 , 𝑉𝑊𝑣) (2) 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1 , …… , ℎ𝑒𝑎𝑑𝑚)(3) 

𝐸𝑇&&𝐸𝑉 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉)  (4) 

where, 𝑊 ∈ ℝ𝑑×𝑑  are trainable parameters. 𝐸𝑇 ∈ ℝ𝑙𝑇×𝑑  is 

the encoding of the news text content, and 𝐸𝑉 ∈ ℝ𝑙𝑉×𝑑 is the 
encoding of the news image content. 

2) Multi-reading habit interaction block (MHI): To model 

the interactive behaviors within each reading habit, the Multi-

Reading Habit Interaction Block (MHI) has been constructed 

based on the co-attention mechanism to learn the 

dependencies between multimodal information, as illustrated 

in Fig. 3. Taking "Focus text&Scan image" as an example, the 

MHI takes as input the pair < 𝐸𝑇 , 𝑉 >, The fusion logic of the 

MHI is described as follows: 

𝐻�̂� = 𝑁𝑜𝑟𝑚 (𝐸𝑇 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝐸𝑇(𝑉)

𝑇

√𝑑
)𝑉) (5) 

𝐻�̂� = 𝑁𝑜𝑟𝑚 (𝑉 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑉(𝐸𝑇)

𝑇

√𝑑
)𝐸𝑇) (6) 

𝐻𝑇
𝑓𝑡𝑠𝑖

= 𝑁𝑜𝑟𝑚(𝐻�̂� + 𝐹𝐹𝑁(𝐻�̂�))  (7) 

𝐻𝑉
𝑓𝑡𝑠𝑖

= 𝑁𝑜𝑟𝑚(𝐻�̂� + 𝐹𝐹𝑁(𝐻�̂�))  (8) 

𝐻𝑓𝑡𝑠𝑖 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐻𝑇
𝑓𝑡𝑠𝑖

, 𝐻𝑉
𝑓𝑡𝑠𝑖

)  (9) 

𝐻𝑓𝑡𝑠𝑖represents the integrated semantics of the interaction 
block specifically for the "Focus text&Scan image" reading 
habit. The integrated semantics for the "Focus image&Scan 

text" and "Focus image&Focus text" reading habits are 𝐻𝑓𝑖𝑠𝑡  

and 𝐻𝑓𝑖𝑓𝑡, respectively. 

Finally, the three reading habits are integrated to form a 
comprehensive fused representation of the multimodal news, 

denoted as 𝐻𝑀 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐻𝑓𝑡𝑠𝑖 , 𝐻𝑓𝑡𝑓𝑖 , 𝐻𝑓𝑖𝑠𝑡). 
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C. Similarity Constraint Reasoning Layer (SCR) 

To explore the consistency and inconsistency between dif-
ferent modal features, the Similarity Constraint Reasoning 
(SCR) layer has been designed from two perspectives. First, 
the Consistency Reasoning Block (CRB) is employed to inves-
tigate the consistency between image descriptions and unimod-
al features. Then, the Inconsistent Association Constraint (IAC) 
is introduced to capture the semantic deviations between uni-
modal features and multimodal fused features. 

1) Consistency Reasoning Block (CRB): Taking the 

consistency alignment between the image description 𝑆  and 

the textual features 𝐸𝑇  as an example, 𝑆  and 𝐸𝑇  are first 

projected into a shared latent space of the same dimension. 

𝐹𝑆 = tanh(𝑊𝑐𝑆 + 𝑏𝑐)  (10) 

𝐹𝑇 = tanh(𝑊𝑚𝐸𝑇 + 𝑏𝑚)  (11) 

where, 𝐹𝑆and 𝐹𝑇  represent the image description and the 
deep textual semantics in the shared space, respectively. Then, 
the image description 𝑄𝑠 = 𝑊𝑞𝐹𝑆 is used as the query and the 
deep textual feature 𝐾𝑇 = 𝑊𝑘𝐹𝑇 as the keys. Through the at-

tention weight matrix 𝐴𝐶𝑀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝑐𝐾𝑇
𝑇), the consisten-

cy between these two features is captured. The matrix 𝐴𝐶𝑀 
reflects the degree of attention that the query vector 𝑄𝑠 pays to 
the key vector 𝐾𝑇. 

𝐴𝐶𝑀 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝑐𝐾𝑇
𝑇)  (12) 

𝐼𝑆𝑇 = 𝐹𝑠 + 𝐴𝐶𝑀𝐹𝑇  (13) 

where, 𝐼𝑆𝑇represents the consistency aggregation vector be-
tween the description and the text, and the consistency aggre-
gation vector between the description and the vision, 𝐼𝑆𝑉, fol-
lows the aforementioned equation. 
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(a) Traditional co-attention mechanism. 
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(b) Multi-Reading Habit Interaction Block (MHI). 

Fig. 3. The architecture diagram of co-attention and our MHI. 

2) Inconsistent Association Constraint(IAC): The 

Inconsistent Association Constraint (IAC) is designed to 

measure the semantic deviation between unimodal and 

multimodal information in the news. It assesses the deviation 

between the unimodal aggregated vectors (𝐼𝑆𝑇  and 𝐼𝑆𝑉 ) and 

the multimodal fused semantics. Taking the deviation between 

𝐼𝑆𝑇 and 𝐻𝑀 as an example: 

𝑀𝑖,𝑗
𝑇𝑀 = cos(𝐼𝑖

𝑆𝑇 , 𝐻𝑗
𝑀)  (14) 

where 𝑀𝑖,𝑗
𝑇𝑀 ∈ ℝ𝑙𝑆𝑇×𝑙𝑀, 𝑙𝑆𝑇 and 𝑙𝑀 are the lengths of the list 

𝐼𝑆𝑇 and 𝐻𝑀respectively, and𝑀𝑇𝑀is the text multimodal devia-
tion matrix. In this way, 𝑀𝑉𝑀 represents the image multimodal 
deviation between 𝐼𝑆𝑉 and 𝐻𝑀. Subsequently, the two types of 
deviation matrices are passed to an MLP to obtain the overall 

semantic deviation 𝑀𝑎𝑙𝑙: 

𝑀𝑎𝑙𝑙 = 𝑀𝐿𝑃(𝑐𝑜𝑛𝑐𝑎𝑡(𝑀𝑇𝑀, 𝑀𝑉𝑀))  (15) 

Thus, the final multimodal fused features of the news are 
the comprehensive measure IM of the multimodal features, the 
consistency aggregated vectors, and the overall semantic devia-
tion: 

𝐼𝑀 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝐻𝑀 , 𝐼𝑆𝑉 , 𝐼𝑆𝑇 , 𝑀𝑎𝑙𝑙)  (16) 

D. Model Learning 

The model learning is accomplished by the Fake News De-
tector and the Event&Sentiment Discriminator. The former 
consists of a fully connected layer and a softmax layer, with the 
purpose of correctly classifying the news; the latter is com-
posed of a gradient reversal layer (GRL) and a fully connected 
layer, with the aim of accurately classifying the news events 
and sentiments. Both use cross-entropy to calculate the loss. 
The loss function 𝐿𝑓 for the Fake News Detector is defined as 

follows: 

𝐿𝑓 = −[𝑦𝑓log𝑃𝑓 + (1 − 𝑦𝑓)log(1 − 𝑃𝑓)] (17) 
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where, 𝑃𝑓 represents the predicted label, and 𝑦𝑓 is the true 

label. Similarly, the loss functions for the Event Discriminator 
and the Sentiment Discriminator are 𝐿𝑒 and 𝐿𝑠, respectively. 

In fact, due to the presence of the GRL, the Discriminator is 
inclined to maximize the loss function. A higher loss indicates 
that the feature distributions are similar, which eliminates the 
dependency on specific events or specific sentiments. The fea-
tures learned are common across different events or different 
sentiments. This sets up a minimax game with the Detector, 
which tends to minimize the objective function, establishing an 
adversarial relationship. The final loss function for the model is 
defined as: 

𝐿𝑓𝑖𝑛𝑎𝑙 = 𝐿𝑓 − 𝛼𝐿𝑒 − 𝛽𝐿𝑠  (18) 

where, the loss function parameters 𝛼  and 𝛽  are used to 
balance the losses between fake news detection and event and 
sentiment classification. 

IV. EXPERIMENTS 

A. Datasets and Data Preprocessing 

To verify the performance of MHFAN, experiments were 
conducted on two datasets: Weibo and Twitter. The Weibo 
dataset, proposed by Jin et al [39]., includes confirmed fake 
news verified by Sina Weibo's official platform from May 
2012 to January 2016, as well as real news verified by Xinhua, 
an authoritative Chinese news source. The Twitter dataset, 
proposed by Boididou et al. [40], is used to evaluate multimod-
al tasks on MediaEval. During the data preprocessing phase, 
duplicate images were removed, low-quality images were fil-
tered out, and punctuation, numbers, special characters, and 
short words were eliminated from the text. 

It was observed that in both the Weibo and Twitter multi-
modal datasets, the images and their corresponding text content 
were not entirely relevant and lacked some semantic infor-
mation to varying degrees. To address this issue, a pre- trained 
image2sentence model [41] was employed to generate brief 
descriptions of the images, thereby providing text information 
that aligns with the image content. This generated text was 
used to expand the textual content of the dataset and fill in the 
missing semantic information. Additionally, the SKEP model 
[42] was utilized to categorize the datasets into three emotional 
labels (positive, neutral, negative), and the Single-Pass method 
[43] was used to detect new events mentioned in the posts. 

B. Experimental Settings 

To prevent overfitting, the model parameters of CLIP were 
frozen during training on both the Twitter and Weibo datasets. 
In the embedding layer, the length of the text sequence was set 
to 128, and the length of the image representation was 197; the 
Text&Image Encoder had six attention heads and consisted of 
4 attention blocks; furthermore, the model was trained for 100 
epochs with a learning rate of 1e-5, and the batch size was set 
to 128. 

C. Evaluation Metrics 

The experiments utilized accuracy, precision, recall, and 
the F1 score to assess the performance of the proposed model. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (19) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (20) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (21) 

TABLE I.  COMPARISON RESULTS OF MHFAN WITH DIFFERENT BASELINE MODELS ON THESE TWO DATASETS 

Dataset Methods Accuracy 
Fake News True News 

Precision Recall F1 Precision Recall F1 

Twitter 

Visual-Only 0.590 0.580 0.540 0.560 0.600 0.640 0.620 

Text-Only 0.529 0.488 0.497 0.496 0.565 0.556 0.561 

Att-RNN 0.664 0.749 0.615 0.676 0.589 0.728 0.651 

EANN 0.648 0.810 0.498 0.617 0.584 0.759 0.660 

MVAE 0.745 0.801 0.719 0.758 0.689 0.777 0.730 

MCAN 0.809 0.889 0.765 0.822 0.732 0.871 0.795 

MEAN 0.780 0.690 0.840 0.760 0.870 0.740 0.800 

MHFAN 0.840 0.924 0.813 0.865 0.736 0.887 0.804 

Weibo 

Visual-Only 0.640 0.580 0.570 0.610 0.640 0.690 0.660 

Text-Only 0.640 0.741 0.573 0.646 0.651 0.798 0.711 

Att-RNN 0.772 0.854 0.656 0.742 0.720 0.889 0.795 

EANN 0.782 0.827 0.697 0.756 0.752 0.863 0.804 

MVAE 0.824 0.854 0.769 0.809 0.802 0.875 0.837 

MCAN 0.899 0.913 0.889 0.901 0.884 0.909 0.897 

MEAN 0.894 0.900 0.870 0.890 0.890 0.910 0.900 

MHFAN 0.905 0.887 0.931 0.909 0.925 0.877 0.901 
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𝐹1 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (22) 

where, TP: fake news forecast is fake; TN: real news pre-
dicted to be real; FP: real news that is predicted to be fake; FN: 
fake news predicted to be real. 

D. Performance Comparison 

MHFAN was compared with several advanced baselines, 
including both unimodal and multimodal models. 

1) Unimodal Models: 

a) Visual-Only: This model relies entirely on image 

information for subsequent classification, using a pre-trained 

VGG-19 model to extract image features. 

b) Text-Only: This model relies entirely on text 

information for subsequent classification, using Word2Vec 

combined with Text-CNN to extract text features. 

Multimodal Models: 

c) Att-RNN [39]: It employs a cross-modality attention 

mechanism to combine text, visual, and social context features. 

d) EANN [15]: While using pre-trained models to 

extract explicit features from the display, it constructs an event 

recognizer to obtain implicit common features. 

e) MVAE [44]: It uses an encoding-decoding paradigm 

to capture shared representations that include both visual and 

textual modalities. 

f) MCAN [14]: It integrates features from text, spatial 

domain, and frequency domain through deeply stacked co-

attention layers. 

TABLE II.  ABLATION ANALYSIS ON TWITTER AND WEIBO DATASETS 

Dataset Methods Accuracy 
Fake News True News 

Precision Recall F1 Precision Recall F1 

Twitter 

-Text 0.593 0.744 0.539 0.625 0.467 0.685 0.555 

-Image 0.678 0.789 0.666 0.723 0.552 0.699 0.617 

-Description 0.762 0.854 0.750 0.798 0.648 0.783 0.710 

-MHF 0.774 0.842 0.788 0.814 0.676 0.748 0.710  

-SCR 0.807 0.859 0.830 0.844 0.727 0.768 0.747 

-Adversarial 0.819 0.905 0.796 0.847 0.712 0.858 0.778 

MHFAN 0.840 0.924 0.813 0.865 0.736 0.887 0.804 

Weibo 

-Text 0.635 0.640 0.642 0.642 0.630 0.628 0.629 

-Image 0.669 0.673 0.681 0.677 0.666 0.657 0.661 

-Description 0.775 0.782 0.773 0.777 0.768 0.778 0.772 

-MHF 0.773 0.794 0.750 0.771 0.755 0.798 0.776 

-SCR 0.805 0.817 0.793 0.805 0.793 0.816 0.805 

-Adversarial 0.858 0.859 0.865 0.861 0.858 0.852 0.856 

MHFAN 0.905 0.887 0.931 0.909 0.925 0.877 0.901 

g) MEAN [45]: It utilizes a multimodal generator to 

enhance the latent discriminative feature representations of 

text and image modalities. 

The results are shown in Table I from which the following 
observations can be made: 

 Compared to the Visual-Only approach that solely relies 
on visual modality, Text-Only demonstrates a distinct 
advantage in the task of fake news detection. This sug-
gests that visual information has relatively limited ex-
pressiveness and struggles to provide semantic infor-
mation as rich as text. Therefore, in the task of fake 
news detection, the textual modality has been proven to 
be more effective than the visual modality, and better 
capable of distinguishing between true and fake news 
information. 

 Att-RNN achieves better performance than Visual-Only 
and Text-Only, indicating that the application of multi-
modal information is beneficial for detection; EANN 

constructs an event adversarial neural network and 
demonstrates strong performance in fake news detection 
tasks using explicit and implicit common features; 
MVAE surpasses EANN and Att-RNN in fake news de-
tection with the superior performance of its multimodal 
variational autoencoder; MEAN improves the model's 
performance by capturing and learning common fea-
tures of modalities and events through dual discrimina-
tors; MCAN's designed co-attention network shows su-
perior performance compared to MVAE and MEAN, 
indicating the effectiveness of capturing consistent se-
mantics between multimodal features. 

 Compared with the comparative model, the proposed 
MHFAN fake news detection model shows superiority 
in various indicators on Weibo and Twitter datasets. In 
the Twitter dataset, the accuracy of fake news detection 
increased by 3.5%. On the Weibo dataset, the recall rate 
of fake news detection increased by 4.2%. 
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E. Ablation Analysis 

1) Effectiveness of each component: To investigate the 

effectiveness of each component in MHFAN, five model 

variants were created: -Text, -Image, -Description, -MHF, -

SCR, and -Adversarial. These variants denote the removal of 

the following components: text representation, image 

representation, image description, the MHF, the SCR, and the 

adversarial network, respectively. 

The results of the ablation study are shown in TABLE II. , 
from which the following observations can be made: 

 The removal of different layers led to varying degrees 
of degradation, demonstrating the effectiveness of each 
component. 

 The -Text and -Image models performed weaker than 
MHFAN, confirming that relying solely on unimodal 
information is detrimental to detection. The -
Description model also saw a significant performance 
drop, indicating the importance of image descriptions 
for semantic expansion. 

 The performance of MHFAN without the MHF layer 
was significantly reduced, reflecting that modeling hu-
man reading habits can promote the tight integration of 
multimodal information; the absence of the SCR layer 
meant that MHFAN could not obtain the consistency 
and inconsistency of features between modalities, and 
its performance also plummeted. 

 The -Adversarial model experienced a decrease in pre-
cision of 1.9% and 2.8% on the Twitter and Weibo da-
tasets, respectively, illustrating the importance of cap-
turing implicit common features for fake news detection. 

2) Comparative analysis of multi-reading habits fusion 

layer: MHF is the method employed by MHFAN for deep 

feature fusion and includes two core mechanisms: Multi-

Reading Habits (MRH) and the Multi-Reading Habit 

Interaction Block (MHI). The MRH captures both deep and 

shallow features of different modalities, while the MHI 

achieves interactive fusion of features from these modalities. 

Comparative experiments were conducted under two 

conditions: one with MRH and one without MRH (w/o MRH). 

Three alternative methods were also tested to replace MHI: 

traditional co-attention [46], cross-attention [47], and a 

version without the MHI module (w/o MHI). 

In 0, it is observed that the removal of either MRH or MHI 
significantly degrades the performance of MHFAN. Under 
both conditions with MRH and without MRH (w/ MRH and 
w/o MRH), cross-att, co-att, and IAC all demonstrate superior 
performance compared to those without SCR (w/o SCR), indi-
cating the necessity for deep interaction between features of 
different modalities. Moreover, SCR outperforms the other 
three alternative methods, suggesting that SCR can enhance the 
interaction of each reading habit, thereby achieving a deeper 
multimodal feature fusion. Additionally, whether it is the alter-
native methods or IAC, the scenarios with MRH (w/ MRH) 
show better results than without MRH (w/o MRH), demon-
strating the importance of capturing deep and shallow features 
from different modalities. 

3) Comparative analysis of inconsistent association 

constraints: Several alternative methods to IAC within 

MHFAN were evaluated by replacing IAC, which captures 

feature inconsistency, with the following methods: -IAC 

(removal of the IAC module), KL-divergence, Euclidean 

distance, Orthogonality constraints [48], and RA-coherence 

[49]. 

The results, as shown in 0, indicate that compared to w/o 
IAC, all four variants perform better on both datasets, demon-
strating the importance of capturing semantic deviations be-
tween different modalities in multimodal fake news detection. 
Furthermore, IAC outperforms the four alternative methods on 
both datasets as well. IAC captures the inconsistency between 
news modalities by calculating the correlation matrices of the 
two modalities, while the other four methods focus more on the 
correlation between two types of features and lack an effective 
measurement of different feature distributions. This proves the 
superiority of IAC in handling semantic deviations. 

        
(a) On the Twitter dataset          (b) On the Weibo dataset 

Fig. 4. Comparison of performance of different ablation blocks in MHF. 
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(a)On the Twitter dataset         (b) On the Weibo dataset 

Fig. 5. Comparison of performance of different ablation blocks in IAC.

V. CASE STUDY 

To further illustrate the effectiveness of the proposed meth-
od, several cases from the Twitter dataset were selected for 
visualization. 

Image Visualization Text Image description 

  

A new fish 
discovered in 
Arkansas ( 
PIGFISH ) 

A fish with a head 
resembling a pig's 
face. 

  

Casual shark 
swimming 
passed a car 

There is a shark 
swimming in the 
water next to the 
car mirror. 

  

The original 
photo of Hur-
ricane Sandy 
over the Stat-
ue of Liberty 

There is a storm 
behind the Statue 
of Liberty that 
looks like a cat 
face. 

Fig. 6. Visualization case of twitter dataset. 

From Fig. 6, it is evident that MHFAN effectively captures 
features within images and aligns semantically with the corre-
sponding text and image descriptions. In the first example, 
MHFAN identified the body of the fish and the face of a pig in 
the image, even though the text did not directly mention pigs, 
underscoring the importance of image descriptions for seman-
tic expansion. In the second example, MHFAN adeptly focused 
on the shark and the rearview mirror in the image, achieving 
semantic alignment with both the text and the image descrip-
tion. The third example similarly demonstrates the model's 
strengths in feature extraction and consistent semantic align-
ment. 

VI. CONCLUSION 

The dissemination of fake news not only undermines the 
credibility of news media but also negatively affects the online 
information environment. The spread of false information se-
verely impedes the healthy development of social media plat-

forms. In response to the existing issues in multimodal fake 
news detection, the Multi-Reading Habits Fusion Adversarial 
Network (MHFAN) has been developed, and its effectiveness 
has been extensively tested and verified on two datasets. Future 
work aims to refine MHFAN by incorporating factual data 
from search engines and metadata associated with news articles. 
This enhancement strategy is expected to bolster the network's 
resilience and expand its applicability to a wider range of sce-
narios. 
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Abstract—In 2023, Indonesia experienced an increase 

Industrial oil palm plantations grew by 116,000 hectares in 2023, 

an increase of 54% from the previous year. Oil palm is one of the 

main agricultural commodities in Indonesia, with a significant 

contribution to the national economy. However, manually 

mapping and monitoring oil palm land is still a big challenge. 

This manual process is labor-intensive, time-consuming and 

costly. In addition, the accuracy of the data generated is often 

inadequate, especially in identifying the actual crop condition 

and land area. Remote sensing (RS) provides extensive and 

comprehensive data on oil palm land and crop conditions 

through satellite and drone imagery. In this research, a method 

of mapping oil palm plantations is proposed using medium 

resolution sentinel satellite imagery data that is widely available 

and has adequate spatial resolution. In addition, it is proposed to 

implement the artificial intelligence (AI) method with deep 

learning (DL) using the UNet classifier which has been proven in 

previous studies to provide sufficient accuracy. The research will 

develop a DL model/architecture with ResNet-34 and ResNet-50 

backbones that are expected to further improve the accuracy of 

segmentation results so that it can be used in oil palm land 

mapping. The research concluded that semantic segmentation 

using the UNet classifier with ResNet-34 and ResNet-50 

backbone produced F1 scores of 0.89 and 0.922, respectively. The 

accuracy obtained at the inference/deployment model stage for 

each ResNet-34, and ResNet-50 backbone was 88.8% with an 

inference duration of 10 minutes and 91.8% with an inference 

duration of 20 minutes. 

Keywords—Deep learning; UNet; ResNet; oil palm; semantic 

segmentation 

I. INTRODUCTION 

High-resolution data on oil palm plantations, covering 
23.98 million hectares worldwide. This includes 16.66 ± 0.25 
million hectares of industrial plantations and 7.59 ± 0.29 
million hectares of smallholder plantations [1]. In 2023, 
Indonesia experienced an increase Industrial oil palm 
plantations grew by 116,000 hectares in 2023, a 54% increase 
from the previous year [2]. Oil palm is one of the main 
agricultural commodities in Indonesia, with a significant 
contribution to the national economy. However, manually 
mapping and monitoring oil palm land is still a big challenge. 
This manual process is labor-intensive, time-consuming and 
costly. In addition, the accuracy of the data produced is often 
inadequate, especially in identifying the actual crop condition 
and land area. To overcome these challenges, RS technology 

offers a more efficient and accurate solution. Using satellite 
imagery and drones, RS can provide more comprehensive and 
real-time data on oil palm land conditions. This technology 
enables faster and more accurate mapping, identification of 
land changes, and continuous monitoring of crop health [3]. In 
addition, RS can also reduce operational and labor costs, and 
improve overall productivity and land management [4]. 

One increasingly popular approach to oil palm mapping 
and monitoring is the use of RS technology combined with AI 
[5]. RS provides extensive and comprehensive data on oil palm 
land and crop conditions through satellite and drone imagery. 
However, the volume and complexity of the data generated 
often require sophisticated analysis methods. This is where the 
role of AI becomes crucial. AI, through techniques such as 
machine learning (ML) and DL, can process and analyze RS 
data more efficiently and accurately than conventional methods 
[6]. The implementation of AI in oil palm mapping involves 
various stages, from plant detection and classification, land 
area measurement, to plant health monitoring and yield 
prediction. Using AI algorithms, RS data analysis can be done 
quickly and provide more accurate results, which in turn 
supports better and sustainable management decisions [7]. 

Based on the facts from a recent study, the mapping of oil 
palm using medium resolution RS data from Planet satellite 
imagery with SPPNet – UNet (DL Algorithm) and semantic 
segmentation approaches has only reached a maximum 
accuracy of 73.63 percent [8] and it is very possible to be 
developed using different DL algorithms with equivalent 
resolution RS data. The purpose of the research that has been 
done is to implement AI, especially with DL algorithms by 
comparing ResNet-34 and ResNet-50 feature extraction on the 
UNet classifier. The data used is from medium resolution 
satellite imagery sentinel-2 which can be obtained for free with 
the case of industrial oil palm plantation areas in West 
Kalimantan, Indonesia. 

The main structure of this paper consists of an introduction 
section that discusses the main problems of the research, a 
previous work section that discusses recent research on 
mapping oil palm with satellite image data using AI, a 
methodology section that discusses datasets and DL methods 
on feature extraction that are compared, a research results 
section that is discussed with previous research and the last 
section as a conclusion of the research. 
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II. PREVIOUS WORKS 

The use of DL for mapping oil palm plantations using 
remote sensing has three main issues that were discussed in 
previous research which include DL for oil palm plantation 
mapping, performance and accuracy and sustainability and 
management. DL research for oil palm plantation mapping has 
been conducted by [9] [10] [11] [8] [12]. DL-based semantic 
segmentation approaches, such as the residual channel 
attention network (RCANet), have been proposed for mapping 
oil palm plantations from high spatial-resolution satellite 
images by [9] that use of deep convolutional neural network 
(DCNN) frameworks. Xception-based detection networks have 
been explored for robust detection of oil palm plantations using 
RS images by [10]. Other researchers [11] specifically used a 
DL algorithm called UNet with ultra-high resolution 
multispectral imagery to identify, segment, and map oil palm 
canopy in a large forest area and a DL approach with optimized 
spatial pyramid pooling (SPP) units has been proposed for 
automatic segmentation of oil palm plantation areas using 
satellite imaging [8]. A DL-based framework has been 
proposed for oil palm tree detection and counting using high-
resolution RS images, achieving over 96% accuracy in 
detecting oil palm trees [12]. 

Performance and Accuracy aspects, as specifically 
observed by previous researchers [9], [10], [12], [13], [14][14] 
The proposed DL methods have shown high overall accuracy 
(OA) and mean intersection-over-union (mean IoU) ranging 
from 95.27% to 98.96% [9], [10], [12], [13] DL approaches 
have demonstrated higher accuracy in oil palm tree detection 
compared to traditional machine learning methods such as 
support vector machines (SVM) [14].  As for the issue of 
Sustainability and Management, it has been the object of 
discussion in research by [9] and [15]. RS technology, 
particularly DL-based approaches, is crucial for sustainable 
management of oil palm plantations, enabling accurate 
detection, mapping, and monitoring of plantation areas [10], 
[15] In conclusion, the use of DL in RS for mapping oil palm 
plantations has shown promising results in terms of accuracy 
and sustainability, offering a valuable tool for land planning 
and management in the context of oil palm cultivation. 

Based on the use case approach used by previous 
researchers, there are generally two main approaches, namely 
tree detection as in [10] [12] [14] [15] and semantic 
segmentation such as [8], [9], [11], [13], which is also the 
approach used in this research. Previous research conducted by 
[11] and [9] using the semantic segmentation approach showed 
high accuracy results of 95.5% and 95.27% using high-
resolution image datasets, namely GeoEye and Quickbird. The 
use of high-resolution imagery in mapping oil palm plantations 
can cause high operational costs so it is necessary to find a 
more efficient way by using widely available low-resolution 
satellite imagery as research by [9] which uses Google Earth 
Imagery. Previous researcher [9], using the residual channel 
attention network (RCANet) model until now has only 
achieved maximum accuracy results at 90.58% which is very 
possible to be improved by using different DL models with 
image datasets with relatively the same resolution as the widely 
available Sentinel 2 imagery. A summary of the results of 

previous research relevant to the research conducted is as can 
be seen in Table I. 

TABLE I. PREVIOUS RESEARCH ON OIL PALM MAPPING USING DEEP 

LEARNING WITH REMOTE SENSING DATA 

No Author 

and 

Year 

Dataset Model Accuracy Use case 

1 Dong et 

al, 2019 

Google 

Earth high 
spatial-

resolution 

image  

Residual 

Channel 
Attention 

Network 

(RCANet) 

90.58 

(IoU) 

Semantic 

Segmentation 

2 Jie, B.X, 
et al, 

2020 

Planet 
satellite 

imagery 

XceptionNet 98.96 Tree 
Detection 

3 Wagner, 
F.H, 

2020 

GeoEye 
satellite 

UNet 95.5% Semantic 
Segmentation 

4 Abdani, 

S.R, 

2021 

Planet 

satellite 

imagery  

SPPNet - 

UNet 

73.63 

(IoU) 

Semantic 

Segmentation  

5 Li, W, 

2018 

QuickBird 

satellite 

LeNet 96% Tree 

Detection 

6 Dong et 
al, 2019 

QuickBird 
images and 

Google 
Earth 

Images 

Deep CNN 
and fully 

connected 
conditional 

random 

fields (CRF) 

95.27% Semantic 
Segmentation 

7 Khalid 
et al, 

2022 

UAV 
Imagery 

CNN and 
SVM 

91% Tree 
Detection 

8 Pravista 
DS, 

2023 

Aerial 
photograph 

Yolo V5 78,5% Tree 
Detection 

III. METHODOLOGY 

The research methodology for model development are 
comprises five principal stages including data input, data pre-
processing (labeling, crop image, stride image and mosaic 
image), model training and testing, and final evaluation (Fig. 
1). 

 
Fig. 1. Flowchart of the research implementation especially in model 

development. 
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A. Dataset 

This study uses image data with RGB bands 3,4,5 from 
Sentinel imagery as the data source. Sentinel-2 is an Earth 
observation mission from the Copernicus Programme that 
acquires optical imagery at high spatial resolution (10 m to 60 
m) over land and coastal waters. Multi-spectral imagery of the 
data consists of 13 bands in the visible, near infrared, and 
short-wave infrared part of the spectrum. The determination of 
the research location is carried out in several stages, the first is 
to observe national land use data dominated by oil palm 
plantation areas and the second is to determine based on low 
cloud cover conditions to ensure the analysis process to be 
carried out is not disturbed by cloud cover. In the end, West 
Kalimantan Province, Indonesia was chosen as the research 
area (Fig. 2). The study area is directly adjacent to Malaysia 
Serawak in the east. 

Dataset Sentinel could be downloaded at the following 
link:https://browser.dataspace.copernicus.eu/?zoom=11&lat=1.
29593&lng=109.59892&themeId=DEFAULT-
THEME&visualizationUrl=https%3A%2F%2Fsh.dataspace.co
pernicus.eu%2Fogc%2Fwms%2Fa91f72b5-f393-4320-bc0f-
990129bd9e63&datasetId=S2_L2A_CDAS&fromTime=2023-
07-18T00%3A00%3A00.000Z&toTime=2023-07-
18T23%3A59%3A59.999Z&layerId=1_TRUE_COLOR 

 
Fig. 2. Map of Indonesia (a) and Research Area in West Kalimantan in 

center coordinate 109.4258990°E 1.3221402°N (b). 

B. Method 

The next research step after data and research location are 
determined is pre-processing, training/testing model and finally 
evaluation model. The labeling process by digitizing polygons 
of oil palm areas based on the visual appearance of sentinel 
imagery. This labeling process is carried out by researchers 
who are experts and could have the ability to visually 
distinguish between certain land uses and oil palm land classes. 
The digitized polygons will then become the masking area in 
the label data and will become class 1 for oil palm and 0 for 
non-palm oil areas. Pre-processing activities include dividing 
images into 256x256 pixels to create the label data and then we 

step down to 128x128 and transform and rotate images. It will 
get 2460 image chips in these activities. 

The training DL model approach used is semantic image 
segmentation with a focus on comparing ResNet models to see 
the performance of these models for use in mapping using 
medium resolution image data from sentinel. In this research 
will compare UNet [16] with two backbone ResNet-34 (Fig. 3 
(a)) and ResNet-50 (Fig. 3 (b)). Selecting ResNet-34 and 
ResNet-50 based on previous research conducted by [17]. 
UNet Model using with skip connection because it enhances 
precision and detail semantic segmentation outputs. It 
improves resolution in high resolution image when decoding 
process [18]. 

 

 

 
Fig. 3. UNet Model (a) with ResNet-34 (a) and ResNet-50 (b) Architecture. 

C. Model Evaluation 

Model evaluation was conducted using precision, recall, 
and F1 score evaluation metric. Precision, recall (Fig. 4) and 
F1 score is calculated using the following formula: 

 
Fig. 4. Confusion matrix and formula for precision, recall and F1 score [19]. 

For the loss function calculate using the following formula: 
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Fig. 5. Binary cross-entropy loss function formula [19]. 

This formula (Fig. 5) is derived from Cross Entropy (CE) 
Loss formula because in this research use two classes, palm 
and not palm class. ti and si are the ground truth and the CNN 
score for each class I in C. 

IV. RESULT AND DISCUSSION 

A. Training and Validation Model 

This stage aims to train the deep learning model that will be 
selected based on the image chips + label data that has been 
created in the previous stage. Training model process uses Intel 
Core i9 14900K, Nvdia RTX 4070 super and 32Gb Memory. 
NVDIA RTX 4070 super has 12Gb dedicated memory and 
support CUDA processing. 

Given that in the exporting stage the type of deep learning 
semantic segmentation has been determined, then 
automatically in this stage, ArcGIS Pro will present several 
algorithm libraries for the purpose of semantic segmentation 
only. the entire dataset, 80% of the data is used for the training 
process and the remaining 20% is used for model validation. 
The model was set with a maximum of 20 epoch iterations with 
the UNet model and different batch sizes for ResNet-34 and 
ResNet-50 of 8 and 4 batch sizes, respectively. Training is the 
longest stage in the whole flow of deep learning modeling with 
semantic segmentation for oil palm plantation delineation. 
Determine of time and number of epochs in experiment 
conducted based on model convergence. Although in this 
experiment it is set in 100 epochs. As rough information, the 
training process for an area of 3.62 million hectares, 20 epochs, 
with backbone ResNet-34 took 10 hours and 40 minutes. The 
training process for an area of 3.62 million hectares, 10 epochs, 
with backbone ResNet-50 took 17 hours. This stage also 
drained the GPU resources the most. In the ResNet-50 
modeling, the resources used were 10.5/15 GB dedicated GPU. 

 
Fig. 6. ResNet 34 training and validation result. 

There are two main pieces of information displayed in the 
evaluation metric (Table II and Fig. 6), the loss function and 
the precision, recall, and f1 score evaluation metric tables. The 
loss function graph shows the amount of error generated from 
the model, both on training and validation data. The smaller the 
loss function value, the smaller the resulting error. A good 
model is a model that has a small loss function value and a 
curve that coincides between training and validation data (not 
overfitting). The second information is the evaluation metrics 
of precision, recall, and f1 score. These three metrics are 
generated by comparing prediction data and label data and are 
suitable for data with imbalance distribution. Precision is 
calculated by considering false positives, while recall is 
generated if false negative results in the model are considered. 
Meanwhile, if false positives and false negatives are equally 
important then the f1 score metric can be used. The higher it is 
(closer to 1), the better the model will be. In Fig. 6, users can 
focus on the f1 score for class 1 (oil palm class). The rapid 
decrease in loss value and of course the significant increase in 
accuracy value to reach the convergent value only takes 10 
minutes using the ResNet-34 model and 20 minutes using 
ResNet-50. The model processing duration becomes only 10 
minutes if the working area is reduced to 10km2. Training and 
validation of the model were run for 31 epochs for ResNet-34 
and 39 for ResNet-50 until the model converged. Running the 
model with ResNet-34, the training loss decreased significantly 
at the 5th epoch with the highest accuracy of 89 percent at the 
25th epoch (Fig. 6). As for the ResNet-50 model, the training 
loss decreased significantly at the 11th epoch with the highest 
accuracy of 91 percent at the 37th epoch before converging at 
the 39th epoch (Fig. 8). The precision, recall and F1 values for 
the model with ResNet-34 are 0.910251; 0.883118 and 
0.896479. 

 
Fig. 7. Groundtruth (a) Dan prediction result using ResNet-34 Model 

Architecture. 

Based on Fig. 7, there are several areas that are lost in 
prediction. In Fig. 7(a), the ground truth is a real object that 
was mapped, and other images are predicted result from 
experiment (Fig. 7(b). It is different between them, so the 
model has been working slightly well to determine the real oil 
palm area. 

The precision, recall and F1 values for the model with 
ResNet-50 are 0.903093; 0.943048 and 0.922638 (see Fig. 7). 

On Fig. 9 we could see difference between ground truth 
and prediction on ResNet-50. We could see the model could 
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perform well. In Fig. 9 (b), we could see there are area that in 
prediction is classified as oil palm and in ground truth is not. In 
the same figure we could see that several areas are missing in 
prediction. Experiment with ResNet-50 shows missing area in 
prediction is less than ResNet-34. The result could be said that 
the accuracy of the ResNet-50 is better than ResNet-34 in case 
for oil palm mapping. 

 

Fig. 8. ResNet-50 training and validation result. 

 
Fig. 9. Groundtruth (a) Dan prediction (b) result using ResNet-50 Model 

Architecture. 

B. Inference / Deployment Model 

After the training models are run, the next step is to 
evaluate the results of each ResNet model including the 
evaluation of the duration of the inference process. By using 
Sentinel satellite data specifically with RGB using band 4, 
band 3 and band 2. Based on the results table, ResNet-50 is 3% 
more accurate than ResNet-34 with 88.8% and 91.8% accuracy 
values, respectively (Table II). ResNet 50 takes more time to 
process because it has many layers in backbone. This seems to 
be influenced by the larger number of layers in ResNet-50 
compared to the ResNet-34 model. 

TABLE II. AVERAGE ACCURACY AND INFERENCE DURATION OF 

RESNET-34 AND RESNET-50 

Backbone Accuracy Inference Duration 

ResNet-34 88.8% 10 Minutes 

ResNet-50 91.8% 20 Minutes 

The accuracy results of the two models in the experiment 
reached a smaller value than the previous research which 
achieved 95.5% accuracy using the same deep learning model 
[11]. This is very rational because the study used GeoEye 
satellite data which has a spatial resolution of 0.5 meters 
compared to the Sentinel satellite used in this experiment 
which has a spatial resolution of 10 meters. However, the 
accuracy results achieved from experiments with both ResNet 
models are still better than [8] research, which used SPPNet 
with UNet using satellite images with relatively the same 
resolution, where the accuracy results obtained were 73.63%. 
The accuracy of the experiment results, especially those using 
the ResNet-50 model, shows a significant increase when 
compared to the research conducted by study [9] which 
achieved an accuracy value of 90.58%. 

 
Fig. 10. Comparison result groundtruth (a), ResNet-34 (b) and ResNet-50 (c) 

Model. 

In this study, a comparison was conducted between Ground 
truth (Fig. 10 (a)) and UNet with ResNet-34 and ResNet-50. 
Which in fact showed that in the ResNet-34 model there were 
still many areas that were not segmented in the prediction and 
in ResNet-50 there were fewer missing areas than ResNet-34. 
This proves that the results of the ResNet-50 model are more 
accurate than the ResNet-34 model (see Fig. 10(b) and Fig. 10 
(c)). 

C. Model Limitation Using Sentinel-2 

The iteration results of DL semantic segmentation 
modeling showed some important findings. The results of four 
iterations produced the best model with accuracy/F1 Score 
values of 0.80 (iteration 3) and 0.72 (iteration 4). The results of 
these iterations show that the creation and implementation of 
the DL semantic segmentation model on Sentinel 2 imagery is 
only sensitive to detecting the characteristics of regular oil 
palm plantations. The captured oil palm plantation patterns 
include plantation areas planted in a checkerboard or 
rectangular pattern (large plantation areas) and a hilly 
plantation area pattern characterized by a twisted appearance. 
The model was also able to distinguish regular oil palm 
plantation areas from non-saw palm plantation/agricultural 
areas (e.g. Industrial Plantation Forest (HTI) areas, sugarcane 
plantation areas, rice fields, and fishponds). 
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Meanwhile, the categories of oil palm plantations in the 
form of expanses and community oil palm plantation areas 
(small squares scattered and merging with non-palm 
vegetation) are quite difficult to detect. The addition of labels 
for the overlay and community oil palm categories caused the 
F1 Score results in iteration 4 to decrease compared to the 
results of iteration 3. This strengthens the evidence that 
Sentinel 2 imagery has difficulty detecting overlay and 
community oil palm plantation areas. The decrease in F1 Score 
value in iteration 4 also does not necessarily indicate that the 
overall model is worse than the previous iteration. This 
decrease occurred because many labels of overlaying palms 
were not detected. But for other palm areas the results are still 
as good as the previous iteration model. 

Study results from [20] and [21] show that the capability of 
Sentinel 2 in identifying oil palm plantation areas has 
limitations due to a reduction in spatial resolution. The best 
spatial resolution of Sentinel 2 imagery at 10 meters proved 
statistically less capable of identifying plantation/agricultural 
areas well because the minimum recommended scale for 
plantation/agricultural mapping purposes is 5 meters. At a scale 
of 10 meters, the appearance of un-patterned oil palm 
plantation areas is very difficult to capture and distinguish by 
the Sentinel 2 image sensor. 

In addition, it is also mentioned in the academic journal by 
[21] that the spatial resolution of Sentinel 2 imagery is more 
suitable for object-based mapping than pixel-based mapping. 
This is relevant to the findings from the results of iteration 4.2 
which show that the Sentinel 2 model is very sensitive to 
detecting oil palm plantation areas with specific planting 
patterns (object-based) but not sensitive to detecting oil palm 
plantation areas and community oil palms (not object/pixel-
based). 

D. Future Work and Recommendations 

For future research, there are several aspects that can be 
improved, namely regarding input datasets, model 
development, and metrics for evaluating model output. For 
datasets, future research can use satellite imagery with very 
high resolution or UAV/drone data. For model development, 
future research can use semantic segmentation models other 
than UNet or other classifier models. For evaluation, it is 
necessary to add an evaluation matrix for other segmentation 
results such as ROC or AUC. It is also necessary to evaluate by 
comparing the results with real conditions in the field. 

V. CONCLUSION 

Medium-resolution satellite imagery such as Sentinel 2 and 
with a semantic segmentation approach using the UNet DL 
algorithm, can be well implemented for mapping in industrial 
oil palm plantations. 

This study compares the results of segmentation of oil palm 
plantation areas with a semantic segmentation approach using 
the UNet classifier with the ResNet-34 and ResNet-50 
backbone, the F1 score results are 0.89 and 0.922, respectively. 
The accuracy obtained at the inference/deployment model 
stage of each ResNet-34 and ResNet-50 backbone is 88.8% 
with an inference duration of 10 minutes and 91.8% at an 
inference duration of 20 minutes. 

The results of the DL semantic segmentation modeling 
iteration show that the creation and implementation of the DL 
semantic segmentation model on Sentinel 2 imagery is only 
sensitive to detecting the characteristics of oil palm plantations 
with regular large square patterns and distinguishes them well 
from other land uses but is difficult for community oil palm 
plantation patterns which tends to be regular but with smaller 
patterns. 

ACKNOWLEDGMENT 

This work is supported by Bina Nusantara University as a 
part of Bina Nusantara University’s BINUS International 
Research - Applied entitled “Mapping Oil Palm Plantation 
Area with Deep Learning Semantic Segmentation Approach” 
with contract number: 097/VRRTT/VII/2024 and contract date 
02 Juli 2024. 

REFERENCES 

[1]  A. Descals, S. Wich, E. Meijaard, D. L. A. Gaveau, S. Peedell, and Z. 
Szantoi, “High-resolution global map of smallholder and industrial 
closed-canopy oil palm plantations,” Earth Syst Sci Data, vol. 13, no. 3, 
pp. 1211–1231, Mar. 2021, doi: 10.5194/essd-13-1211-2021. 

[2]  The TreeMap, “2023 Marks a Surge in Palm Oil Expansion in 
Indonesia,” Nusantara Atlas. Accessed: May 29, 2024. [Online]. 
Available: https://nusantara-atlas.org/2023-marks-a-surge-in-palm-oil-
expansion-in-indonesia/ 

[3]  O. Danylo et al., “A map of the extent and year of detection of oil palm 
plantations in Indonesia, Malaysia and Thailand,” Sci Data, vol. 8, no. 1, 
Dec. 2021, doi: 10.1038/s41597-021-00867-1. 

[4]  D. B. Situmorang, “The Role of Remote Sensing Technology in 
Sustainable Palm Oil Management.,” in Proceedings of the Indonesian 
Geospatial Conference, 2021, pp. 102–114. 

[5]  D. Purnamasari, “Artificial Intelligence for Palm Oil Plantation 
Mapping: A Review.,” Journal of Agricultural Informatics, vol. 12, no. 
3, pp. 89–104, 2021. 

[6]  B. I. Setiawan and S. Heryanto, “Integrating Remote Sensing and 
Artificial Intelligence for Sustainable Oil Palm Management.,” 
Indonesian Journal of Geospatial Information, vol. 18, no. 1, pp. 45–60, 
2022. 

[7]  L. Abdullah and Z. Husin, “Application of Machine Learning in Remote 
Sensing for Oil Palm Plantation Mapping and Monitoring.,” J Environ 
Sci Eng, vol. 14, no. 2, pp. 45–60, 2020. 

[8]  S. R. Abdani, M. A. Zulkifley, and N. Hani Zulkifley, “Analysis of 
Spatial Pyramid Pooling Variations in Semantic Segmentation for 
Satellite Image Applications,” in 2021 International Conference on 
Decision Aid Sciences and Application (DASA), IEEE, Dec. 2021, pp. 
397–401. doi: 10.1109/DASA53625.2021.9682339. 

[9]  R. Dong, W. Li, H. Fu, M. Xia, J. Zheng, and L. Yu, “Semantic 
segmentation based large-scale oil palm plantation detection using high-
resolution satellite images,” in Automatic Target Recognition XXIX, T. 
L. Overman and R. I. Hammoud, Eds., SPIE, May 2019, p. 12. doi: 
10.1117/12.2514438. 

[10]  B. X. Jie, M. A. Zulkifley, and N. A. Mohamed, “Remote Sensing 
Approach to Oil Palm Plantations Detection Using Xception,” in 2020 
11th IEEE Control and System Graduate Research Colloquium, 
ICSGRC 2020 - Proceedings, Institute of Electrical and Electronics 
Engineers Inc., Aug. 2020, pp. 38–42. doi: 
10.1109/ICSGRC49013.2020.9232547. 

[11]  F. H. Wagner et al., “Regional mapping and spatial distribution analysis 
of Canopy palms in an Amazon forest using deep learning and VHR 
images,” Remote Sens (Basel), vol. 12, no. 14, Jul. 2020, doi: 
10.3390/rs12142225. 

[12]  W. Li, R. Dong, H. Fu, and L. Yu, “Large-scale oil palm tree detection 
from high-resolution satellite images using two-stage convolutional 
neural networks,” Remote Sens (Basel), vol. 11, no. 1, Jan. 2019, doi: 
10.3390/rs11010011. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

420 | P a g e  

www.ijacsa.thesai.org 

[13]  R. Dong et al., “Oil palm plantation mapping from high-resolution 
remote sensing images using deep learning,” Int J Remote Sens, vol. 41, 
no. 5, pp. 2022–2046, Mar. 2020, doi: 10.1080/01431161.2019.1681604. 

[14]  N. Khalid and N. A. Shahrol, “Evaluation the Accuracy of Oil Palm 
Tree Detection Using Deep Learning and Support Vector Machine 
Classifiers,” in IOP Conference Series: Earth and Environmental 
Science, Institute of Physics, 2022. doi: 10.1088/1755-
1315/1051/1/012028. 

[15]  D. S. Prasvita, A. M. Arymurthy, and D. Chahyati, “Deep Learning 
Model for Automatic Detection of Oil Palm Trees in Indonesia with 
YOLO-V5,” in Proceedings of the 8th International Conference on 
Sustainable Information Engineering and Technology, New York, NY, 
USA: ACM, Oct. 2023, pp. 39–44. doi: 10.1145/3626641.3626924. 

[16]  O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional 
networks for biomedical image segmentation,” in Lecture Notes in 
Computer Science (including subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics), Springer Verlag, 
2015, pp. 234–241. doi: 10.1007/978-3-319-24574-4_28. 

[17]  Y. Heryadi, E. Irwansyah, E. Miranda, and others, “The effect of resnet 
model as feature extractor network to performance of deeplabv3 model 
for semantic satellite image segmentation. 2020 IEEE Asia-Pacific 
Conference on Geoscience, Electronics and Remote Sensing Technology 
(AGERS), 74-77,” 2020. 

[18]  H. Huang et al., “UNet 3+: A Full-Scale Connected UNet for Medical 
Image Segmentation,” in ICASSP 2020 - 2020 IEEE International 
Conference on Acoustics, Speech and Signal Processing (ICASSP), 
2020, pp. 1055–1059. doi: 10.1109/ICASSP40776.2020.9053405. 

[19]  D. Ramos, J. Franco-Pedroso, A. Lozano-Diez, and J. Gonzalez-
Rodriguez, “Deconstructing cross-entropy for probabilistic binary 
classifiers,” Entropy, vol. 20, no. 3, Mar. 2018, doi: 10.3390/e20030208. 

[20]  B. Vajsová, D. Fasbender, C. Wirnhardt, S. Lemajic, and W. Devos, 
“Assessing spatial limits of Sentinel-2 data on arable crops in the context 
of checks by monitoring,” Remote Sens (Basel), vol. 12, no. 14, Jul. 
2020, doi: 10.3390/rs12142195. 

[21]  F. Löw and G. Duveiller, “Defining the spatial resolution requirements 
for crop identification using optical remote sensing,” Remote Sens 
(Basel), vol. 6, no. 9, pp. 9034–9063, 2014, doi: 10.3390/rs6099034.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

421 | P a g e  

www.ijacsa.thesai.org 

Enhancing Customer Experience Through Arabic 

Aspect-Based Sentiment Analysis of Saudi Reviews

Razan Alrefae, Revan Alqahmi, Munirah Alduraibi, Shatha Almatrafi, Asmaa Alayed 

College of Computing, Umm Al-Qura University, Makkah, Saudi Arabia 

 

 
Abstract—Big brands thrive in today's competitive 

marketplace by focusing on customer experience through 

product reviews. Manual analysis of these reviews is labor-

intensive, necessitating automated solutions. This paper conducts 

aspect-based sentiment analysis on Saudi dialect product reviews 

using machine learning and NLP techniques. Addressing the lack 

of datasets, we create a unique dataset for Aspect-Based 

Sentiment Analysis (ABSA) in Arabic, focusing on the Saudi 

dialect, comprising two manually annotated datasets of 2000 

reviews each. We experiment with feature extraction techniques 

such as Part-of-Speech tagging (POS), Term Frequency-Inverse 

Document Frequency (TF-IDF), and n-grams, applying them to 

machine learning algorithms including Support Vector Machine 

(SVM), Random Forest (RF), Naive Bayes (NB), and K-Nearest 

Neighbors (KNN). Our results show that for electronics reviews, 

RF with TF-IDF, POS tagging, and tri-grams achieves 86.26% 

accuracy, while for clothes reviews, SVM with TF-IDF, POS 

tagging, and bi-grams achieves 86.51% accuracy. 

Keywords—Customer experience; Arabic natural language 

processing; sentiment analysis; Arabic Aspect-Based Sentiment 

Analysis; online reviews; review analytic; e-commerce; business 

owners 

I. INTRODUCTION 

Ensuring customer satisfaction is crucial for businesses of 
all sizes, with successful companies like Amazon thriving on 
their customer-centric approaches [1]. Analyzing online 
reviews helps manufacturers identify areas for improvement, 
leading to increased customer satisfaction and sales. For 
example, a major appliance manufacturer saw a 17% sales 
increase after addressing complaints identified through online 
reviews. However, manual analysis of these reviews is time-
consuming and labor-intensive [2]. This paper addresses the 
challenge of sentiment analysis in Arabic, specifically focusing 
on Saudi dialects, by developing a unique dataset and 
evaluating the performance of various machine learning 
algorithms. Existing research on Arabic Aspect-Based 
Sentiment Analysis (ABSA) is limited, particularly in the 
Saudi context, making it difficult to establish a robust baseline 
or conduct comprehensive comparisons. 

To fill this gap, we created two datasets of 2000 reviews 
each, manually annotated for sentiment analysis. We employed 
feature extraction techniques such as Term Frequency-Inverse 
Document Frequency (TF-IDF) and Part-of-Speech (POS) 
tagging, and tested machine learning algorithms including 
Support Vector Machine (SVM), Random Forest (RF), Naive 
Bayes (NB), and K-Nearest Neighbors (KNN). This approach 
allows us to navigate the linguistic diversity of Saudi Arabian 
dialects effectively. 

Recent research in aspect-based sentiment analysis (ABSA) 
within Arabic contexts has provided valuable insights and 
methodologies, as evidenced by a number of notable works in 
the field. 

Mir et al. [3] focused on developing a model for aspect-
based opinion mining tailored to social reviews, which are 
typically longer and more complex than product reviews. The 
model focuses on auto-tagging and data training, defining 
feature sets, and utilizing a dictionary. Achieving an accuracy 
of 98.17% with precision, recall, and F1 scores of around 96%, 
the proposed model outperforms CR and Naïve Bayes 
classifiers. Future work aims to identify implicit aspects and 
refine aspect-wise sentiment analysis without relying on 
dictionaries. 

In 2022, researchers aimed to support Saudi government 
efforts by analyzing user reviews on governmental mobile 
applications [4]. The labeled dataset underwent preprocessing, 
and features like supervised lexicon weights, TF-IDF, terms 
frequency matrix (TFM), and terms document matrix (TDM) 
were extracted. Using a supervised automatic sentiment 
lexicon, these features were weighted for each record. Four 
classifiers were employed and trained, with the highest 
accuracy recorded for DT (59.92%), KNN (78.46%), NB 
(54.78%), and SVM (55.38%). 

In 2022, a sentiment analysis on customer satisfaction with 
logistics services in Saudi Arabia's private and public sectors 
during the COVID-19 pandemic was conducted [5]. Using a 
lexicon-based approach, 67,124 tweets were classified as 
positive, negative, or neutral, with preprocessing involving text 
cleaning and tokenization. The TF-IDF algorithm was 
employed to adjust word weights, and an SVM classifier 
achieved an average accuracy of 82% in 3-class classification, 
along with 81% precision and 80% recall. 

Researchers aimed to assess customer opinions on mobile 
banking applications for updates and maintenance [6]. They 
manually collected an Arabic dataset and applied four ML 
techniques (NB, KNN, DT, and SVM). The NB model stood 
out, achieving 89.65% accuracy, 88.08% recall, 88.25% 
precision, and an f-score of 88.25%. 

In 2023, researchers analyzed over 120,000 Arabic reviews 
on telecommunications services in Saudi Arabia [7]. They 
employed a machine learning approach, utilizing the SVM 
model for sentiment analysis. The study identified many 
factors influencing customer sentiments and recommendations 
for improvement were provided. 
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Research on ABSA in Arabic is advancing, but only a few 
NLP techniques have been tested on proposed machine 
learning models. In preprocessing, some studies treat negation 
words as stop words, which can misrepresent context, and 
disregard natural polarities, harming model performance. 
Datasets in literature have limitations like restricted 
availability, small size, domain specificity, imbalance, and 
being collected from non-Arabic sources or single regions, 
affecting generalizability. They often prioritize Modern 
Standard Arabic over dialects and use labor-intensive 
techniques. Our study addresses these gaps by applying diverse 
preprocessing and feature extraction techniques to evaluate 
their impact on model accuracy, addressing Saudi dialect 
complexities and resource scarcity in Arabic compared to 
English. The dataset has been carefully collected and prepared 
to enhance the training process. 

II. BACKGROUND 

Natural language processing (NLP) is a branch of Artificial 
Intelligence (AI) that enables computers to understand, 
generate, and manipulate human language [8]. 

The linguistic challenges of Arabic in NLP are significant 
due to its dynamic nature, including lexical changes, regional 
variations, and context-dependent interpretations [9].  With 
over 400 million Arabic speakers [10], the diversity in dialects 
complicates the development of universally effective NLP 
applications. Arabic’s rich morphology, where prefixes and 
suffixes alter meanings, and its orthographic connectedness, 
where a letter's form changes with its position, further 
complicate NLP tasks [11]. Additionally, diacritical marks, or 
"harakat," create orthographic ambiguity. A shortage of large-
scale, high-quality labeled data for Arabic, crucial for training 
accurate supervised learning models, combined with the need 
for diverse labeled data to account for dialectal variations, 
hinders the advancement of Arabic NLP [12]. Sentiment 
Analysis (SA) uses NLP techniques to classify the polarity of 
text such as documents or review as positive, negative, or 
neutral. SA operates at four levels: document-level analysis 
determines overall polarity, sentence-level analysis classifies 
sentences as subjective or objective, and aspect-based analysis 
evaluates an object's features to determine the polarity of each, 
considering the context of opinion words. Aspect-based 
summarization aggregates opinions and attributes to 
summarize feedback and derive insights [13]. ABSA includes 
tasks such as Aspect Term Extraction, Aspect Term Polarity, 
Aspect Category Identification, and Aspect Category Polarity, 
as demonstrated in the sentence: " ،حلو الستايل والقماش حلو وخفيف
 The style is nice and the fabric is nice") "بس اللون مو نفس الصورة
and light, but the color is not the same as the picture"). 
Machine learning approaches for SA include supervised, 
unsupervised, and semi-supervised learning, lexicon-based 
methods, rule-based approaches, and deep learning [14–16]. 
These techniques, particularly deep learning, which uses neural 
networks, offer superior performance in NLP tasks. 

III. METHODOLOGY 

In this work, we aim to enhance customer experience by 
conducting aspect-based sentiment analysis on reviews written 
in the Saudi Arabian dialect. As depicted in Fig. 1, the 

methodology involves data collection and annotation, cleaning 
and preprocessing, feature extraction, algorithm selection, and 
model training. 

 
Fig. 1. Schematic representation of the research methodology. 

A. Data Collection and Annotation 

Due to the lack of established datasets, we manually 
collected 4000 product reviews (2000 electronics, 2000 
clothing) in Saudi dialects [17], ensuring relevance and 
accuracy. Reviews were sourced from platforms like Amazon, 
Jarir Bookstore, Shein, Noon, and Twitter (X). Annotation 
involved labeling aspects such as quality, battery, and price for 
electronics, and size, color, and fabric for clothing, assigning 
sentiment scores of '1' (positive), '-1' (negative), or '0' (neutral). 
We focused on the four most recurring features for each 
category to streamline model input, maintaining a balanced 
sentiment distribution. During the training phase, we manually 
conducted term extraction and polarity assignment for the 
highest accuracy. Each review was carefully annotated by 
identifying specific aspects and marking their presence with 
binary indicators, as well as recording the overall polarity of 
each review as positive, negative, or neutral. To enhance 
reliability and objectivity, we split the researchers into two 
groups who cross-reviewed each other's annotations, ensuring 
thorough validation. This rigorous process ensured the 
accuracy and reliability of the annotations, thus enhancing the 
overall performance of our sentiment analysis models. 

B. Cleaning and Preprocessing 

Cleaning and preprocessing are crucial for enhancing data 
quality in complex languages like Arabic. We removed null 
values, emojis, punctuation, symbols, English letters, Arabic 
diacritics, and stop words (while preserving those essential for 
opinion comprehension). Tokenization and stemming were 
applied, and specific Arabic characters were normalized. This 
thorough approach ensures dataset robustness and reliability, 
aligning with scientific rigor for meaningful analysis. Fig. 2 
and Fig. 3 illustrate the datasets before and after cleaning. 

 
Fig. 2. Electronics dataset before and after cleaning. 
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Fig. 3. Clothes dataset before and after cleaning. 

C. Feature Extraction 

Feature extraction converts raw text into numerical vectors, 
which are crucial for machine learning models in aspect-based 
sentiment analysis. We implemented Part-of-Speech (POS) 
tagging using the NLTK library to assign grammatical 
categories to words, aiding in contextual analysis [18]. The 
POS tagging addresses the complexity of Arabic morphology 
and contextual forms by understanding the grammatical 
structure of sentences and identifying sentiment-carrying parts 
of speech such as adjectives and adverbs. N-gram models, 
which group contiguous words, capture the sequence of terms, 
providing features like unigrams and bigrams [19]. These 
models handle dialectal variation and morphological richness 
by recognizing and interpreting various expressions and 
phrases that convey sentiment. Additionally, Term Frequency-
Inverse Document Frequency (TF-IDF) assesses term 
importance in the corpus, transforming words into numerical 
values for better model input [20]. The TF-IDF technique 
highlights the importance of words within a document relative 
to their frequency across a corpus, identifying key sentiment-
bearing terms while reducing the influence of common, less 
informative words. These combined techniques—TF-IDF, POS 
tagging, and unigrams and bigrams—significantly contribute to 
overcoming the linguistic and morphological challenges of 
Arabic sentiment analysis, resulting in a more robust and 
accurate model. 

It is crucial to emphasize that establishing a strong 
foundational model is essential for advancing research and 
practical applications in the field of sentiment analysis. Our 
primary goal was to create a robust yet straightforward model 
that could be easily understood and implemented by 
researchers and practitioners in the field. Traditional machine 
learning techniques and simpler models provide more 
transparency and interpretability compared to the complex 
architectures of Word2Vec and BERT. Additionally, this study 
aimed to establish a baseline using traditional methods and 
ensure they were thoroughly evaluated before moving on to 
more complex models. Future work can build upon this 
baseline by incorporating Word2Vec, BERT, or other 
advanced techniques to further enhance performance. 

D. Algorithm Selection 

For the analysis, we chose algorithms that, based on our 
comprehensive research, have shown potential in handling the 
linguistic and structural complexities of the Arabic language, 
which can differ from those encountered in English text 
analysis. Our aim was to experiment with various algorithms 
and NLP techniques to identify those that would perform 

aspect-based sentiment analysis on Arabic texts with high 
accuracy. The selection of algorithms was guided by the results 
of our literature review (LR), which highlighted the top-
performing algorithms in existing research. Consequently, we 
selected the top four algorithms from the LR results and tested 
them with our new benchmark datasets. In the following 
subsections, we provide a detailed description of each 
algorithm, outlining the rationale for their selection and why 
they are well-suited for our research. 

1) Support Vector Machine: Support Vector Machine 

(SVM) is a popular supervised learning algorithm used for 

both classification and regression. It categorizes data points by 

mapping them to a high-dimensional feature space and aims to 

find a hyperplane that serves as the optimal decision 

boundary, maximizing the margin between classes. The data 

points closest to this boundary are known as support vectors, 

which play a crucial role in defining the hyperplane’s position 

[12]. 

The choice of the kernel function is critical for the SVM 
algorithm's performance. The kernel is a mathematical function 
used to transform data for finding the hyperplane. It is 
beneficial to experiment with different kernel functions—
namely, linear, polynomial, radial basis function (RBF), and 
sigmoid—to determine the best model for each case, as each 
function involves different algorithms and parameters. 

2) Random Forest: The Random Forest algorithm is a 

popular machine learning technique for classification and 

regression tasks. It is an ensemble learning method that 

combines the predictions of multiple decision trees to enhance 

accuracy. In a random forest, an ensemble of decision trees is 

created, where each tree is trained on a random subset of the 

training data and considers only a subset of the features at 

each split. During prediction, each tree provides its predictions 

independently, and the final prediction is determined by a 

majority vote (for classification) or an average (for regression) 

of all individual tree predictions [11]. We chose the Random 

Forest algorithm because it is particularly effective with high-

dimensional datasets, which is important for our project due to 

the multiple aspects we consider within each category. 

3) Naïve Bayes: The Naïve Bayes classifier is a 

supervised learning algorithm that belongs to the generative 

learning algorithms group. It is a probabilistic classifier based 

on Bayes' Theorem [12], making probability assignments 

based on prior knowledge of conditions related to the 

predicted event. The "Naïve" aspect of the algorithm refers to 

its assumption that features are independent, meaning the 

presence of one feature does not affect the presence of 

another. This assumption, while simplifying computation and 

allowing for fast predictions, may not reflect real-world 

complexities. Despite its simplicity, Naïve Bayes is effective 

for text classification problems, commonly used in Natural 

Language Processing (NLP). It calculates the probability of 

each tag for a given piece of text and selects the tag with the 

highest probability. This makes it well-suited for categorizing 

sentiments related to specific aspects within reviews. 
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4) K-nearest Neighbors: The K-nearest neighbors (KNN) 

algorithm is a technique for supervised machine learning 

applicable to both classification and regression problems. It 

operates on the principle that similar objects or instances are 

located near each other. To be effective, the KNN algorithm 

relies on the assumption that the notion of similarity holds 

true. The algorithm uses mathematical principles, such as 

calculating distances between points on a graph, to measure 

similarity. The Euclidean distance, or straight-line distance, is 

a popular method for this measurement. Selecting the 

appropriate K value for KNN requires an iterative process to 

minimize errors and ensure accurate predictions with new 

data. A higher K value is often beneficial for data with outliers 

or significant noise. It is advisable to choose an odd number 

for K to avoid classification ties [24]. 

In NLP and sentiment analysis, KNN is a straightforward 
yet powerful tool. Given that textual data often exists in high-
dimensional space due to a large vocabulary, measuring 
distances between text vectors can help classify sentiments or 
topics. Texts with similar word patterns or sentiments are 
closer in this space. For sentiment analysis, if the majority of 
the 'k' nearest text instances have a positive sentiment, the new 
text is likely classified as positive, and vice versa. However, 
due to high-dimensionality, considerations such as 
dimensionality reduction and careful feature extraction are 
crucial for effective KNN performance in NLP tasks [25]. 

In addition to the insights gained from the literature review, 
we performed a 10-fold cross-validation to ensure the 
reliability of our experimental findings and to avoid overfitting. 
Cross-validation is a technique that involves dividing the 
dataset into distinct parts or folds, using each fold once as a 
validation set while the rest serve as the training set. This 
thorough evaluation method enables us to assess the model's 
performance across various subsets of the data, providing a 
more accurate estimate of its ability to generalize. By using 10-
fold cross-validation, we aimed to confirm that our models not 
only fit the training data well but also perform effectively on 
unseen data. This rigorous validation approach enhances the 
reliability of our results and highlights the robustness of our 
conclusions. The results of the cross-validation are detailed in 
Table I, providing a clear overview of the model performances 
across different folds. 

TABLE I. SUMMARY OF 10-FOLD CROSS VALIDATION 

Combination Algorithm Electronics 

Dataset 

Clothes 

Dataset 

TF-IDF SVM 83.03% 84.92% 

TF-IDF+POS SVM 82.96% 85.03% 

TF-IDF+Bigrams SVM 81.71% 84.04% 

TF-IDF+Trigrams SVM 80.50% 82.91% 

TF-IDF + POS + Bi-grams SVM 81.79% 83.81% 

TF-IDF + POS + Tri-grams SVM 80.58% 82.79% 

TF-IDF RF 81.86% 84.82% 

TF-IDF+POS RF 82.13% 83.48% 

TF-IDF+Bi-grams RF 82.36% 85.02% 

TF-IDF + Tri-grams RF 81.82% 84.79% 

TF-IDF + POS + Bi-grams RF 81.99% 83.61% 

TF-IDF + POS + Tri-grams RF 80.91% 83.25% 

TF-IDF NB 74.69% 72.90% 

TF-IDF+POS NB 74.69% 71.11% 

TF-IDF+Bi-grams NB 75.04% 73.29% 

TF-IDF + Tri-grams NB 74.55% 73.01% 

TF-IDF + POS + Bi-grams NB 74.08% 71.41% 

TF-IDF + POS+ Tri-grams NB 73.74% 71.35% 

TF-IDF KNN 76.81% 73.11% 

TF-IDF+POS KNN 74.37% 71.79% 

TF-IDF+Bi-grams KNN 68.92% 68.94% 

TF-IDF + Tri-grams KNN 53.91% 68.60% 

TF-IDF + POS + Bi-grams KNN 69.49% 71.43% 

TF-IDF + POS + Tri-grams KNN 57.10% 71.61% 

E. Training Phase 

We used a linear kernel for SVM after testing both linear 
and polynomial kernels to ensure optimal performance. The 
models were trained on two datasets: electronic product 
reviews and clothing product reviews. We experimented with 
six feature extraction combinations, including TF-IDF, Part-of-
Speech tagging, and bi-grams and tri-grams, to determine the 
best approach for enhancing model accuracy. 

F. Implementation of Aspect-Based Sentiment Analysis 

We deployed the models with the highest accuracy. For 
electronics, the Random Forest model predicted overall 
sentiment and four specific aspects: quality, usage, price, and 
size, leveraging its multi-output capability. For clothing, five 
SVM models were deployed to predict overall sentiment and 
four aspects: fabric, color, style, and size, since SVM is a 
single-output classifier. The models and TF-IDF vectorizer 
were serialized using Python's pickle library to enable 
predictions on new data without retraining. Applied to a 
preprocessed dataset, the models predicted product aspects 
with high accuracy, as detailed in the Experiments section. 

All preprocessing and feature extraction combinations are 
summarized in Table II, Fig. 4, and Fig. 5. 

TABLE II. SUMMARY OF PREPROCESSING AND FEATURE EXTRACTION 

COMBINATIONS 

Combination Algorithm Electronics 

Dataset 

Clothes 

Dataset 

TF-IDF SVM 70.9375% 85.8075% 

TF-IDF+POS SVM 83.25% 85.3975% 

TF-IDF+Bigrams SVM 71.0625% 77.685% 

TF-IDF+Trigrams SVM 81.0625% 69.45% 

TF-IDF + POS + Bi-grams SVM 84.0625% 86.5075% 
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TF-IDF + POS + Tri-grams SVM 83.625% 86.39% 

TF-IDF RF 82.3791% 85.1075% 

TF-IDF+POS RF 82.1246% 83.4112% 

TF-IDF+Bi-grams RF 83.2675% 84.3457% 

TF-IDF + Tri-grams RF 82.6335% 84.1705% 

TF-IDF + POS + Bi-grams RF 72.9643% 84.1705% 

TF-IDF + POS + Tri-grams RF 86.2595% 82.5934% 

TF-IDF NB 84.3125% 82.651% 

TF-IDF+POS NB 83.1875% 82.418% 

TF-IDF+Bi-grams NB 83.875% 82.9425% 

TF-IDF + Tri-grams NB 83.125% 82.359% 

TF-IDF + POS + Bi-grams NB 82.9375% 82.593% 

TF-IDF + POS+ Tri-grams NB 83.062% 82.593% 

TF-IDF KNN 77.5575% 74.4775% 

TF-IDF+POS KNN 76.405% 73.715% 

TF-IDF+Bi-grams KNN 64.64% 72.255% 

TF-IDF + Tri-grams KNN 71.8025% 67.875% 

TF-IDF + POS + Bi-grams KNN 76.4075% 74.53% 

TF-IDF + POS + Tri-grams KNN 64.5775% 71.67% 

 
Fig. 4. Preprocessing and feature extraction combinations for clothes 

dataset. 

 
Fig. 5. Preprocessing and feature extraction combinations for electronic 

dataset. 

IV. EXPERIMENTS 

In this experiment, the primary objective is to establish a 
benchmark for the main contribution of this work, which is the 
new datasets in the Saudi dialect. It is important to emphasize 
that while this study provides a foundational benchmark, future 
research can conduct extensive hyperparameter tuning or 
explore different approaches to enhance the performance of the 
algorithms with these datasets. 

A. Models Evaluation 

Researchers evaluated the trained models and reviewed 
each algorithm with the best feature extraction combinations 
for each dataset. Accuracy was used as the performance metric. 
Six combinations of feature extraction techniques were 
applied: TF-IDF alone, TF-IDF with POS, with bi-grams, with 
tri-grams, TF-IDF with POS and bi-grams, and TF-IDF with 
POS and tri-grams. Table II shows that for electronics, 
Random Forest using TF-IDF, POS, and tri-grams achieved the 
highest accuracy of 86.2595%. For clothes, SVM with TF-IDF, 
POS, and bi-grams scored the highest accuracy at 86.5075%. 
SVM achieved 84.0625% for electronics and 86.5075% for 
clothes. Random Forest had an accuracy of 86.2595% for 
electronics and 85.1075% for clothes. Naïve Bayes scored 
84.3125% for electronics and 82.9425% for clothes. KNN 
registered 78.43% for electronics and 75.87% for clothes. 
These results highlight the importance of feature extraction 
combinations and domain-specific challenges in sentiment 
analysis. 

B. SVM Performance 

Table III shows the performance of the SVM classifier for 
aspect-based sentiment analysis on Electronics and Clothes 
datasets. For electronics reviews, SVM using TF-IDF, POS, 
and bi-grams showed varied performance. Quality aspect had 
moderate results with 67.50% accuracy and recall, and a 
66.97% F1-score. Usage aspect improved with 78.75% 
accuracy and recall, and a 76.70% F1-score. Size and Price 
aspects excelled with over 95% accuracy and recall, and F1-
scores of 94.72% and 94.31%, respectively. Average metrics 
for the SVM electronics model were 84.0625% accuracy and 
recall, and 83.175% F1-score. 

For clothes reviews, using the same extraction techniques, 
SVM performed consistently well. Style aspect achieved 
84.35% accuracy and recall, and an 82.87% F1-score. Fabric 
aspect followed with 84.11% accuracy and recall, and an 
84.04% F1-score. Size aspect showed 87.62% accuracy and 
recall, and an 87.07% F1-score, while Color aspect excelled 
with 89.95% accuracy and recall, and an 89.32% F1-score. The 
average metrics were 86.5075% accuracy and recall, and an 
85.825% F1-score. 

TABLE III. THE BEST FEATURES COMBINATION FOR EACH DATASET FOR 

SVM 

Dataset Combination Accuracy F1-score Recall 

Electronics TF-IDF + POS + 
Bi-grams 

84.0625% 83.175% 84.0625% 

Clothes TF-IDF + POS + 

Bi-grams 

86.5075% 85.825% 86.5075% 
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C. RF Performance 

Table IV illustrates the performance of the RF classifier on 
Electronics and Clothes datasets. In electronics reviews, RF 
using TF-IDF, POS, and tri-grams excelled: Quality (60.55% 
accuracy and recall, 58.70% F1-score), Usage (94.91% 
accuracy and recall, 92.11% F1-score), Size (94.65% accuracy 
and recall, 93.76% F1-score), and Price (94.75% accuracy and 
recall, 93.34% F1-score). Average metrics were 86.2595% 
accuracy and recall, and 84.4775% F1-score. For clothes 
reviews, RF performed well: Style (83.18% accuracy and 
recall, 80.17% F1-score), Fabric (82.01% accuracy and recall, 
81.82% F1-score), Size (87.62% accuracy and recall, 87.27% 
F1-score), and Color (87.62% accuracy and recall, 86.21% F1-
score), with average metrics of 85.1075% accuracy and recall, 
and 83.8675% F1-score. 

TABLE IV. THE BEST FEATURES COMBINATION FOR EACH DATASET FOR 

RF 

Dataset Combination Accuracy F1-score Recall 

Electronics TF-IDF + POS + 
Tri-grams 

86.2595% 84.4775% 86.2595% 

Clothes TF-IDF 85.1075% 83.8675% 85.1075% 

D. NB Performance 

The performance of the NB classifier on Electronics and 
Clothes datasets is illustrated in Table V. In electronics 
reviews, NB using TF-IDF showed: Quality (74.00% accuracy 
and recall, 68.19% F1-score), Usage (80.75% accuracy and 
recall, 72.85% F1-score), Size (95.50% accuracy and recall, 
93.30% F1-score), and Price (87.00% accuracy and recall, 
81.42% F1-score). Average metrics were 84.3125% accuracy 
and recall, and 78.94% F1-score. For clothes reviews, NB with 
TF-IDF and bi-grams performed: Style (81.31% accuracy and 
recall, 72.93% F1-score), Fabric (73.13% accuracy and recall, 
64.17% F1-score), Size (89.95% accuracy and recall, 85.20% 
F1-score), and Color (87.38% accuracy and recall, 81.50% F1-
score). Average metrics were 82.9425% accuracy and recall, 
and 75.95% F1-score. 

TABLE V. THE BEST FEATURES COMBINATION FOR EACH DATASET FOR 

NB 

Dataset Combination Accuracy F1-score Recall 

Electronics TF-IDF 84.3125% 78.94% 84.3125% 

Clothes TF-IDF + Bi 

grams 

82.9425% 75.95% 82.9425% 

E. KNN Performance 

Table VI shows the performance of the KNN classifier for 
aspect-based sentiment analysis on Electronics and Clothes 
datasets, using accuracy, F1-score, and recall as metrics. The 
classifier achieved reasonable accuracy: 77.56% for 
Electronics with TF-IDF and 74.53% for Clothes with POS + 
bi-gram + TF-IDF. However, lower F1-scores and recall rates 
suggest an imbalance between precision and recall, indicating 
many false negatives. Optimization may require retraining with 
different parameters, alternative feature sets, or exploring other 
classification algorithms. 

TABLE VI. THE BEST FEATURES COMBINATION FOR EACH DATASET FOR 

KNN 

Dataset Combination Accuracy F1-score Recall 

Electronics TF-IDF 77.56% 50.25% 49.83% 

Clothes POS+Bi-gram + 

TF-IDF 

74.53% 55.66% 51.33% 

V. DISCUSSION AND FUTURE WORK 

As discussed earlier in the previous section, the models 
were implemented using four machine learning algorithms, 
three feature extraction techniques were applied with six 
different combinations, and one metric was used for 
performance measurement. To maintain a reliable performance 
for the models, two categories of products were analyzed: 
electronics and clothes. Despite this selection being devoted to 
a certain scope of data, it implies that there is potential to 
expand the research scope to other product categories, e.g., 
food, offering a broader understanding of sentiment patterns 
across various domains. While the evaluation process of the 
models is meticulous, it is not without its limitations. Further 
enhancements in model accuracy could potentially be achieved 
if additional feature extraction techniques were explored. 
Future research endeavors should consider exploring different 
algorithms and additional sophisticated techniques, and 
consider the exploration of other performance metrics, aiming 
to develop a more subtle and holistic understanding of model 
efficacy in aspect-based sentiment analysis. 

VI. CONCLUSION 

In an era dominated by data, effectively analyzing customer 
reviews is essential for product success. Our research focused 
on product reviews in Saudi Arabian dialects, a relatively less 
explored area in sentiment analysis. We performed aspect-
based sentiment analysis on online product reviews utilizing 
machine learning algorithms with NLP techniques and 
provided a thorough experimentation to highlight their 
effectiveness. We collected and preprocessed two datasets 
from the clothing and electronics sectors, each with 2000 
reviews, implementing techniques like tokenization, stemming, 
and normalization to prepare the data for training the model for 
the analysis. Our experiments tested four machine learning 
algorithms (SVM, RF, NB, KNN) across six combinations of 
feature extraction methods (TF-IDF, POS tagging, n-grams), 
finding the RF algorithm with TF-IDF, POS tagging, and tri-
grams combination the most effective for electronics reviews at 
an average accuracy of 86.2595% per aspect, and the SVM for 
clothing reviews using TF-IDF, POS tagging, and bi-grams at 
86.5075% average accuracy for every aspect. 
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Abstract—This study employs a range of machine learning 

models to forecast crude oil prices in Morocco, including Linear 

Regression, Random Forest, Support Vector Regression (SVR), 

XGBoost, ARIMA, Prophet and Gradient Boosting. Among 

these, SVR demonstrated the highest accuracy with an RMSE of 

1.414. Additionally, the ARIMA and Prophet models were 

evaluated, yielding RMSEs of 2.46 and 1.41, respectively. An 

ensemble model, which combines predictions from all the 

individual models, achieved an RMSE of 2.144, indicating robust 

performance. Projections for 2024-2027 show a rising trend in 

crude oil prices, with the SVR model forecasting 21.91 MAD in 

2027, and the ensemble model predicting 14.47 MAD. These 

findings underscore the effectiveness of ensemble learning and 

advanced machine learning techniques in producing reliable 

economic forecasts, offering valuable insights for stakeholders in 

the energy sector. 
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I. INTRODUCTION 

Forecasting crude oil prices is a crucial research topic, not 
only for producing countries but also for importers like 
Morocco. Fluctuations in oil prices have profound 
repercussions on the global economy, affecting production 
costs, consumer prices, energy policies, and investment 
strategies. In Morocco, specifically, the price of crude oil 
directly influences public and private spending, the 
transportation sector, and household purchasing power. 
Therefore, accurately anticipating oil price trends is essential 
for developing robust and sustainable economic policies. 

Traditionally, oil price forecasting models have relied on 
classical statistical and economic methods, such as ARIMA 
(Autoregressive Integrated Moving Average) models [1] or 
VAR (Vector Autoregression) models [2]. While these 
methods have provided useful results, they often have 
limitations in terms of accuracy and ability to capture the 
complex nonlinearities and dynamic interactions present in oil 
price data. Recent advances in machine learning offer new 
perspectives for improving these forecasts by leveraging more 
sophisticated and adaptive techniques. 

Machine learning allows for the processing of large 
amounts of data and the modeling of complex relationships that 
may be difficult to capture with traditional approaches. Models 
such as Linear Regression, Random Forest, Support Vector 

Regression (SVR), XGBoost, and Gradient Boosting can adapt 
to different data structures and provide more accurate forecasts. 
Moreover, ensemble learning techniques [3], which combine 
the predictions of multiple models, can further enhance the 
robustness and reliability of forecasts by reducing the risk of 
errors associated with an individual model. 

In this study, we focus on applying various machine 
learning techniques to predict annual crude oil prices in 
Morocco. We selected a diverse set of models to capture 
different characteristics of the data and compare their 
performance in terms of predictive accuracy. Our objective is 
to identify the best-performing model for Moroccan data and 
explore the potential benefits of ensemble learning. 

To achieve this, we used a historical dataset on crude oil 
prices in MAD (Moroccan dirham), covering several years. We 
preprocessed the data to ensure its quality and consistency, 
including handling missing values and standardizing variables. 
The selected models include Linear Regression, Random 
Forest, Support Vector Regression (SVR), XGBoost, ARIMA, 
Prophet and Gradient Boosting. Each model was evaluated 
using the Root Mean Squared Error (RMSE) to measure the 
accuracy of the predictions. 

Our results indicate that Support Vector Regression (SVR) 
offers the best individual performance with an RMSE of 1.414, 
outperforming the other models. Additionally, we developed an 
ensemble model by combining the predictions from all 
individual models to create a weighted average forecast. This 
ensemble approach achieved an RMSE of 2.144, 
demonstrating increased robustness compared to most 
individual models. 

Forecasts for the period 2024-2027, derived from the 
ensemble model, suggest a steady upward trend in crude oil 
prices in Morocco. Starting at 13.28 MAD in 2024, the 
predicted values gradually increase each year, reaching 14.47 
MAD by 2027. This consistent growth pattern, as illustrated in 
Fig. 3, reflects the ensemble model’s capability to provide a 
balanced and comprehensive view of future trends. The gradual 
increase from 13.28 MAD to 14.47 MAD implies a stable 
environment with continuous, albeit modest, enhancements, 
highlighting the robustness of the ensemble approach in 
mitigating individual forecasting errors and uncertainties. 

These results emphasize the importance of ensemble 
learning for obtaining balanced and reliable forecasts. The 
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advanced machine learning and ensemble techniques used in 
this study provide valuable tools for Moroccan policymakers, 
enabling them to better anticipate price fluctuations and 
develop more informed and resilient economic and energy 
strategies. Accurate crude oil price predictions are essential for 
strategic planning, risk management, and decision-making in 
the energy sector. 

The remainder of the paper is structured as follows: Section 
II reviews the current literature on forecasting crude oil prices 
in Morocco. Section III outlines the methodology employed in 
this study. Section IV presents the empirical results, followed 
by a discussion in Section V. Finally, Section VI offers 
conclusions and directions for future research. 

II. RELATED WORK 

Forecasting crude oil prices and energy demand in 
Morocco is a crucial topic for the country's economic and 
energy planning. Numerous studies have explored this field 
using various methodologies and approaches. Among the key 
works, Nafil et al. (2020) [4] compared different methods for 
forecasting energy demand, concluding that the temporal 
causality method is the most effective. Kharbach and Chfadi 
(2018) [5] examined the relationship between oil prices and 
electricity production, revealing a significant impact of crude 
oil prices on the latter. Ifleh et al. (2022, 2023) [6, 9] explored 
the use of technical indicators for stock market forecasting with 
promising results. Ayyadi and Maaroufi (2018) [7] proposed 
diffusion models for the emerging electric vehicle market. 
Other studies have focused on the impact of global factors. 
Adekoya et al. (2021) [8] analyzed the influence of the global 
financial cycle and oil prices on stock returns of African oil-
exporting countries. Benali and Lahboub (2024) [10] 
demonstrated the effectiveness of machine learning techniques 
in modeling stock prices in the energy sector. El Bahi et al. 
(2022) [11] developed a dynamic harmonic regression model 
for fuel price forecasting. Lahrech et al. (2017) [12] examined 
the impact of oil shocks on the Moroccan financial market, 
while Nasreddin et al. (2023) [13] compared regression and 
machine learning models for fossil energy demand forecasting. 
These studies confirm the importance of using advanced 
methods to improve forecast accuracy in the energy and 
financial sectors. They also highlight the challenges of 
forecasting crude oil prices, a crucial element for Morocco's 
economic and energy planning. 

Research on forecasting crude oil prices and energy 
demand in Morocco is of great importance for effective 
resource management and informed economic planning. The 
use of advanced methods and the exploration of new factors 
influencing these markets are essential to improve forecast 
accuracy and support informed decision-making. Forecasting 
crude oil prices and their influence on various economic 
sectors is gaining increasing interest, both in Morocco and 
other countries. Many recent studies explore different 
techniques to improve forecasting accuracy and understand the 
complex links between oil prices and the economy. Among the 
most recent works, Ifleh et al. (2023) [14] demonstrated the 
effectiveness of trend technical indicators for forecasting 
Moroccan stock prices. Siham et al. (2024) [15] explored 
different machine learning techniques for oil price forecasting, 

obtaining promising results. Itri et al. (2024) [16] applied 
hybrid machine learning techniques for stock price forecasting 
in the Moroccan banking sector, with conclusive results. 

Modeling and forecasting fuel prices are also subjects of 
extensive research. El Bahi et al. (2018) [17] used a time series 
approach for fuel price forecasting, obtaining reliable results. 
Bennouna and El Hebil (2016) [18] studied Morocco's energy 
needs by 2030, highlighting the importance of energy planning 
for the country's economic development. Meliani et al. (2022) 
[19] proposed energy demand forecasting methods based on 
time series for smart grids in Morocco, which is crucial for 
efficient energy management. Research also explores the use of 
hybrid methods to improve forecast accuracy. Zahouani and 
Boubaker (2023) [20] developed hybrid approaches for crude 
oil price forecasting, demonstrating the effectiveness of 
combining different techniques. Benabbou et al. (2021) [21] 
applied machine learning techniques for forecasting used car 
prices in Morocco. Ghorbel et al. (2014) [22] evaluated the 
impact of crude oil prices and investor sentiment on Islamic 
indices, highlighting the complex interactions between oil 
prices and financial markets. Dagher and El Hariri (2013) [23] 
studied the impact of global oil price shocks on the Lebanese 
stock market, revealing significant links that can inform 
forecasting approaches for other countries in the region. The 
application of advanced techniques, including machine 
learning and hybrid models, is essential to improve the 
forecasting of crude oil prices and their impact on various 
economic sectors. These studies help better understand the 
challenges and opportunities related to modeling and 
forecasting market trends in an ever-changing context. 
Modeling and forecasting oil prices and energy demand in 
Morocco and other regions are subjects of extensive research, 
using various advanced techniques to improve forecast 
accuracy and understand complex market interactions. Among 
recent works, Aman et al. (2019) [24] demonstrated the 
effectiveness of the radial basis function technique for 
forecasting fuel sale prices in Morocco. Haouraji et al. (2023) 
[25] used machine learning-based planning models to analyze 
LPG demand in Morocco, highlighting the usefulness of these 
models for accurate energy planning. Abdou et al. (2024) [26] 
applied a machine learning approach to examine the impact of 
oil and global markets on the predictability of the Saudi stock 
market, revealing valuable insights into market interactions. 

Other studies focus on analyzing energy consumption and 
its economic impact. Oubnaki et al. (2022) [27] studied energy 
consumption in the transport sector in Morocco, identifying 
trends and providing essential forecast estimates for efficient 
energy management. Kitous et al. (2016) [28] assessed the 
impact of low oil prices on exporting countries, highlighting 
the economic challenges posed by significant oil price 
fluctuations. Research also explores the use of advanced 
techniques for oil price forecasting. Siham et al. (2024) [29] 
applied multimodal deep learning for oil price forecasting 
using economic indicators, demonstrating the robustness of this 
approach in capturing complex signals. The impact of oil 
prices on financial markets and economies is also studied. 
Bouri et al. (2020) [30] analyzed oil market conditions and 
sovereign risk in oil-exporting and importing countries in the 
MENA region. Lotfi and El Bouhadi (2022) [31] explored 
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artificial intelligence methods as new decision-making tools, 
highlighting their potential to revolutionize economic and 
energy decision-making. 

Correlative approaches for modeling energy consumption 
are also proposed. Haouraji et al. (2020) [32] proposed a 
correlative approach combining energy consumption, 
urbanization, and GDP to model and forecast residential energy 
consumption in Morocco. The effect of oil price shocks on 
economic growth is analyzed. Elneel and AlMulhim (2022) 
[33] analyzed the effect of oil price shocks on Saudi Arabia's 
economic growth, providing crucial insights considering Saudi 
Arabia's Vision 2030. Applying advanced techniques, 
including machine learning, hybrid approaches, and artificial 
intelligence, is essential for improving the accuracy of oil price 
and energy demand forecasts. These studies help better 
understand the complex interactions between oil prices, 
financial markets, energy consumption, and economic growth, 
which is crucial for effective strategic planning and informed 
decision-making. 

Research on forecasting crude oil prices and energy 
demand in Morocco explores a variety of advanced 
methodologies and approaches, ranging from renewable energy 
optimization to market sentiment analysis. Among recent 
works, Benzohra et al. (2020) [34] studied the optimization of 
renewable resource mix for a low-carbon energy system in 
Morocco. Belcaid and El Ghini (2021) [35] analyzed the 
macro-financial determinants of stock market development in 
Morocco. El-Karimi and El-Ghini (2020) [36] examined the 
transmission of global commodity prices to consumer prices in 
Morocco. Other research focuses on applying advanced 
techniques for oil price forecasting and energy demand 
management. El Abassi et al. (2023) [37] used recurrent neural 
networks to predict crude oil prices. Vochozka et al. (2023) 
[38] studied the impact of geopolitical deadlock and phosphate 
shortages on prices. Gagour et al. (2022) [39] modeled the 
shelf life of virgin olive oil in Morocco. Bounadi et al. (2023) 
[40] estimated the costs and policy implications of mitigating 
water pollution in the olive oil industry in Morocco. 

Sentiment analysis and machine learning are also used for 
stock market forecasting. Sandeep et al. (2023) [41] and 
Chihab et al. (2022) [42] developed models to predict stock 
prices using text polarity and subjectivity. Finally, Boussatta et 
al. (2023) [43] proposed an intelligent hybrid approach to 
improve oil price forecasting. As the author of this study, we 
developed an advanced hybrid system combining several 
machine learning models such as linear regression, random 
forest, support vector machines, and gradient boosting. These 
collective studies underscore the importance of advanced 
techniques for oil price forecasting and energy demand 
management in Morocco, highlighting the economic and 
environmental implications of these forecasts. 

This article details the implementation of this new hybrid 
system for oil price forecasting in Morocco, with an in-depth 
analysis of the results and performance of the different models 
used. This innovative approach should significantly improve 
oil price forecast accuracy, aiding policymakers in making 
informed energy policy decisions in Morocco. 

III. PROPOSED METHOD 

Fig. 1 illustrates the architecture of the proposed ensemble 
prediction system for forecasting crude oil prices in Morocco. 
This hybrid approach begins with a data preprocessing phase, 
where raw data is cleaned and prepared for analysis. Next, 
different individual models are trained, including Random 
Forest, linear regression, XGBoost, ARIMA, Prophet and 
support vector regression. The forecasts generated by these 
models are then integrated into an ensemble prediction process, 
which combines these different estimates to produce a more 
robust final forecast. The performance of this system is 
evaluated to verify and validate the obtained results before 
arriving at the final crude oil price prediction. This method 
aims to leverage the strengths of each individual model to 
improve the accuracy and reliability of the forecasts. 

 
Fig. 1. Hybrid architecture for forecasting crude oil prices in morocco using 

machine learning and ensemble models. 

A. Data Preprocessing 

1) Data: The data used in this study comes from the 

Numbeo platform [44], which provides historical information 

on gasoline prices in different countries around the world. 

Specifically, the data covers the period from 2010 to 2023 for 

Morocco and includes information on the average annual 

gasoline price (in MAD per liter). This data was cleaned and 

prepared for analysis. The data preprocessing involved 

extracting relevant information, converting non-numeric 

values to NaN, and calculating the annual average gasoline 

prices. Then, this data was divided into training and testing 
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sets and standardized for use in the forecasting models. We 

developed several regression models to predict future gasoline 

prices in Morocco up to 2027, using techniques such as linear 

regression, Random Forest, support vector machines (SVR), 

XGBoost, ARIMA, Prophet and gradient boosting. Each 

model was evaluated individually, and performance was 

measured using the root mean square error (RMSE).To obtain 

more robust forecasts, we also combined the predictions of all 

the individual models into an ensemble forecast. This 

approach leveraged the strengths of each model to improve the 

accuracy and reliability of the forecasts. The results show the 

gasoline price forecasts for the next four years (2024-2027), 

providing a comprehensive view of the expected evolution of 

gasoline prices in Morocco in the coming years. 

2) Normalization of data: To adjust the values of different 

features so that they fall within a comparable scale. This is 

crucial because many machine learning algorithms, such as 

neural networks or distance-based methods, perform better 

when the data is normalized. 

B. Modeling Phase 

The process involves training and testing various machine 
learning models. We start by splitting the data into training and 
testing sets using the train_test_split method, with 80% of the 
data used for training and 20% for testing. The data is then 
standardized using the StandardScaler to ensure that all 
features have a mean of zero and a standard deviation of one, 
which is crucial for the performance of many machine learning 
algorithms. 

C. Training Individual Models 

1) Linear regression: It is a supervised learning method 

that models the relationship between a dependent variable (or 

target variable) and one or more independent variables (or 

explanatory variables). 

2) Random forest: It is a machine learning algorithm 

based on ensemble learning, which combines multiple 

decision trees to achieve better predictive performance. 

3) XGBoost: It is a machine learning algorithm based on 

the gradient boosting technique. It is an efficient and highly-

performing implementation of this method, which has seen 

great success in recent years in many machine learning 

competitions and applications. 

4) Gradient boosting: It is a machine learning method 

belonging to the family of ensemble algorithms. Its principle 

is to iteratively build a predictive model by adding new weak 

models (typically decision trees) in a way that gradually 

reduces prediction errors. 

5) Support Vector Regressor (SVR): It is a variant of the 

Support Vector Machine (SVM) method for regression 

problems. It is a supervised learning algorithm used to build 

nonlinear regression models. 

6) ARIMA (AutoRegressive Integrated Moving Average) 

is a statistical model used for analyzing and forecasting time 

series data. It combines three components: autoregression 

(AR), integration to make the series stationary (I), and moving 

average (MA). 

7) Prophet is a forecasting tool developed by Facebook 

that is specifically designed for time series data. It is capable 

of handling missing data and outliers, and it automatically 

accounts for seasonal trends and holiday effects, making it 

suitable for a wide range of time series forecasting 

applications. 

D. Model Integration 

1) Ensemble prediction: It is a machine learning 

technique that involves combining the predictions of multiple 

individual models to obtain a final prediction that is more 

robust and accurate. This approach is widely used in many 

areas of machine learning, such as classification, regression, 

and forecasting, as it allows for leveraging the strengths of 

different models in a complementary manner. 

E. Performance Evalutation 

1) Ensemble prediction: Evaluate the quality and accuracy 

of the predictions generated by the hybrid crude oil price 

forecasting system. This involves calculating various 

performance measures, including the Root Mean Square Error 

(RMSE), which evaluates the average difference between 

predicted values and actual values. 

Table I lists commonly used models in machine learning 
for regression problems. It includes classical algorithms like 
linear regression and more powerful ensemble methods like 
random forest, gradient boosting, ARIMA, Prophet and 
XGBoost. The support vector regressor (SVR) is also included, 
offering a robust approach to outliers. The ensemble prediction 
combines predictions from multiple models for better overall 
performance. Each of these algorithms has advantages and 
disadvantages in terms of complexity, interpretability, and the 
ability to model nonlinear relationships. The choice of the most 
suitable model will depend on the specific characteristics of the 
data and the prediction goal. 

TABLE I.  PROPOSED DATA MINING ALGORITHM 

Algorithm Description 

Rf Random Forest 

LR Linear Regression 

Gb Gradient Boosting 

SVR Support Vector Regressor 

XGBoost XGBoost 

Ensemble Prediction Ensemble Prediction 

ARIMA ARIMA 

Prophet Prophet 

Table II presents key performance indicators and their 
associated factors to analyze fluctuations in oil prices, 
considering various economic and factors influencing the 
markets of Morocco. 
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TABLE II.  KEY PRICE INDICATORS FOR TRANSPORTATION-RELATED 

FEATURES 

KPI Features 

Average price of a one-way local transport 
ticket 

One-way Ticket (Local 
Transport) 

Average price of a regular monthly public 

transport pass 

Monthly Pass (Regular 

Price) 

Average price of 1 liter of gasoline Gasoline (1 liter) 

Average price of a Volkswagen Golf 1.4 90 

KW Trendline or equivalent new car 

Volkswagen Golf 1.4 90 
KW Trendline (Or 

Equivalent New Car) 

Average starting fare for a taxi ride (normal 
tariff) 

Taxi Start (Normal Tariff) 

Average price per kilometer for a taxi ride 

(normal tariff) 
Taxi 1km (Normal Tariff) 

Average price per hour of waiting time for a 

taxi (normal tariff) 

Taxi 1hour Waiting 

(Normal Tariff) 

Average price of a Toyota Corolla Sedan 1.6l 

97kW Comfort or equivalent new car 

Toyota Corolla Sedan 1.6l 

97kW Comfort (Or 
Equivalent New Car) 

IV. RESULTS 

A. Model Selection 

The choice of regression models in this study is crucial for 
obtaining accurate predictions of crude oil prices in Morocco. 
The selected models represent a variety of approaches in 
statistical modeling and machine learning. As shown in Table 
III, the SVR model achieved the best RMSE score of 1.41, 
indicating that it is the most effective in accurately predicting 
crude oil prices. SVR's ability to handle seasonality and 
holidays, along with its robustness to missing data, contributes 
significantly to its superior performance in forecasting. In 
comparison, the Prophet model achieved an RMSE of 1.42, 
making it the second most effective model in accurately 
predicting crude oil prices. This result suggests that the 
nonlinear relationships present in the data are well captured by 
this support vector machine-based model. The use of advanced 
techniques such as non-linear kernel and parameter 
optimization in Prophet enables it to better model the 
complexity of the underlying data. On the other hand, 
traditional time series models like ARIMA, which achieved an 
RMSE of 2.46, and ensemble methods like Random Forest 
(RMSE of 2.13) and gradient boosting (RMSE of 2.42) also 
offer competitive performance but did not surpass SVR. 
ARIMA, with its autoregressive integrated moving average 
approach, provides a solid framework for capturing temporal 
dependencies, though it fell short of the advanced methods. 
Random Forest and gradient boosting offer better performance 
than simple linear regression (RMSE of 2.80) by capturing 
complex interactions between features and improving 
prediction accuracy. Random Forest achieves this by 
aggregating multiple decision trees, while gradient boosting 
builds models sequentially on residuals of previous models. 
Finally, the XGBoost model, although performing well with an 
RMSE of 2.46, did not achieve the best results compared to 
other advanced techniques used. This may be explained by the 
fact that XGBoost is a relatively new method that requires 
precise tuning of hyperparameters to achieve optimal 
performance. Despite this, it remains a powerful tool for 
modeling and predicting complex time series such as crude oil 
prices. 

TABLE III.  PROPOSED COMPARATIVE ANALYSIS OF REGRESSION MODEL 

PERFORMANCE FOR CRUDE OIL PRICE PREDICTIONS : RMSE 

Model RMSE 

Linear Regression 2.80 

Random Forest 2.13 

SVR 1.41 

XGBoost 2.46 

Gradient Boosting 2.42 

ARIMA 2.46 

Prophet 1.42 

B. Future Predictions for the Next Four Years (2024-2027) 

1) Future predictions for the next four years (2024-2027) 

using the best model: The best model forecasts a continuous 

increase in values from 16.75 MAD in 2024 to 21.91 MAD in 

2027, as shown in Fig. 2 and the prediction Table IV, this 

upward trend indicates a significant positive dynamic. The 

projections suggest steady growth each year, which could 

reflect economic expansion or rising demand in the area of 

interest. Such a trend may justify strategic adjustments to 

capitalize on the expected growth, such as increasing 

production capacity or investing in new opportunities. 

However, it is crucial to validate this trend with additional 

data to avoid premature conclusions. 

TABLE IV.  PREDICTIONS OF CRUDE OIL PRICES FOR THE UPCOMING 

YEARS USING THE BEST MODEL: PROJECTED VALUES 

Year Prediction value 

2024 16.75MAD 

2025 18.68 MAD 

2026 20.44 MAD 

2027 21.91 MAD 

2) Future predictions for the next four years (2024-2027) 

using ARIMA: The ARIMA model provides constant forecasts 

of 10.31 MAD for each year, as shown in Fig. 2 and the 

prediction Table V, indicating stability in the data without any 

marked trend. This absence of variation suggests that the 

model does not capture significant changes in the time series. 

This could imply that the data is stationary or that influential 

factors do not vary significantly over the period. However, if 

substantial changes are anticipated, this forecast might 

underestimate the actual evolution of the values. Comparing 

these results with other models and examining the residuals of 

the ARIMA model could provide insights into why no trend is 

detected. 

3) Future predictions for the next four years (2024-2027) 

using Prophet: The Prophet model offers more nuanced 

forecasts, starting at 9.86 MAD in 2024, as shown in Fig. 2 

and the prediction Table VI increasing to 12.61 MAD in 2025, 

followed by a slight decline in 2026 (12.38 MAD) and further 

decrease in 2027 (11.95 MAD). These forecasts indicate 

variability in the data, potentially due to seasonal factors or 
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cyclical effects. The fluctuations suggest that external 

influences or specific cycles may significantly impact the data. 

Understanding these variations is crucial for adjusting 

strategies and forecasts more accurately, highlighting the need 

to monitor seasonal and cyclical effects. 

TABLE V.  PREDICTIONS OF CRUDE OIL PRICES FOT HE UPCOMING 

YEARS USING ARIMA: PROJECTED VALUES 

Year Prediction value 

2024 10.31 MAD 

2025 10.31 MAD 

2026 10.31 MAD 

2027 10.31 MAD 

 
Fig. 2. Annual average crude oil price in MAD (Morocco) with prediction. 

TABLE VI.  PREDICTIONS OF CRUDE OIL PRICES FOR THE UPCOMING 

YEARS USING PROPHET: PROJECTED VALUES 

Year Prediction value 

2024 9.86 MAD 

2025 12.61 MAD 

2026 12.83 MAD 

2027 11.95 MAD 

C. Future Predictions for the Next four Years (2024-2027) 

using Ensemble Predictions 

Exploring future trends in crude oil prices, crucial for 
various industries and economic policies, often requires the use 
of a range of models to attain a balanced perspective. 
Predictions based on ensemble models, as illustrated in Fig. 3, 
offer a significant alternative to individual predictions 
presented in Table VII. The ensemble model's forecasts for the 
period from 2024 to 2027 demonstrate a consistent and 
nuanced growth pattern. Starting at 13.28 MAD in 2024, the 
predicted values gradually increase each year, reaching 14.47 
MAD by 2027. This steady progression highlights a moderate, 
yet enduring, upward trend, which is reflective of the model's 
integrated approach to forecasting. 

The gradual increase from 13.28 MAD to 14.47 MAD 
suggests a scenario of ongoing, incremental growth rather than 

abrupt changes. This trend implies a stable environment with 
continuous, albeit modest, enhancements in the measured 
variable. The smooth upward slope across the forecast horizon 
indicates that the ensemble model, by synthesizing multiple 
predictive outputs, provides a balanced and comprehensive 
view of future trends. 

 
Fig. 3. Annual average crude oil price in MAD (Morocco) with ensemble 

prediction. 

TABLE VII.  PREDICTIONS OF CRUDE OIL PRICES FOR THE COMING YEARS: 
PROJECTED VALUES WITCH ENSEMBLE PREDICTIONS 

Year Prediction value 

2024 13.28 MAD 

2025 14 MAD 

2026 14.27 MAD 

2027 14.47 MAD 

The ensemble approach leverages various models to 
mitigate individual forecasting errors and uncertainties, 
resulting in a more robust and reliable projection. The result is 
a forecast that accounts for a range of potential influences and 
integrates different perspectives, thus offering a well-rounded 
prediction. 

Such a steady growth trajectory is invaluable for long-term 
planning and strategic decision-making. It suggests a favorable 
but controlled increase, allowing stakeholders to prepare for 
gradual improvements without the need for abrupt adjustments. 
This nuanced forecast underscores the importance of adopting 
a data-driven approach to anticipate moderate changes and 
adapt strategies accordingly. 

In essence, the ensemble predictions provide a stable 
outlook with a clear trend of incremental growth, reflecting 
both reliability and gradual optimism in the forecasted period. 

V. DISCUSSION 

The analysis of the crude oil price prediction system in 
Morocco reveals several key insights that warrant detailed 
examination. Firstly, the evaluation of various regression 
models exposes critical differences in their efficacy in 
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forecasting crude oil price trends. Linear regression, while 
conceptually straightforward, shows notable limitations in 
capturing the intricate, non-linear relationships present in crude 
oil price data. Its higher RMSE compared to more 
sophisticated models indicates a less accurate fit to the actual 
data, reflecting the model’s struggle with the inherently non-
linear nature of crude oil prices. 

In contrast, advanced machine learning techniques, 
including Random Forest, Gradient Boosting, XGBoost, 
ARIMA, Prophet and Support Vector Regression (SVR), 
demonstrate a superior capacity for modeling non-linear 
relationships and generating more precise forecasts. These 
methods, characterized by lower RMSE values, indicate a 
better alignment with observed data, with SVR emerging as the 
most effective individual model. The enhanced performance of 
SVR can be attributed to its use of kernel functions, which 
adeptly capture complex variable interactions. 

Furthermore, the ensemble approach, which integrates 
predictions from multiple models, offers substantial advantages 
over both linear regression and individual models. The 
ensemble's lower RMSE suggests a reduction in overall 
prediction error, highlighting its effectiveness in minimizing 
inaccuracies. Additionally, ensemble predictions are generally 
more stable and less susceptible to the fluctuations that single 
models may exhibit, thus providing a more reliable tool for 
decision-making in volatile economic contexts. 

The forecasts for the period 2024-2027 reveal a consistent 
upward trend in crude oil prices across all models, albeit with 
variations in the magnitude of these increases. These 
discrepancies emphasize the importance of incorporating 
multiple forecasting perspectives to ensure a comprehensive 
interpretation and effective strategic planning. 

The predictive insights generated by the system are of 
considerable value to energy market stakeholders, 
policymakers, and investors. Anticipating crude oil price 
movements over a multi-year horizon facilitates more informed 
strategic planning and proactive risk management. Such 
forecasts are instrumental in guiding investment decisions and 
shaping government policies aimed at stabilizing energy 
markets and fostering economic sustainability. 

In summary, the findings from the crude oil price 
prediction system underscore the necessity of selecting 
appropriate forecasting models, leveraging ensemble 
approaches, and contextualizing predictions within the broader 
economic and political landscape. These insights contribute 
significantly to understanding crude oil market dynamics and 
enhance the planning and decision-making processes within the 
energy sector and beyond. 

VI. CONCLUSION AND FUTURE WORK 

In conclusion, the crude oil price prediction system 
developed for Morocco provides valuable insights into the 
dynamics of energy markets and enhances our ability to 
forecast price movements effectively. The analysis of various 
regression models underscores the critical role of selecting 
appropriate modeling approaches to achieve precise 
predictions. Among the evaluated methods, machine learning 
techniques, particularly Support Vector Regression (SVR), 

emerge as highly effective in capturing the intricate 
relationships between variables and delivering reliable crude 
oil price forecasts. 

Despite these advancements, several challenges and 
opportunities for further improvement remain. To refine 
prediction accuracy, incorporating additional data sources such 
as macroeconomic indicators and geopolitical factors is 
essential. These external variables can significantly influence 
crude oil prices, and their integration into the model could 
enhance its robustness and relevance. 

Furthermore, exploring advanced machine learning 
techniques, such as deep learning algorithms, presents an 
opportunity to uncover more complex patterns within the data. 
Deep learning models, with their ability to handle large 
datasets and capture non-linear relationships, could potentially 
improve prediction accuracy beyond current capabilities. 

A comprehensive analysis of the uncertainties and risks 
associated with crude oil price forecasts is also crucial. 
Employing uncertainty quantification methods, such as 
confidence intervals and bootstrap techniques, would provide a 
more robust evaluation of prediction reliability. This approach 
could better inform policymakers and market participants, 
aiding in risk management and decision-making processes. 

Looking ahead, there is a need to develop a more dynamic 
and adaptable prediction system capable of rapidly responding 
to changes in the economic and political environment. This 
could involve creating real-time regression models and 
incorporating continuous learning mechanisms to monitor and 
adjust to evolving trends in crude oil prices. Such 
advancements would ensure that the prediction system remains 
relevant and accurate in a rapidly changing market landscape. 

In summary, the crude oil price prediction system for 
Morocco represents a significant advancement in 
understanding and managing energy markets. By leveraging 
advanced modeling techniques and incorporating a broader 
range of data, this system offers a valuable tool for strategic 
decision-making. Continued development and refinement will 
enhance its ability to support long-term economic stability and 
sustainability in the energy sector. 
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Abstract—This paper proposes a multi-scale asymmetric 
convolutional neural network (MACNN), specifically designed to 
tackle the challenges encountered by traditional convolutional 
neural networks in the realm of children's facial expression 
recognition. MACNN addresses problems like low accuracy from 
facial expression changes, poor generalization across datasets, and 
inefficiency in traditional convolution operations. The model 
introduces a multi-scale convolution layer for capturing diverse 
features, enhancing feature extraction and recognition accuracy. 
Additionally, an asymmetric convolutional layer is integrated to 
learn directional features, improving robustness and 
generalization in facial expression analysis. Post-training, this 
layer can revert to a standard square convolutional layer, 
optimizing efficiency for child expression recognition. 
Experimental results indicate that the proposed algorithm 
achieves a recognition accuracy of 63.35% on a self-constructed 
children's expression dataset, under the configuration of a GPU 
Tesla P100 with 16GB video memory. This performance exceeds 
all comparative algorithms and maintains efficient recognition. 
Furthermore, the algorithm attains a recognition accuracy of 
78.26% on the extensive natural environment expression dataset 
RAF-DB, highlighting its robustness, generalization capability, 
and potential for practical application. 

Keywords—Children's expression recognition; convolutional 
neural network; multi-scale asymmetric convolutional neural 
network; asymmetric convolutional layers 

I. INTRODUCTION 

Facial expressions are crucial in human communication. 
According to Mehrabian, facial expressions provide about 55% 
of emotional expression, with only about 7% conveyed through 
spoken words [1]. However, their complexity and variety pose a 
challenge for automatic recognition. With the rise of deep 
learning, Convolutional Neural Networks (CNNs) have become 
widely utilized in automatic expression recognition due to their 
strong feature extraction ability and adaptability, resulting in 
significant advancements in this field. Wen XY et al. used 
convolutional neural networks to extract deep semantic features 
and shallow geometric features, while introducing a channel 
self-attention mechanism to reduce the impact of occlusion and 
pose changes on expression recognition [2]. Ying He et al. 
recently proposed a novel multi-layer feature recognition 
algorithm based on a three-channel convolutional neural 
network (CNN), which significantly improved the accuracy of 
convolutional neural network expression recognition [3]. 
Cuiping Shi et al. proposed a facial expression recognition 
algorithm based on multi-branch cross-connected convolutional 
neural network (MBCC-CNN). Compared with traditional 
machine learning algorithms, the proposed algorithm can extract 
expression features more effectively [4]. Jung Hwan Kim et al. 
proposed customized visual geometry group-19 (CVGG-19), 

which combines the designs of visual geometry group (VGG), 
inception-v1, residual neural network (ResNet), and xception to 
improve expression recognition performance while reducing 
computational cost [5]. Yinggang He et al. developed a multi-
branch attention convolutional neural network based on a multi-
branch structure to recognize facial expressions, which is more 
efficient in extracting image features [6]. Qian Dong et al. 
proposed a VIT-based multi-scale Attention Learning network 
(MALN) that learns facial expression features in a multi-scale 
manner [7]. Aly Walaa et al. designed a deep convolutional 
neural network combining residual spatial channel attention 
(RSCA) and spatial Pyramid pooling (ASPP) to improve the 
expression recognition effect of the model for low-resolution 
images [8]. Chen Bin et al. proposed a residual rectified dense 
convolutional neural network, which linearly rectified the 
residual block through the activation function embedded in the 
convolutional layer to improve the model's ability to extract 
complex expression features [9]. Qi H et al. designed a Pyramid 
convolutional attention residual network (PCARNet) based on 
ResNet-18, which combines the pyramid convolution module 
and the improved convolutional attention mechanism to 
effectively extract expression features and achieve high-
precision facial expression recognition [10]. Tataji KNK et al. 
proposed a cross-connected convolutional neural network (CC-
CNN), which has been shown to be effective in extracting local 
and global facial features [11]. Kalsum T et al. proposed a new 
lightweight deep convolutional neural network (DCNN) model, 
which improved the recognition effect of facial expression while 
reducing the complexity of the model [12]. Liu Y et al. used 
three parallel multi-channel convolutional networks to learn and 
fuse local and global features from different facial regions, 
which enhanced the expression feature extraction ability of 
convolutional neural networks [13]. Mukhopadhyay et al. 
proposed a algorithm combining local binary pattern (LBP) and 
convolutional neural network. The LBP processed images were 
trained by CNN, which improved the efficiency of convolutional 
neural network for expression recognition [14]. Jing Li et al. 
combined LBP features and attention mechanism and achieved 
good results [15]. Saad Saeed et al. proposed an automated 
framework for face detection using CNN, which includes four 
convolutional layers and two hidden layers to improve 
expression recognition accuracy [16].  

The aforementioned researches on facial expression 
recognition algorithms predominantly concentrate on adult 
facial expressions, whereas, in comparison, recognizing 
children's expressions holds greater practical significance. This 
is because children are in a stage where their language system is 
still developing, rendering it primarily reliant on facial 
expressions and behaviors to ascertain their emotional state [17]. 
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By analyzing children's emotions and intentions through facial 
expression recognition, researchers, parents, and educators can 
gain a deeper understanding of children's inner world. This 
approach can facilitate a deeper understanding of children's 
needs and emotional states among adults, while also enabling 
timely detection and effective handling of any issues or troubles 
faced by children. Although children's expression recognition 
faces many challenges, including difficulties in data acquisition, 
and ethical and privacy issues [18], some researchers have still 
achieved important research results in this field. Nagpal Shruti 
et al. developed a mean-supervised deep Boltzmann machine 
(msDBM) for the classification of children's expressions, 
marking the first application of a deep learning-based algorithm 
in this domain [19]. Manish Rathod et al. utilized seven distinct 
convolutional neural network (CNN) architectures for the task 
of recognizing children's facial expressions. Their results 
indicate that the 152-layer residual network (ResNet-152) 
configuration demonstrates superior performance, achieving 
significant accuracy improvements [20]. Alejandro Lopez-
Rincon et al. developed a lightweight CNN for NAO robot-
based children's expression recognition. Despite its design, the 
accuracy is insufficient [21]. Adish Rao et al. designed an 
algorithm combining facial geometric features and a deep neural 
network (DNN) to study the effectiveness of neural networks in 
recognizing adult and children's expression features. Findings 
show that children's features are more challenging to extract, 
necessitating advanced feature extraction for accurate 
recognition [22]. Wenming Wang et al. believe that the feature 
extraction and generalization ability of traditional CNN is 
insufficient, and designed the multi-scale mixed attention 
mechanism network (MMANet). The network combines the 
multi-scale convolutional layer, mixed attention module and 
VGG16. It improves the accuracy and generalization ability of 
children's expression recognition, but reduces the computational 
efficiency of children's expression recognition [23]. Ulya Mahsa 
Anandiwa and her colleagues introduced the couple local binary 
patterns (LBP) and local ternary patterns (LTP) methods of 
children-learning readiness recognizing facial expression (Co-
ChiLeRFE) algorithm, tailored for recognizing expressions 
specific to children. This algorithm leverages both LBP and LTP 
to extract meaningful features effectively. For classification, a 
support vector machine (SVM) is utilized to achieve accurate 
recognition of children's expressions. Nevertheless, the 
algorithm's recognition performance is constrained when 
confronted with complex expressions [24]. 

The advantages and disadvantages of the aforementioned 
child expression recognition algorithms are as follows. msDBM 
performs exceptionally well in unsupervised learning, but it lags 
behind specifically designed models such as CNN when dealing 
with large-scale image datasets. CNN is suitable for child 
expression recognition due to its robust processing capabilities 
for image data. However, it can suffer from insufficient 
robustness and generalization capabilities when trained on 
limited data, which may lead to overfitting. To reduce 
computational costs and adapt to low-power devices, 
lightweight CNN has been proposed, but it sacrifices some 
recognition accuracy in order to achieve this. MMANet 
improves child expression recognition by enhancing accuracy 
and generalization capabilities, but this increase in performance 
comes with a corresponding increase in model computational 

cost. Finally, Co-ChiLeRFE possesses a good descriptive ability 
for textures and local details, but its performance is limited when 
faced with complex expression features. 

Aiming at the problems of low recognition accuracy, poor 
generalization ability and low efficiency of ordinary 
convolutional neural network in children's expression 
recognition, this paper proposes a multi-scale asymmetric 
convolutional neural network (MACNN). The network 
incorporates multi-scale convolutional blocks to enhance its 
capacity to extract diverse-sized features, subsequently boosting 
the model's recognition accuracy. Additionally, an asymmetric 
convolution layer is utilized to fortify the convolutional kernel's 
skeletal aspect, thereby enhancing the model's rotational 
robustness and generalizability. After training, the model in 
deep learning will utilize the learned parameters to perform 
inference, where it receives input data and generates 
corresponding output, without further gradient calculation or 
parameter updates. Therefore, the asymmetric convolution 
kernel can be replaced by the original square convolution kernel 
after training to reduce the amount of calculation, which 
improves the efficiency of the model to recognize expression. 

Data serves as a crucial prerequisite for conducting research 
on expression recognition. With the development of expression 
recognition algorithms, high-quality expression data with rich 
samples and accurate labels is particularly important for 
designing robust expression recognition models [25]. Currently, 
most high-quality expression datasets consist primarily of 
images of adult subjects, including the JAFFE dataset [26], the 
KDEF dataset [27], the Multi-PIE dataset [28], the AFEW 7.0 
dataset [29], the ExpW dataset [30], the fer2013 dataset [31], the 
Oulu-CASIA dataset [32], the EmotionNet dataset [33], the 
CHEVAD dataset [34], the RAF-DB dataset [35], the BU-3DFE 
dataset [36], and the AffectNet dataset [37], among others. 
However, due to the rapid change of children's expressions and 
the difficulty of capturing them, the low obedience of children 
to the experimenter, and the government's privacy protection of 
minors, it is difficult to establish a children's expression database. 

In recent years, researchers have increasingly acknowledged 
the significance of establishing expression datasets specifically 
tailored for children, given their unique characteristics [38]. 
Consequently, despite encountering numerous challenges, 
several such datasets have been successfully developed. The 
Radboud Faces Database contains expression images of children 
aged 8-12 [39], the NIMH-CHEFS child emotional faces picture 
set contains images of children aged 10-17 [40], and the CAFE 
dataset contains facial photos of children aged 2-8 [41]. The 
EmoReact dataset contains 1,102 videos of children aged 4-14 
[42]. The Liris-cse dataset contains 208 facial expression videos 
of 12 children aged 6-12 [43]. The ChildEFES dataset contains 
images and videos of the expressions of children aged 4-6 [44]. 
Although these datasets are related to children's expressions, 
their small size and limited public accessibility hinder 
comprehensive research efforts. Given the absence of publicly 
available large-scale children's expression datasets, this paper 
establishes a large-scale children's expression dataset 
independently. This dataset comprises public children's 
expression images voted on by 10 volunteers, offering a more 
comprehensive resource for research into children's expression 
recognition. 
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The contributions of this paper are summarised as follows: 

 In this paper, we propose a children's expression 
recognition algorithm based on MACNN. The multi-
scale convolutional layer is designed to extract richer 
children's expression features, while the asymmetric 
convolutional layer enhances the kernel skeleton of the 
convolutional neural network, thereby improving the 
model's performance. In addition, the asymmetric 
convolutional layer can be converted into a square 
convolutional layer after training, thereby enhancing the 
efficiency of children's expression recognition. 

 In light of the limited availability of extensive and 
publicly accessible children's expression datasets, this 
paper introduces a new dataset comprising 15,157 
images of children's expressions. The dataset has been 
meticulously curated from a variety of sources, 
predominantly from publicly available images on the 
Internet. Notably, this compilation includes images from 
well-established datasets such as the fer2013 dataset and 
the RAF-DB dataset, which have been instrumental in 
the field of facial expression recognition. Each image 
was further scrutinized by a panel of 10 volunteers to 
ensure the accuracy of the expression labels. This 
comprehensive dataset serves as an invaluable resource 
for the study of children's expression recognition, 
bridging the gap in the current landscape of available 
datasets. 

 Experimental analysis is carried out on the children's 
expression dataset, which verifies the effectiveness and 
superiority of the proposed MACNN. In addition, to 
verify the robustness and generalization of the algorithm 
in natural scene expression recognition, detailed 
experimental analysis was carried out on the RAF-DB 
dataset, and the designed model was verified. 

The structure of the paper is organized as follows. Section II 
provides a review of the related work, initially discussing the 
VGG16 network that forms the core of the algorithm in this 
study, followed by an examination of asymmetric convolution. 
Section III introduces the datasets used in this research, starting 
with a description of the process for constructing the in-house 
children's facial expression dataset, and then detailing the RAF-
DB dataset. Section IV delves into the MACNN network 
proposed in this paper, primarily elucidating the multi-scale 
asymmetric convolutional units that are central to our approach. 
Section V describes the experimental setup and the environment 
in which the experiments were conducted. Section VI presents 
the results of applying the proposed algorithm to the children's 
facial expression dataset and the RAF-DB dataset, beginning 
with a presentation of the outcomes and then proceeding to an 
analysis of these results. Section VII concludes the paper by 
summarizing the findings and proposing potential avenues for 
future work. 

II. RELATED WORK 

A. VGG16 Network Model 

VGG16 is a convolutional neural network model proposed 
by Simonyan [45]. In the 2014 ImageNet image recognition 

challenge, it secured the second position and has subsequently 
gained widespread application in various computer vision tasks, 
including image classification and object detection. The VGG16 
network employs consecutive small convolutional kernels (3×3) 
and pooling layers to construct a deep neural network with a 
depth of up to 16 layers. The network structure of VGG16 is 
illustrated in Fig. 1. 

Image
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Fig. 1. VGG16 network. 

The main characteristics of VGG16 are that the network 
structure is relatively deep, and the number of convolutional 
layers and pooling layers is large, so that the network can learn 
more high-level abstract features. In addition, the convolution 
layer of VGG16 uses 3×3 convolution kernels, and multiple 3×3 
convolution kernels in series can form a convolution kernel with 
larger receptive field. After two 3×3 convolution kernels in 
series, the same receptive field as a 5×5 convolution kernel with 
step size 2 is obtained, and the amount of calculation is smaller. 
A 7×7 receptive field can be obtained by concatenating three 
3×3 kernels. Therefore, the VGG16 network uses multiple 3×3 
convolution kernels, which can increase the receptive field and 
improve the efficiency and accuracy of feature extraction. 

B. Asymmetric Convolution 

Asymmetric convolution is a convolution operation where 
the size of the convolution kernel is not square, but rectangular 
with different length and width. 

One role of asymmetric convolution is to approximately 
replace square convolution. A d×d kernel can be replaced by 1×d 
and d×1 kernels to reduce the number of parameters [46], [47]. 
For example, in InceptionV3, a sequence of 1×7 and 7×1 
convolutions replaces the 7×7 convolution kernel [48]. Efficient 
neural network (ENet) decomposes the 5×5 convolution kernel 
into two convolution kernels of 1×5 and 5×1, which reduces the 
amount of calculation of the network and makes the network run 
on embedded devices [49]. Efficient dense modules with 
asymmetric convolution (EDANet) divides the 3×3 convolution 
kernel into two kernels: 3×1 and 1×3. This division reduces the 
number of parameters and required computation by one-third 
[50]. If the rank of a 2D kernel is 1, it means that the kernel has 
only one eigenvector in the 2D space. In this case, this 2D kernel 
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can be represented equivalently by a sequence of 1D 
convolution operations. However, in deep learning networks, 
convolutional kernels typically encompass multiple feature 
values. Directly converting the 2D kernel into a sequence of 1D 
kernels can result in significant loss of information, as it 
disregards other directional feature information encapsulated 
within the convolutional kernel [51]. 

Another consequence of asymmetric convolution is its 
enhancement of the model's rotational robustness. This 
enhancement arises from the fact that, in comparison to square 
convolutions of dimension d×d, horizontal convolutions of size 
d×1 exhibit horizontal flip invariance, while vertical 
convolutions of size 1×d demonstrate vertical flip invariance. 
From a mathematical standpoint, the elements within each row 
remain invariant under horizontal flipping, and when flipped 
vertically, each column maintains the integrity of its elements. 
The Asymmetric Convolutional Network (ACNet) employs 
parallel convolution kernels of dimensions d×d, 1×d, and d×1, 
in lieu of the original d×d kernels. It aggregates the outputs of 
these three convolutional operations, preserving the entirety of 
the convolutional kernel information. This approach enhances 
both the rotational robustness and generalization capability of 
the model. Furthermore, post-training, the network maintains 
the same number of parameters as the original d×d convolutional 
kernel, ensuring computational efficiency [52]. 

III. DATASET DESCRIPTION 

A. Children's Expression Dataset 

Advancement in children's expression recognition systems is 
often hindered by data scarcity. This paper introduces a novel 
dataset to address this limitation, specifically curated for the 
study of children's facial expressions. Acknowledging the 
stringent security and ethical requirements for collecting 
children's facial imagery, the dataset was constructed from 
publicly accessible images on the Internet, thereby upholding 
children's privacy. The majority of these images were sourced 
from established, publicly available datasets, including the 
fer2013 and the RAF-DB, recognized for their contributions to 
the field of facial expression analysis. In alignment with the 
World Health Organization's classification, the term 'children' 
refers to individuals under the age of 14. To ensure the dataset's 
accuracy, a majority voting system was employed, with each 
image evaluated by ten annotators. An image was classified as a 
child's expression if it received positive confirmation from at 
least six annotators. The resulting dataset comprises 15,157 
instances of children's facial expressions, categorized into seven 
primary emotional expressions. The distribution of these 
instances is delineated in TABLE I.  

Due to the diverse origins of the extracted children's 
expression images sourced from publicly available repositories 
on the Internet, variations in both size and format are observed. 
Consequently, as a means of standardization, all images within 
the dataset have been resized and converted to 48×48 pixels in 
PNG format for consistency and comparability across the 
dataset. To reduce computational complexity and mitigate the 
influence of image color on expression recognition, all images 
in this study were converted to grayscale. An illustrative 
example image from the children's expression dataset 
established in this study is presented in Fig. 2. 

TABLE I.  NUMBER OF IMAGES OF EACH EXPRESSION IN THE CHILDREN'S 

EXPRESSION DATASET 

Expression category Number of pictures 

Angry 1213 

Disgust 496 

Fear 875 

Happy 5208 

Netural 2872 

Sad 2943 

Surprise 1550 

Angry Disgust Fear Happy Natural Sad Surprise  
Fig. 2. Example images of children's expression dataset. 

B. RAF-DB Dataset 

The RAF-DB dataset is a highly regarded real-world dataset 
that includes 15,339 images of facial expressions, each with a 
resolution of 100×100 pixels. It features the seven universal 
emotional expressions, which have been meticulously labeled 
by 40 independent annotators. These images are subject to 
variations in occlusion, pose, and lighting conditions, making 
them representative of the diversity and complexity of 
expressions found in natural environments. The meticulous 
annotation by a diverse group of annotators ensures the dataset's 
reliability and ecological validity, which are crucial for its 
significant practical utility and research value in facial 
expression recognition. Fig. 3 shows an example image of the 
RAF-DB dataset, whose details are given in TABLE II.  

Surprise Fear Digust Happy Sad Angry Natural  
Fig. 3. Example image of the RAF-DB dataset. 

TABLE II.  NUMBER OF IMAGES OF EACH EXPRESSION IN THE RAF-DB 

DATASET 

Expression category Number of pictures 

Surprise 1619 

Fear 355 

Disgust 877 

Happy 5957 

Sad 2460 

Angry 867 

To eliminate the potential impact of color on expression 
recognition, all images within the RAF-DB dataset have been 
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converted to grayscale. To further validate the robustness of the 
algorithm, this paper applies a 30% vertical and horizontal 
flipping to the images in the dataset. 

IV. CHILDREN'S EXPRESSION RECOGNITION NETWORK 

A. Multi-scale Asymmetric Convolution Layer 

In deep learning image recognition tasks, researchers usually 
use the algorithm of increasing the depth of the network to 
improve the feature extraction ability of the model, and then 
improve the recognition effect. For instance, ResNet enhances 
the depth and performance of the network by stacking residual 
blocks and incorporating residual connections, which preserves 
and propagates the original input information [53]. However, 
this approach also results in an increased number of network 
parameters and computational costs. 

The experimental results of Inception demonstrate that using 
multiple convolution operations of different scales can achieve 
good facial expression recognition effects with an appropriate 
network depth and fewer network parameters. Multi-scale 
convolution is composed of three branches for feature extraction. 
By using convolution kernels of different sizes, the input 
features are convolved in parallel with different-sized kernels, 
enabling the network to perceive different values at the same 
layer. The features extracted from the three feature extraction 
branches are fused through the concatenate (concat) method to 
output the final feature map. The multi-scale convolution 
operation can extract feature information of different scales from 
the input facial expression image data, integrating both local and 
global feature information. 

Previous Layer

3*3 conv3*1 conv 1*3 conv 5*1 conv 5*5 conv 1*5 conv1*1 conv

BNBN BN BN BN BN BN

Filter Concatenation

ReLU ReLU ReLU

 
Fig. 4. Multi-scale asymmetric convolutional layer in training mode. 

The experimental outcomes of ACNet demonstrate that 
asymmetric convolution effectively enhances model 
performance without escalating the count of network parameters. 
Consequently, this study incorporates the ACNet concept and 
substitutes the d×d convolution kernel in the multi-scale 
convolution with parallel convolution kernels of dimensions 
d×d, 1×d, and d×1. Consequently, a multi-scale asymmetric 
convolution layer is proposed. In the multi-scale asymmetric 
convolution layer, multi-scale convolution operations are 
employed to extract facial expression features of children at 
different scales. The original square convolution is replaced with 
asymmetric convolutions. Specifically, the horizontal 
convolution of size d×1 exhibits horizontal flip invariance, while 
the vertical convolution of size 1×d exhibits vertical flip 
invariance. This approach enhances the model's rotational 
robustness and generalization ability. After training, the 
asymmetric convolutions can be replaced with equivalent square 

convolutions to simplify computations. The multi-scale 
asymmetric convolution layer during training is illustrated in Fig. 
4. 

The multi-scale asymmetric convolution layer in training 
mode comprises seven branches. Specifically, three branches 
with 3×1, 3×3, and 1×3 convolutions replace the original 3×3 
convolution kernel, while three branches with 5×1, 5×5, and 1×5 
convolutions replace the original 5×5 convolution kernel. This 
approach allows the network to perceive features of different 
sizes within the same layer. Due to the horizontal convolution of 
size d×1 having horizontal flip invariance and the vertical 
convolution of size 1×d having vertical flip invariance, the use 
of asymmetric convolutions enhances the model's rotational 
robustness and generalization capability, thereby further 
improving the model's performance. Assuming that the input 
feature map is F, the convolution kernel is K, and the final output 
feature map is Fconcat, the calculation formula for the multi-scale 
asymmetric convolution layer in training mode is presented in 
Eq. (1) to Eq. (10). 

))),((( 1111 bKFConvBNeLURF         (1) 

)),(( 21313 bKFConvBNF     (2) 

)),(( 33333 bKFConvBNF     (3) 

)),(( 43131 bKFConvBNF     (4) 

)( 3133132 FFFeLURF     (5) 

)),(( 51515 bKFConvBNF     (6) 

)),(( 65555 bKFConvBNF     (7) 

)),(( 75151 bKFConvBNF     (8) 

)⊕⊕(= ××× 5155153 FFFeLURF   (9) 

),,( 321concat FFFConcatF            (10) 

2Due to the additivity of convolution, several compatible-
sized 2D kernels operate on the same input with the same stride 
to generate outputs of the same resolution. Then, the outputs of 
these kernels are summed up, and these kernels are added at the 
corresponding positions, resulting in an equivalent kernel that 
produces the same output. Assuming that K1 and K2 represent 
two 2D kernels with compatible sizes, respectively, and I 
represent a matrix, the method is shown in Eq. (11). 

)KK(IKIKI 2121    (11) 

Compatibility among 2D kernels requires that different 2D 
kernels can produce outputs of the same size with the same input. 
Therefore, this paper adopts the algorithm of cropping the input 
feature map to enable d×d, d×1, and 1×d kernels to generate 
outputs of the same size. For instance, when d=3, to generate 
outputs of the same size, the image input to the 3×1 convolution 
kernel needs to be cropped by two rows of pixels, specifically 
the first and the last rows, while the image input to the 1×3 
convolution kernel requires the removal of two columns of 
pixels, namely the first and the last columns, as shown in Fig. 5. 
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Similarly, when d=5, a similar approach can be employed to 
ensure that the 5×5, 5×1, and 1×5 convolution kernels produce 
outputs of the same size. 

Conv

Conv

K3×3 convolution

Output feature map

Output feature map

K3×1 convolution 

Output feature map

Conv

K1×3 convolution

input feature map

cropped feature map

cropped feature map

Equal

Equal

 
Fig. 5. Schematic diagram of producing outputs of the same size through 

cropping multi-scale convolution kernels. 

Integrating Eq. (11), the aggregation of output feature maps 
derived from 3×3, 1×3, and 3×1 convolution kernels is 
analogous to the output feature map generated by a novel 
convolution kernel, which is constructed by amalgamating the 
output feature maps of the three kernels at their corresponding 
spatial locations. Assuming that the 3×3, 1×3, and 3×1 
convolution kernels are represented as K3×3, K1×3, and K3×1, 
respectively, and I represents the input feature map, as shown in 
Eq. (12). 

)⊕⊕(×=×+×+× ×××××× 133133133133 KKKIKIKIKI   (12) 

Where K3×3⊕K1×3⊕K3×1 represents the new convolution 
kernel obtained by adding K3×3, K3×1, and K1×3 at corresponding 
positions, as shown in Fig. 6. 

K3×3 convolution K3×1 convolution K1×3 convolution

=
 

K3×3 K3×1 K1×3 
convolution 

 
Fig. 6. Schematic diagram of summing convolution kernel output feature 

maps. 

Fig. 6 shows that the K3×3⊕K1×3⊕K3×1 convolution kernel 
also has a size of 3×3. After training, since the model ceases 
parameter updates and gradient calculations and only performs 
inference, the convolution kernels with the same shape and 
number of parameters are equivalent. Therefore, the 
K3×3⊕K1×3⊕K3×1 convolution kernel and the K3×3 convolution 
kernel are equivalent, as shown in Fig. 7. 

Fig. 7 illustrates that a single K3×3 convolution kernel can be 
used to replace the K3×3⊕K1×3⊕K3×1 convolution kernel to 
simplify calculations. Similarly, the K5×5⊕K1×5⊕K5×1 

convolution kernel can also be replaced with a single K5×5 
convolution kernel after training to simplify computations. Fig. 
8 depicts the network structure of the multi-scale asymmetric 
convolution layer after training completion. 

K3×3 convolution 

K3×3 K3×1 K1×3 
convolution 

Output feature map

Conv

Output feature map

Conv

Equal

Equal

 
Fig. 7. Schematic diagram of convolution kernel equivalence after training 

completion. 

Previous Layer

3*3 conv 5*5 conv1*1 conv

BN BN

Filter Concatenation

ReLU ReLU ReLU

BN

 

Fig. 8. Multi-scale asymmetric convolution layer after training completion. 

Assuming the input feature map is F', K represents the 

convolution kernel, and the final output feature map is concat'F , 

the computational formulas for the multi-scale asymmetric 
convolution layer upon completion of training are shown in Eq. 
(13) to Eq. (16). 

))),((( 1111 bKFConvBNeLURF '''    (13) 

))),((( 2332 bKFConvBNeLURF '''    (14) 

))),((( 3553 bKFConvBNeLURF '''    (15) 

),,( 321concat FFFConcatF ''''         (16) 

B. MACNN Network Structure 

Addressing the issues of low recognition accuracy, 
insufficient generalization ability, and inefficiency in ordinary 
convolutional neural networks for child facial expression 
recognition, this paper proposes the MACNN. This network 
utilizes multi-scale convolution to extract feature information 
from different scales of images, enhancing the feature extraction 
capability of the model. The asymmetric convolution further 
enhances the model's rotational robustness and generalization 
ability. Finally, the VGG16, serving as the main body of the 
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network, improves the network depth through the stacking of 
3×3 convolution layers, further enhancing the model's feature 
extraction capability. The network structure of MACNN is 
illustrated in Fig. 9, where MAConv represents the multi-scale 
asymmetric convolution layer. 

Image

MAConv,64

3*3 conv,64

Maxpool(2,2)

MAConv,128

3*3 conv,128

Maxpool(2,2)

MAConv,256

3*3 conv,256

Maxpool(2,2)

3*3 conv,256

MAConv,512

3*3 conv,512

3*3 conv,512

Maxpool(2,2)

MAConv,512

3*3 conv,512

3*3 conv,512

Maxpool(2,2)

FC,2048

FC,2048

FC,7

 
Fig. 9. The network structure of MACNN. 

V. EXPERIMENT  

To assess the performance of the proposed algorithm, a 10-
fold cross-validation methodology was implemented on the 
child facial expression dataset. This approach ensured the 
algorithm's effectiveness was rigorously tested. To further 
evaluate the robustness and generalization of the algorithm in 
natural scene expression recognition, comprehensive 
experiments were performed on the RAF-DB dataset, a large-
scale collection of real-world facial expressions. The model's 
performance was analyzed using confusion matrices and ROC 
curves generated from the test set, providing a detailed 
understanding of its ability to recognize various facial 
expressions. 

Additionally, the efficiency of the proposed algorithm was 
compared against other state-of-the-art methods to demonstrate 
its real-time processing capabilities in recognizing child facial 
expression images. 

The experimental setup was established using Python 3.8, 
with the PyTorch framework (version 1.7.1) and CUDA 
(version 11.0) for network model construction. The training and 
testing were conducted on a Linux system (version 3.10.0-
1062.9.1.el7.x86_64). The system's hardware configuration 
included an Intel Xeon Silver 4114 CPU with a 2.20GHz clock 
speed, 252GB of memory, a Tesla P100 GPU, and 16GB of 
graphics memory. 

For the optimization process, the Adam optimizer was 
selected with a learning rate set to 0.0001. The training was 
performed using a batch size of 32 and a total of 100 epochs, 
ensuring thorough convergence of the model's parameters. 

VI. RESULTS 

A. Expression Recognition Results for Children's Expression 

Dataset 

To enhance the precision of evaluating the MACNN's 
capability in discerning various categories of pediatric facial 
expressions, this manuscript introduces a confusion matrix 
derived from the experimental outcomes of the MACNN on a 
pediatric facial expression dataset. The matrix is depicted in Fig. 
10. The diagonal elements of the matrix correspond to the true 
positive rate, indicating the proportion of instances correctly 
classified within each category. Conversely, the off-diagonal 
elements signify the misclassification probabilities, reflecting 
the rate at which instances from one category are incorrectly 
assigned to another. 
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Fig. 10. Confusion matrix of MACNN. 

This paper presents ROC curves for the MACNN's 
recognition of each category of children's facial expressions, as 
shown in Fig. 11. The AUC values for the seven expressions are 
0.74, 0.64, 0.62, 0.95, 0.92, 0.91, and 0.80, respectively. 
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Fig. 11. ROC curve of children's expression dataset. 

To substantiate the superiority of the proposed algorithm in 
the domain of children's facial expression recognition, this 
manuscript conducts comparative experiments against several 
classical algorithms. TABLE III.  presents the comparative 
accuracy results across various algorithms on pediatric facial 
expression datasets. 
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TABLE III.  RECOGNITION ACCURACY OF DIFFERENT ALGORITHMS IN 

CHILDREN'S EXPRESSION DATASET 

Algorithms Accuracy (%) 

VGG16 59.96 

ResNet-50 60.66 

ResNet-152 61.20 

Co-ChiLeRFE 60.39 

MMANET 63.09 

MACNN 63.35 

This study aims to demonstrate the efficiency of the 
proposed algorithm for facial expression recognition by 
comparing the average recognition time required to process a 
single image across different algorithms. Specifically, the 
average recognition time is assessed for each algorithm on a 
standardized dataset. Table IV provides a summary of the 
average recognition times recorded for the respective algorithms. 

TABLE IV.  AVERAGE RECOGNITION TIME OF DIFFERENT ALGORITHMS IN 

CHILDREN'S EXPRESSION DATASET 

Algorithms Average Recognition Time (seconds) 

VGG16 0.004 

ResNet-50 0.011 

ResNet-152 0.031 

Co-ChiLeRFE 0.069 

MMANET 0.015 

MACNN 0.006 

B. Expression Recognition Results for RAF-DB Expression 

Dataset 

The confusion matrices depicting expression recognition on 
the RAF-DB dataset for both the baseline VGG16 model and the 
proposed network model are presented in Fig. 12 and Fig. 13, 
respectively. These figures also illustrate the recognition 
accuracy for various categories of facial expressions. 

Fig. 14 presents the ROC curves for evaluating the 
classification performance of the MACNN on each facial 
expression category using the RAF-DB dataset. 
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Fig. 12. Confusion matrix of baseline VGG16 under RAF-DB. 
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Fig. 13. Confusion matrix of baseline MACNN under RAF-DB. 
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Fig. 14. ROC curve of RAF-DB dataset. 

To assess the performance of the proposed algorithm in 
recognizing natural facial expressions, a comparative analysis 
has been performed against other prevalent and cutting-edge 
algorithms using the RAF-DB dataset. The results of these 
experiments are detailed in Table V. 

TABLE V.  RECOGNITION ACCURACY OF DIFFERENT ALGORITHMS IN 

RAF-DB DATASET 

Algorithms Accuracy (%) 

VGG16 71.94 

VGG19 73.76 

PCARNet 77.67 

ResNet-50 74.53 

ResNet-152 75.06 

Co-ChiLeRFE 72.58 

MMANET 77.92 

MACNN 78.26 

C. Analysis of Experimental Results 

Fig. 10 illustrates that the MACNN achieves higher 
recognition accuracy for happiness, neutrality, and sadness 
expressions in the context of pediatric facial expression 
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recognition. This outcome can be attributed to several factors. 
Firstly, the subtlety of children's facial features often results in 
images with minor expression variations being misclassified as 
neutral expressions. Secondly, the volunteer subjects who 
provided images were not professionally trained, leading to 
potential misclassification of some neutral expressions into 
other categories, which in turn affects the model training. 
Additionally, an analysis of the distribution of the pediatric 
facial expression dataset (as shown in Fig. 15) reveals an uneven 
distribution of sample sizes across different expression 
categories, which hinders model learning and significantly 
impacts recognition accuracy. 
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Fig. 15. Number of images of various expressions in the children's expression 

dataset. 

Fig. 15 illustrates the imbalanced distribution of various 
expressions within the children's facial expression dataset, with 
happiness being the most frequently represented and disgust the 
least, resulting in a disparity exceeding an order of magnitude 
between the two. This imbalance affects the shape of the ROC 
curves, as shown in Fig. 11. It indicates that the MACNN 
achieves the highest recognition performance for expressions of 
happiness, neutrality, and sadness, with respective AUC values 
of 0.95, 0.92, and 0.91. In contrast, the recognition performance 
for expressions of disgust and fear is the lowest, with AUC 
values of 0.64 and 0.62, respectively. 

TABLE III.  presents a comparative analysis of the accuracy 
rates achieved by various algorithms on the children's facial 
expression dataset. The method proposed in this paper attained 
an accuracy rate of 63.36%, which is the highest among all the 
algorithms evaluated. TABLE IV.  illustrates the average time 
required by each algorithm to recognize a single image. The 
method introduced in this study achieved an average recognition 
time of 0.006 seconds, ranking second among all algorithms, 
only 0.002 seconds slower than the VGG16. The experimental 
results demonstrate that while ensuring algorithmic efficiency, 
the performance of the algorithm has been enhanced. 

Fig. 12 and Fig. 13 demonstrate that the MACNN has 
enhanced the recognition accuracy for the seven facial 
expressions in the RAF-DB dataset, with the most significant 
improvements observed in expressions of disgust, sadness, and 
anger, with respective increases of 0.21, 0.19, and 0.21. 
Improvements are also noted for the other expressions. 

Fig. 14 presents the ROC curves of the proposed algorithm 
on the RAF-DB dataset, with AUC values for the seven 
expressions being 0.96, 0.77, 0.81, 0.99, 0.95, 0.95, and 0.92, 
respectively. All seven curves are positioned above the diagonal 
line, indicating that the algorithm performs exceptionally well in 
classifying expressions of surprise, happiness, sadness, anger, 
and neutrality, and provides good classification for expressions 
of fear and sadness. 

TABLE V. demonstrates that the algorithm presented in this 
paper achieves the highest performance on the naturalistic 
expression dataset RAF-DB, with an accuracy rate of 78.26%, 
indicating excellent robustness and generalization capabilities. 

In summary, compared to other algorithms, the MACNN 
proposed in this paper enhances the network's perceptual 
capacity by integrating multi-scale convolution to collect 
information from different receptive fields within the network. 
Additionally, the introduction of asymmetric convolution has 
improved the robustness and generalization of the algorithm 
while ensuring high efficiency, making it well-suited for 
application in pediatric facial expression recognition scenarios. 

VII. CONCLUSION 

This study introduces the Multi-scale Asymmetric 
Convolutional Neural Network (MACNN), an advanced 
architecture for recognizing children's facial expressions. It 
utilizes multi-scale and asymmetric convolution layers to 
enhance feature extraction and recognition accuracy. 

Our experiments, conducted with a GPU Tesla P100 and 
16GB of video memory, yielded a 63.35% accuracy on a self-
constructed children's expression dataset. This result exceeds 
that of other benchmarked algorithms, showcasing MACNN's 
superior performance. 

Further testing on the RAF-DB dataset, which features 
expressions in natural environments, resulted in a 78.26% 
accuracy. This underscores MACNN's robustness and its ability 
to generalize across different conditions, a critical aspect for 
real-world applications. 

The high recognition accuracy and computational efficiency 
of MACNN position it well for practical use in fields such as 
child psychology, human-computer interaction, and child safety. 
Its demonstrated adaptability suggests it is well-suited for 
broader real-world deployment. 

The network's performance metrics highlight its potential for 
real-time expression analysis in various systems, including 
educational software, telemedicine platforms, and child 
monitoring systems. Future work may focus on optimizing 
MACNN for mobile and embedded systems, expanding the 
diversity of training datasets, and incorporating temporal 
dynamics for enhanced dynamic expression recognition. 
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Abstract—With the rise in cloud adoption, securing dynamic 

virtual environments remains a significant challenge. While 

traditional Intrusion Detection Systems (IDS) have attempted to 

address security concerns in the cloud mostly through static 

detection rules and without adaptation capabilities to identify new 

attack vectors, a self-optimizing framework called Reinforcement 

Learning-Driven Self-Adaptation in Hypervisor-Based Cloud 

Intrusion Detection Systems (RLDAC-IDS) is suggested to 

overcome this limitation. RLDAC-IDS leverages the inherent 

visibility of hypervisors into virtualized resources to gain valuable 

insights into cloud operations and threats. Its key components 

include real-time behavioral analysis, anomaly detection, and 

identification of known threats. The innovation of RLDAC-IDS 

lies in the incorporation of reinforcement learning to continuously 

improve the detection rules and responses. RLDAC-IDS 

exemplifies intelligent intrusion detection through its ability to 

learn and adapt to new threat patterns autonomously. By 

continuous optimization and intelligent intrusion detection 

techniques, the system progresses to tackle emerging attack 

vectors while minimizing false alarms. In contrast, RLDAC-IDS is 

highly adaptive and can easily adjust to the changing conditions of 

cloud environments. In summary, RLDAC-IDS represents a 

major advancement in cloud IDS through its adaptive, self-

learning approach, overcoming the limitations of existing solutions 

to provide robust protection amidst the complexities and dynamics 

of modern virtualized settings. 

Keywords—Cloud security; intrusion detection system; adaptive 

framework; hypervisor-based IDS; self-adaptation; emerging threat 

detection; reinforcement learning; behavioral analysis; cloud 

computing;  intelligent intrusion detection 

I. INTRODUCTION 
 

 

Cloud computing has become a disruptive paradigm in 
information technology, offering benefits such as increased 
resource utilization and significant cost savings in 
infrastructure. At its core, cloud computing leverages current 
technologies like service-oriented architecture, virtualization, 
and utility computing. Among these, virtualization emerges as 
the cornerstone of cloud computing infrastructure [1]. It enables 
efficient sharing of physical machine resources, including CPU, 
memory, I/O, and network interfaces, among multiple virtual 
machines coexisting on the same physical host [2], [3]. 

While the advantages of cloud computing and virtualization 
are evident in their ability to optimize resource allocation and 
streamline operations, they introduce a pivotal challenge for 
cloud service providers (CSPs). This challenge lies in 

safeguarding the virtualized resources of Guest Operating 
Systems (GOS) against an ever-evolving landscape of 
advanced and sophisticated cyberattacks [4]. As CSPs strive to 
harness the power of virtualization to deliver cloud services, the 
imperative of fortifying these virtualized environments against 
security threats becomes increasingly paramount. This 
introduction sets the stage for a comprehensive exploration of 
the intricacies surrounding the protection of virtualized 
resources within cloud computing, addressing the multifaceted 
challenges and highlighting the strategies and solutions vital to 
this endeavor [5]. 

Server virtualization allows for the allocation of CPU, 
RAM, and other dynamic computing resources as needed. This 
is achieved through a pay-as-you-go approach, where 
customers, referred to as tenants, are only billed for utilities. 
Infrastructure as a Service (IaaS) is a widely accepted cloud 
computing model that enables users to utilize virtual machines 
(VMs) and virtual networks to access and manage computers, 
storage, and network resources. This is facilitated through the 
provision of an information system and the added benefits of 
access to unlimited computing and communication capacity, as 
outlined in the service level agreements between tenants and 
cloud providers [6], [7]. 

The virtual machine contains a hypervisor, a virtualization 
component that enables devices to share resources. However, it 
also poses its own set of risks. If an attacker breaches a 
hypervisor, they can take control of the entire virtual 
environment. Complications in cloud computing further 
complicate matters as attacks can originate from various 
sources like virtual networks, malicious hypervisors, and other 
virtual machines. Virtual machines are prime targets for 
attackers due to their susceptibility to hijacking, as they are 
linked to the external virtual world through the CSP [8]. 

The implementation of an intrusion detection system (IDS) 
is essential in safeguarding the entirety of a virtual machine 
against a multitude of potential threats and attacks [9]. The 
Intrusion Detection System (IDS) should possess the 
functionality to identify malware, analyze logs, check file 
integrity, analyze incoming data, and provide an active reaction 
[10]. Furthermore, it is imperative that the system possess the 
capability to detect both unidentified and recognized attacks. 
Solely relying on detection measures is insufficient for ensuring 
the protection of the virtual environment without the 
implementation of preventive measures. This study presents a 
proposed framework called Self-Adaptive Framework for 
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Hypervisor-Based Cloud Intrusion Detection System 
(HVCIDS). The purpose of this framework is to identify and 
react to unauthorized or malicious actions occurring in a cloud 
computing environment. 

The proposed Reinforcement Learning-Driven Self-
Adaptation in Hypervisor-Based Cloud Intrusion Detection 
Systems (RLDAC-IDS) offers several significant 
advancements in cloud security. The primary contributions of 
this work are as follows: 

 Adaptive Reinforcement Learning Framework: We 
introduce a novel approach that integrates reinforcement 
learning to enable continuous self-adaptation of 
detection rules and responses. This allows RLDAC-IDS 
to evolve dynamically with the changing threat 
landscape, addressing a critical limitation of static rule-
based systems. 

 Hypervisor-Level Monitoring: By leveraging 
hypervisor-based visibility, RLDAC-IDS gains 
comprehensive insights into virtualized resources and 
cloud operations, enabling more granular and effective 
threat detection across the entire cloud infrastructure. 

 Multi-Faceted Detection Approach: Our system 
combines real-time behavioral analysis, anomaly 
detection, and known threat identification, providing a 
robust, layered defense against a wide spectrum of 
attack vectors, including zero-day threats. 

 Resource Efficiency: RLDAC-IDS demonstrates 
significantly lower CPU utilization (12.4%) compared 
to traditional approaches, making it particularly suitable 
for cloud environments where resource optimization is 
crucial. 

 Enhanced Performance Metrics: Our experimental 
results show that RLDAC-IDS achieves superior 
accuracy (98.7%), precision (98.5%), recall (97.9%), 
and F1-score (97.5%) compared to existing intrusion 
detection techniques, indicating substantial 
improvements in overall effectiveness. 

 Balanced False Positive/Negative Mitigation: With a 
high precision rate and low error rate (1.3%), RLDAC-
IDS effectively distinguishes between legitimate and 
malicious activities, addressing the common challenge 
of alert fatigue in intrusion detection systems. 

 Scalability and Adaptability: The self-learning nature of 
RLDAC-IDS enables it to scale effectively and adapt 
rapidly to the dynamic and complex nature of modern 
cloud environments, providing robust protection against 
evolving cyber threats. 

The subsequent sections of this paper are structured as 
follows: Section II provides a comprehensive background on 
the hypervisor, visualization, and intrusion detection systems. 
Section III offers an in-depth analysis of previous studies. In 
Section IV, we expound upon the research methodology 
employed, delineating the intricacies of the proposed 
Hypervisor-based Cloud Intrusion Detection System 
(HVCIDS) framework. Within this section, readers will find 

elucidations in the form of model algorithms and an exposition 
of the performance metrics utilized in our study. Furthermore, 
Section V encompasses the presentation of our research 
findings. In Section VI, an extensive discussion of the results is 
undertaken, providing critical insights and interpretations. 
Lastly, the concluding Section VII encapsulates our paper with 
definitive conclusions drawn from the research conducted and 
offers valuable suggestions for potential avenues of future 
research exploration. 

II. BACKGROUND 

In this section, we provide a brief introduction to key topics 
relevant to our research. We introduce hypervisors, outlining 
their basic functions and the advantages they offer in cloud 
environments. Next, we explore intrusion detection systems 
(IDS), explaining their purpose and distinctions. Additionally, 
we examine the transformative influence of cloud computing 
and the significance of visualization in cloud systems. This 
fundamental knowledge establishes the groundwork for the 
subsequent section of our research paper. 

A. Hypervisors 

Hypervisors are a type of virtual machine monitor (VMM). 
They are the main drivers behind virtualization and cloud 
computing. Hypervisors serve as a crucial layer of abstraction, 
facilitating the creation and management of virtual machines 
(VMs) that operate on physical hardware [11]. These systems 
can be software-based or hardware-based. Hypervisors enable 
multiple VMs to coexist and function independently on a single 
computer. By acting as a bridge between physical hardware and 
a virtualized environment, hypervisors efficiently allocate 
resources from the computer, such as CPU, memory, storage, 
and networking, to the VMs [12]. 

Hypervisors make it easier to create and manage virtual 
machines (VMs), providing a significant advantage to 
computing environments. They consolidate different resources, 
enabling multiple VMs to operate on a single server. This 
results in substantial cost savings and enhanced energy 
efficiency. Hypervisors excel in security by offering robust 
isolation, allowing each VM to function independently to 
safeguard data. They also introduce hardware independence, 
simplifying resource management, seamless VM migration, 
and quick adaptation in computing environments. The 
combined benefits of hypervisors make them ideal for efficient 
resource utilization, stringent security protocols, and readiness 
for dynamic operations [13]. 

B. Intrusion Detection System 

Intrusion detection systems (IDS) are the foundation of 
modern cybersecurity methods, offering critical capabilities for 
monitoring and protecting networked systems and resources. At 
their core, intrusion detection systems (IDS) are intended to 
monitor and analyze network traffic and system operations in 
real time, identifying patterns or behaviors that deviate from 
established standards [14]. When such anomalies are detected, 
intrusion detection systems (IDS) generate alerts or take 
programmed actions to mitigate potential threats. Based on 
their detection methodologies, IDS can be classified into three 
basic types: 
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1) Signature-based IDS: This category utilizes 

predetermined patterns or signatures of known attacks to detect 

threats. Signature-based intrusion detection systems operate by 

comparing network traffic or system actions to a database of 

preset signatures. An alert is generated when a match is 

identified. While effective against known threats, signature-

based intrusion detection systems (IDS) may face challenges 

with zero-day attacks (vulnerabilities that were previously 

unidentified) and may generate false positives [15]. 

2) Anomaly-based intrusion detection systems: Anomaly-

based IDS, in contrast, focuses on detecting deviations from 

established baselines of normal behavior. These systems 

employ machine learning or statistical algorithms to learn 

typical patterns of network traffic and system activities over 

time. When they identify activities that significantly differ from 

the norm, they raise alerts. Anomaly-based IDS excel at 

identifying novel and emerging threats, as they are not reliant 

on predefined signatures. However, they may require more 

sophisticated algorithms and generate alerts for benign 

anomalies, necessitating careful tuning [16]. 

3) Hybrid-based intrusion detection systems: Hybrid-based 

intrusion detection systems combine elements of both 

signature-based and anomaly-based techniques. These systems 

utilize predefined signatures for identified threats while also 

monitoring network traffic and system activity for 

irregularities. By integrating these methods, hybrid-based 

intrusion detection systems (IDS) aim to enhance detection 

accuracy by minimizing false positives and effectively 

identifying both known and novel threats. Nevertheless, they 

may pose challenges in terms of configuration and maintenance 

[17], [18]. 

C. Cloud Computing and Virtualization 
 

Cloud computing has revolutionized how IT services are 
delivered, bringing about a change. This innovative approach 
involves providing computer resources on demand via the 
internet including a range of services, like servers, storage, 
databases, networking, software and more. Organizations have 
enthusiastically adopted cloud computing due to its ability to 
dynamically scale resources reduce costs and enhance 
flexibility. 

The key, to the flexibility and efficiency of cloud computing 
lies in virtualization. Virtualization is the technology that 
enables the creation and management of instances of computer 
resources allowing for efficient utilization of physical 
hardware. In a virtualized environment these virtual instances 
operate independently from the underlying infrastructure 
enabling resource allocation based on demand and effective 
resource management. 

Virtualization is primarily implemented through the 
utilization of hypervisors which serve as the hub for generating 
and managing virtual machines (VMs). Hypervisors create an 
abstraction layer, between the hardware and these VMs 
enabling VMs to function independently on a single physical 
host. This setup ensures resource separation. Maximizes 
hardware efficiency. By leveraging hypervisors organizations 

can fully leverage the potential of virtualization to create and 
maintain adaptable computing environments. 

Virtualization is critical to enabling the key features of 
cloud services outlined the National Institute of Standards and 
Technology (NIST), like on-demand access and rapid 
flexibility. Cloud providers use hypervisor software to 
efficiently allocate resources, isolate environments securely, 
and make virtual machines easy for customers to create and 
control. Virtualization provides the core foundation for 
dynamic resource management, workload scalability, and 
optimized efficiency that define cloud computing. It allows 
cloud platforms to be agile and adaptable in meeting compute 
needs. 

III. LITERATURE REVIEW 

This section provides a comprehensive overview of recent 
advancements in intrusion detection systems, particularly 
focusing on cloud environments and adaptive techniques. This 
categorized into signature-based, anomaly-based, hybrid-
based, and hypervisor-based approaches, concluding with a 
comparative analysis of these works against our proposed 
RLDAC-IDS. 

A. Signature-based Intrusion Detection Systems 

Lo et al. provide an integrated intrusion detection system 
model designed to address the issues of protecting cloud 
computing networks. Individual IDS units placed on each 
server inside the cloud architecture are used in this manner. 
These IDS units are unusual in that they combine a signature 
database with a block table, allowing them to keep track of 
recent assaults. This method prioritizes the evaluation of 
packets that are more likely to be related to recent attacks, 
improving the system's responsiveness. This framework's 
contributions include its novel technique for prioritizing packet 
inspection and its promise to improve the security of cloud 
computing networks. This method may face challenges in 
maintaining and managing block tables in dynamic cloud 
environments [19]. 

Lin et al. propose an efficient and effective Network 
Intrusion Detection System (NIDS) tailored specifically for 
cloud virtualization environments. The approach they proposed 
is based on a rule-based NIDS designed to detect known attacks 
within the cloud setting. The advantages of this approach 
include its ability to remain responsive to real-time changes in 
VM behavior and its effectiveness in identifying known attacks. 
However, managing and updating rules for numerous VMs in 
highly dynamic cloud settings could prove challenging. [20]. 

Meng et al. proposed a novel technique for signature-based 
intrusion detection systems (IDS). The authors developed a 
character frequency-based exclusive signature matching system 
with the goal of improving intrusion detection accuracy and 
flexibility, especially in remote situations. This method has 
benefits in terms of better detection accuracy, flexibility for 
emerging attack patterns, and the capacity to differentiate 
between regular and malicious data. However, significant 
drawbacks include the computational expense associated with 
character frequency analysis as well as the requirement for 
ongoing fine-tuning to maintain optimum performance in 
dynamic network contexts [21]. 
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B. Anomaly-based Intrusion Detection System 

Sari conducted a comprehensive review of anomaly 
detection systems (ADS) in cloud networks and surveyed 
security measures in cloud storage applications. The central 
approach discussed in this paper revolves around categorizing 
data as normal or abnormal behavior within cloud networks. 
The key contribution of this research lies in its focus on 
anomaly detection, which can effectively identify novel attacks 
and deviations from normal behavior within cloud 
environments. This approach offers the advantage of 
adaptability to emerging threats. However, it does come with a 
computational cost due to the continuous monitoring and 
analysis required. Additionally, the system generates alarms for 
any deviations, placing the responsibility of identifying the 
cause of alarms on the security manager, which may require 
additional time and expertise [22]. 

Yuxin et al. proposed a novel method for malware 
identification, concentrating on static system call analysis with 
machine learning approaches. The method is divided into two 
stages. To begin, the approach decodes program structures and 
builds a context-free grammatical description of the workflow, 
with the goal of capturing the program's behavior. This method 
has the ability to effectively detect harmful code due to its rich 
feature representation and effective selection approaches. 
However, possible drawbacks may include the computational 
difficulty of building context-free grammars and the need for 
significant computer resources [23]. 

Gupta and Kumar propose a novel technique for identifying 
malware activities in cloud systems, with an emphasis on low-
frequency attacks. The suggested solution is based on an 
integrated call-based anomaly detection mechanism, which 
differs from the standard training system approach. Instead, it 
creates a database of system operations with a pair of keys, one 
for the system call name and the other for its immediate 
successor. It provides benefits in terms of flexibility for 
evolving risks and the capacity to detect odd program activity. 
The difficulty of maintaining and updating the baseline 
information, as well as the danger of false positives in the 
detection procedure, are possible drawbacks [24]. 

C. Hybrid-based Intrusion Detection System 

Ficco et al. provide a hierarchical security architecture for 
delivering security as a service in federated cloud settings. This 
strategy has various benefits, including increased scalability, 
real-time threat detection, and the possibility of centralized 
security administration in federated cloud systems. It may, 
however, pose complications in data transmission and 
interpretation, necessitating careful coordination and resource 
allocation. Overall, Ficco et al.'s hierarchical design seems to 
be a viable approach for enhancing security in federated cloud 
environments [25]. 

Chiba et al. offer a collaborative and hybridized network 
intrusion detection architecture designed for cloud computing 
environments, combining the capabilities of two separate 
intrusion detection approaches. To begin, Snort, a signature-
based intrusion detection system (IDS), is used to detect known 
attacks using pattern matching. Furthermore, the framework 

utilizes an Optimized Back Propagation Neural Network 
(BPNN) to identify anomalies and detect new threats. The 
BPNN enables the system to adapt to evolving attack strategies 
and routes while achieving high detection accuracy rates. 
However, this comes at a computational cost, requiring 
coordination between multiple network intrusion detection 
systems (NIDS) nodes. In summary, Chiba and colleagues have 
developed a collaborative, hybrid intrusion detection 
framework that combines strengths to enhance security in cloud 
settings, despite drawbacks like processing overhead. The 
system shows promise for improving threat detection and 
response in cloud environments through its multifaceted 
approach [26]. 

Balamurugan and Saravanan put forth a novel technique to 
strengthen security in cloud computing environments. Their 
methodology utilizes two unique algorithms for thorough 
analysis of network traffic. Initially, they implement a packet 
examination algorithm to inspect network packets and detect 
potentially harmful actions. Additionally, they leverage 
artificial neural networks (ANNs) coupled with a K-means 
clustering algorithm to categorize and group network traffic 
patterns. The advantages include heightened detection 
accuracy, the ability to handle diverse types of network traffic, 
and improved adaptability to evolving attack strategies. 
However, potential disadvantages might include increased 
computational complexity and the need for fine-tuning 
parameters for optimal performance [27].  

D. Hypervisor-based Intrusion Detection System 

Mishra et al. propose an innovative approach aimed at 
fortifying security measures within cloud environments. Their 
approach centers on deploying a dedicated security tool on the 
cloud network server, tasked with the critical function of 
inspecting network traffic between virtual machines (VMs) 
within the cloud infrastructure. The advantages of this approach 
include its potential to detect malicious network packets, both 
internal and external, effectively, thereby bolstering overall 
security. It enhances the cloud infrastructure's resilience against 
a broad spectrum of threats. However, potential disadvantages 
may involve resource utilization and scalability concerns, given 
the additional overhead imposed by continuous monitoring 
[28]. 

Nikolai and Wang propose a hypervisor-based intrusion 
detection framework leveraging performance metrics from 
virtual machines to identify threats in cloud environments. 
Their approach offers benefits such as independence from 
virtual machine operating systems and the ability to detect 
insider attacks between instances. However, a key limitation is 
its reliance on static detection signatures that are unable to adapt 
to new attack patterns. The lack of adaptation coupled with the 
manual effort required to define attack signatures hinders 
responsiveness to emerging threats. Our proposed framework 
addresses these deficiencies through self-learning algorithms 
that automatically derive and optimize detection logic based on 
evolving attacker behaviors. By continuously adapting threat 
models, our approach achieves higher detection accuracy, 
particularly against zero-day attacks, providing robust 
protection tailored to dynamic cloud environments [29]. 
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Patil et al. put forward the Hybrid HLDNS system to 
improve security in cloud settings. This comprehensive 
framework operates on the Control VM of each physical server. 
Benefits include extensive threat detection, adapting to shifting 
cloud environments, and optimized features for accuracy. 
However, potential drawbacks are increased computational 
loads from continuous network monitoring [30], [31]. In 
summary, the Hybrid HLDNS methodology shows promise for 
enhanced security through its multilayered approach, despite 
possible overhead from traffic analysis. 

E. Recent Advancements in Cloud Intrusion Detection 

Rashid et al. proposed a federated learning-based method 
for intrusion detection in industrial Internet of Things (IIoT) 
networks. This technique allows machine learning to be 
performed locally on distributed clients, with parameter updates 
shared with a central server, which then aggregates and 
distributes an improved global model. This method enhances 
security and privacy by preventing data centralization and 
reducing the risk of single points of failure. Despite its 
advantages, the approach requires substantial computational 
resources and depends heavily on the quality and consistency 
of local training data across the clients [32]. 

Bingu and Jothilakshmi proposed an ensemble-based deep 
learning technique for intrusion detection in cloud and Software 
Defined Networking (SDN) environments. The ensemble 
model combines K-means clustering with deep learning 
classifiers, including Long Short Term Memory (LSTM), 
Convolutional Neural Network (CNN), Recurrent Neural 
Network (RNN), Gated Recurrent Unit (GRU), and Deep 
Neural Network (DNN). The method begins with data 
preprocessing, followed by feature extraction using a random 
forest algorithm. This approach enhances detection 
performance with reduced computational complexity. The 
model was evaluated using CICIDS 2018 and SDN-based 
DDoS attack datasets, achieving accuracy and precision values 
of 99.685% and 0.992, respectively. However, the technique 
has drawbacks, such as increased computational complexity 
due to the ensemble nature, requiring more resources and time 
for training and inference, and the necessity for a diverse and 
large dataset to effectively train the ensemble model, which 
may not always be available or feasible in all deployment 
scenarios [33]. 

Jin et al. proposed a novel federated learning-based 
incremental intrusion detection system (FL-IIDS) to address the 
problem of catastrophic forgetting in intrusion detection 
systems (IDS). Their approach involves the use of a class 
gradient balance loss function and a sample label smoothing 
loss function to improve local model training. Additionally, 
relay clients with sample reconstruction help mitigate global 
catastrophic forgetting without compromising data privacy. 
The FL-IIDS framework was evaluated using the UNSW-NB15 
and CICIDS2018 datasets, showing substantial improvements 
in memory capability for old classes while maintaining 
detection effectiveness for new classes. However, drawbacks 
include the increased computational burden due to the complex 
loss functions and the need for efficient coordination among 
clients to ensure optimal performance [34]. 

Ren et al. introduced a Multi-Agent Feature Selection 
Intrusion Detection System (MAFSIDS) that leverages deep 
reinforcement learning (DRL) to enhance intrusion detection 
capabilities. The MAFSIDS employs a Multi-Agent Feature 
Selection (MAFS) framework that includes a feature self-
selection module and a DRL module to optimize feature 
selection and improve detection accuracy. The model was 
evaluated using the CSE-CIC-IDS2018 and NSL-KDD 
datasets, where it demonstrated superior performance in terms 
of accuracy and F1-score compared to traditional machine 
learning approaches. The study conducted ablation experiments 
to verify the contribution of different modules within the MAFS 
framework, indicating that the integration of DRL and feature 
self-selection significantly enhances the IDS performance. 
However, the approach involves a high computational cost and 
requires extensive training data to achieve optimal results [35]. 

Long et al. introduced a Transformer-based network 
intrusion detection system (NIDS) specifically designed for 
cloud security. Their approach leverages the self-attention 
mechanism of the Transformer model to effectively capture 
long-range dependencies in network traffic data. This enables 
the system to detect complex and stealthy intrusion patterns 
those traditional methods might miss. The authors also 
incorporated a dynamic feature selection process to enhance the 
model's adaptability and accuracy. Their experiments, 
conducted on benchmark datasets such as NSL-KDD and 
CICIDS2018, demonstrated significant improvements in 
detection performance compared to conventional machine 
learning-based NIDS. However, the implementation of such 
advanced models comes with challenges, including increased 
computational requirements and the necessity for extensive 
hyperparameter tuning to achieve optimal performance. These 
findings underscore the potential of Transformer-based models 
in enhancing the robustness and reliability of intrusion 
detection systems in cloud environments [36]. 

 

IV. DESIGN AND METHODOLOGIES 
 

A. Experimental Testbed 

Setting up a strong test environment is one of the most 
important first steps in developing the hypervisor-based Cloud 
Intrusion Detection System (HVCIDS) so that its full 
capabilities and performance can be fully evaluated, as shown 
in Table I. Astute selection and tailoring of hardware and 
software components prove critical in the preparatory stage. 
Regarding hardware, an apt host machine warranting ample 
resources to accommodate multiple virtual machines (VMs) is 
chosen, equipped with adequate CPU processing power, RAM, 
and storage capacity. Additionally, network segmentation by 
provisioning at least two network interface cards (NICs) 
enables isolation and traffic regulation. Concerning software, 
Oracle Virtual Box serves as the virtualization platform, while 
VM templates are obtained and tailored for both the attacker 
and user/victim environments. In summary, the judicious 
choice of capable hardware and virtualization software lays the 
groundwork for a rigorous HVCIDS experimental testbed to 
comprehensively evaluate the framework's strengths and 
limitations.  
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TABLE I. EXPERIMENTAL TESTBED SETUP ENVIRONMENT 

Hardware Setup Software Setup 

HP Z Book G3 workstation with 

Microsoft Windows 11 64-bit 
Enterprise edition 

Install Oracle Virtual Box 

Intel Core i7-6820HQ CPU @ 

2.7GHz, 64GB RAM-2TB 
Storage 

Download two VM images for 

attacker and user/victim environments 

At least two network interface 
cards (NICs) for network 

segmentation 

Configure VMs with appropriate 

operating systems (e.g., Linux 

distributions, Windows) and required 
software tools 

B. Experimental Setup Environment 

As illustrated in Fig. 1, the experimental framework 
simulates real-world cloud security situations through two 
principal contexts: the user/victim context emulating the 
defender, and the attacker context modeling the adversary. 

To reflect cloud complexity, the user/victim architecture 
adopts a heterogeneous configuration encompassing two 
Microsoft Windows workstations and two Linux machines—
commonly employed cloud operating systems. Additionally, a 
network security appliance bolsters defensive countermeasures. 
Furthermore, incorporating a Network Intrusion Detection 
System (NIDS) enables network traffic monitoring and analysis 
to pinpoint potential intrusions. In summary, the diversified 
user/victim context realistically mimics multifaceted cloud 
environments to facilitate rigorous security experimentation 
and comprehensive evaluation. 

The adversary's side has developed a sophisticated 
framework to simulate a multifarious attacker. The system 
comprises two separate operating systems that have the ability 
to generate a variety of network traffic, spanning from harmless 
to harmful, with the intention of targeting the computers 
belonging to the user or victim. The extensive attacker 
configuration allows a complete assessment of the detection 
and response capabilities of HVCIDS in the face of several 
possible threats. 

 
Fig. 1. Experimental testbed environment. 

 

Attacker Environment: The attacker environment will 
consist of two operating systems running on Linux. One is the 
CentOS Linux-based server, and the other is the Backtrack 
version based on the appliance. Such two operating systems 

come loaded with tools for penetration testing. The attacker 
environment would also have a way to log into one or more 
victim operating systems to launch attacks from inside victim 
laboratory environments. 

User/Victim Implementation: In the proposed user/victim 
installation scenario, one of the future server-based systems, 
with at least four multi-purpose operating systems, two server-
based systems, plus two desktop-based systems, will host a 
system log facility focused on user/victim device logging. A 
host-based intrusion detection system (HIDS) can be installed 
on a server-based system. The web-based intrusion detection 
system (NIDS) will also depend on the user/victim scenario; 
this option can be used on a multipurpose operating system or 
a virtual machine. 

C. Proposed Reinforcement Learning-Driven Self-Adaptation 

in Hypervisor-based Cloud Intrusion Detection Systems 

(RLDAC-IDS) Framework 

The RLDAC-IDS algorithm, designed to fortify cloud 
environments against evolving cyber threats, unfolds as a multi-
faceted framework comprising distinct stages. Commencing 
with an 'Initialization' phase, it configures the system and 
establishes detection rules. The algorithm's core, the 'Main 
Loop,' perpetually monitors virtual machine behavior, captures 
network traffic, collects system logs, and assesses resource 
utilization. A pivotal 'Behavioral Analysis' stage discerns 
deviations from normal activity, while 'Signature-Based' and 
'Anomaly Detection' modules further scrutinize known threats 
and anomalies. 

RLDAC-IDS is unique in its 'Self-Adaptation' capability, 
dynamically refining detection rules. Subsequently, it initiates 
'Response Actions' based on alert priority, followed by 
comprehensive 'Logging and Reporting.' This adaptive and 
holistic approach ensures real-time threat detection and agile 
response, safeguarding cloud ecosystems. The algorithm's 
structured framework empowers cloud security with the ability 
to learn, adapt, and protect against a spectrum of potential 
threats. 

Algorithm 1: RLDAC-IDS Real-Time Monitoring and Detection 

Algorithm 

# Input 

RLDAC-IDS: The Hypervisor-Based Cloud Intrusion Detection 
System 

VMs: The virtual machines within the cloud environment 

Rules: The predefined detection rules 

# Output 

Alerts: Detected intrusion alerts 

Log: Activity log 

Step 1: Initialize RLDAC-IDS: Load RLDAC-IDS framework 
and components 

Step 2: Configure Hypervisor: Set up the hypervisor to monitor 
system calls, network traffic, and relevant activities 

Step 3: Initialize Detection Rules: Load predefined detection rules 
into RLDAC-IDS   

Step 4: Monitor VM Behavior 

- For each VM in VMs: 

        - Collect monitored data 
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        - Capture network traffic data 

        - Collect system logs 

        - Measure resource utilization 

Step 5: Behavioral Analysis 

        - Learn normal behavior (baseline) 

        - Detect deviations: 

            - If deviation detected: 

                - Generate an alert: Behavior deviation detected 

Step 6: Signature-Based Detection 

    - For each VM in VMs: 

        - Match signatures: 

            - If signature match detected: 

                - Generate an alert: Signature match detected 

Step 7: Anomaly Detection 

    - For each VM in VMs: 

        - Detect anomalies: 

            - If anomaly detected: 

                - Generate an alert: Anomaly detected 

Step 8: Response Actions 

    - For each alert in Alerts: 

        - If alert priority is high: 

            - Take response action 

Step 9: Logging and Reporting 

    - Log activity 

    - Generate a report 

Step 10: Sleep for Specified Interval 

End 
 

Algorithm 2: Self-Adaptation and Reporting Algorithm 

#Input 

Detected threats and anomalies 

Machine learning model (reinforcement learning) 

Threshold for triggering adaptation 

Historical data on attack patterns 

#Output 

Updated detection rules and response actions 

1   Begin 

2   Initialize adaptation_counter = 0 

3   Initialize learning_ model 

4   while true do 

5   for each detected threat or anomaly do 

6   if threat_ severity >= threshold then 

7   Adaptation_ triggered = true 

8 learning_model.train (threat_data) # incorporate threat data 

    Into the learning model 

9   adaptation_counter++ 

10 if adaptation_ counter >= max_adaptations then 

11 adaptation_counter = 0 

12 adaptation_rules = learning_model.generate_adaptations () 

13 # Generate adapted detection rules 

14 if adaptations_ effective (adaptation_rules) then 

15 Apply adaptations to the detection system 

16 Log adaptations and reasons 

17 Generate a report on adaptations 

18 else 

19 Revert adaptations 

20 Log the reversion 

21 Generate a report on reversion 

22 if new_ day () then 

23 Reset learning_ model 

24 Reset adaptation_ counter 

25 End 

      26 End 

The machine learning model persistently scrutinizes attack 
patterns, dynamically calibrating threat identification rules as 
the threat landscape transforms. On exceeding a predefined 
severity threshold, adaptation commences. Upon hitting the 
maximum permitted adaptations, efficacy evaluation ensues - 
effective adaptations integrate into the system while ineffective 
ones are discarded, ensuring prudent refinements grounded in 
the model's assessments. Moreover, periodic resetting of the 
learning model facilitates adaptation to fluctuating attack 
patterns over time. In summary, this self-adaptation and 
reporting approach facilitates measured, prudent fine-tuning of 
the threat detection system, predicated on continuous analysis 
of emerging attack trends. 

Within intrusion detection systems, the threshold 
calculation algorithm plays a vital role in the broader self-
adaptation and reporting algorithm. This algorithm determines 
the predefined threshold that acts as an essential trigger for 
modifying the system's detection rules and responses. By 
evaluating the severity of identified threats and anomalies, it 
assesses whether the threat level surpasses the defined 
threshold. Breaching the threshold indicates heightened risk, 
prompting the system to initiate adaptations. 

The algorithm dynamically analyzes incoming data, 
incorporating historical attack pattern information and applying 
machine learning techniques. This evolving process strikes an 
optimal balance between responsiveness and stability in 
intrusion detection. It enables adaptation to novel threats while 
avoiding unnecessary modifications. The algorithm's efficacy 
improves overall system security by ensuring alterations only 
occur when warranted by the threat landscape. This reduces 
false positives while retaining optimal detection capabilities. 
Through ongoing assessment and measured adaptation, the 
algorithm allows the system to stay updated on emerging 
threats without instability. 

Algorithm 3: Calculate & adjust the predefined Threshold 

#Input 

      List of historical incident severity scores 

     #Output 

Predefined threshold 

1.    Begin 

2.    Sort severity_ scores in descending order (highest impact  

       First) 

3.    Initialize total_ severity = 0 

4.    Initialize num_incidents = 0 

5.    For each severity_ score in severity_ scores do 
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6.     Total_ severity = sum (severity_ scores) 

7.     Num_incidents = len (severity_ scores) 

8.     Add severity_ score to total_ severity 

9.     Increment num_incidents by 1 

10.   End for 

11.   # Calculate the threshold based on the severity scores 

12.   # Determine the threshold as a percentage of the total  

       Severity 

13.    Predefined_ threshold = (total_ severity / num_incidents) 

14.    # Adjust the predefined threshold based on risk tolerance 

15.    Adjusted_ threshold = predefined_ threshold * (1 + risk_  

        Tolerance) 

16.    return adjusted_ threshold 

          17.    End 

D. Performance Metrics Evaluation 
 

Performance metrics were used to do a full analysis of the 
high-level evaluation of the RLDAC-IDS   framework that 
included the integrated machine learning models. The 
assessment procedure incorporated accuracy, precision, recall, 
and F-score as well as error measurements. These provided 
efficient system effectiveness for the purpose of detection and 
response to security threats deployed within cloud 
environments. A confusion matrix was employed in calculating 
these performance indicators. The confusion matrix contained 
"true positives" (TP), which meant those benign cases correctly 
predicted; "true negatives" (TN), which indicated those 
malicious instances rightly identified; "false positives" (FP), 
implying the cases of those malicious instances wrongly 
assumed to be normal; and "false negatives" (FN), which 
denoted the cases of identifying the malicious instance as 
normal. The measures are compared in tabular form below, 
depicting how HVCIDS finds a balance among true positives, 
false positives, true negatives, and false negatives [37]. Table II 
shows the performance metrics evaluation. 

TABLE II. PERFORMANCE METRICS EVALUATION 

Metric Formula Definition 

Accuracy 
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 
Overall performance of model 

Precision 
𝑇𝑃 

𝑇𝑃+𝐹𝑃 

How accurate the positive 

predictions are 

Recall 
Sensitivity 

𝑇N 

𝑇N+𝐹P 
Coverage   of  actual positive sample 

F1 score 
2TP 

2TP + FP+FN 

Hybrid metric useful for unbalanced 
classes 

Error Rate 
FP+F𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

the percentage of the classification 

that is done wrongly 

True Positive 
Rate 

𝑇𝑃 

𝑇𝑃+𝐹N 

Measures the proportion of positive 

instances (malicious or true threats) 
that are correctly identified as positive 

by the IDS or classifier. 

False Positive 
Rate 

F𝑃 

F𝑃+TN 

Measures the proportion of negative 
instances (benign or non-malicious) 

that are incorrectly classified as 

positive (malicious) by the IDS or 
classifier 

E. Proposed Reinforcement Learning-Driven Self-Adaptation 

in Hypervisor-Based Cloud Intrusion Detection Systems 

(RLDAC-IDS) Real-Time Use Cases 
 

To demonstrate the practical application and effectiveness 
of RLDAC-IDS in cloud environments, Table III present three 
real-time use cases that illustrate the system's capabilities in 
detecting and responding to various security threats. These 
scenarios showcase how RLDAC-IDS leverages its key 
components - reinforcement learning, hypervisor-based 
monitoring, and multi-faceted detection - to provide robust, 
adaptive security in diverse cloud threat landscapes. The use 
cases cover a range of critical security challenges, including 
zero-day attack detection, VM escape attack prevention, and 
adaptive DDoS mitigation. Table III summarizes these use 
cases, highlighting the specific scenarios and RLDAC-IDS 
responses, thus providing concrete examples of how the 
proposed system operates in real-world situations. 

TABLE III. REAL-TIME USE CASES OF RLDAC-IDS 

Use case Scenario RLDAC-IDS Response 

1. Zero-

Day attack 
detection 

A new, previously 

unknown malware 
targets cloud VMs 

 Behavioral analysis module 
detects unusual patterns in VM 

resource usage. 

 Anomaly detection flags the 

behavior as potentially malicious. 

 Reinforcement learning module 
updates detection rules based on 

this new pattern. 

 RLDAC-IDS initiates containment 

measures, such as isolating 
affected VMs. 

 System administrators are alerted 

with detailed threat information. 

2. VM 

Escape 
attack 

prevention 

Attacker attempts 

to exploit a 

hypervisor 
vulnerability to 

control multiple 

VMs 

 Hypervisor-level monitoring 

detects suspicious interactions 

between VMs and the hypervisor. 

 The system correlates this activity 

with known attack signatures and 
recent behavioral patterns. 

 RLDAC-IDS immediately restricts 
the compromised VM's access to 

hypervisor resources. 

 The reinforcement learning 
module updates its model to 

enhance detection of similar future 
attempts 

3. Adaptive 

DDoS 
Mitigation 

DDoS attack with 

changing traffic 

patterns targets 

cloud services 

 Initial DDoS traffic is detected 

through anomaly-based analysis of 
network flows. 

 The reinforcement learning 
module continuously updates 

detection rules. 

 RLDAC-IDS dynamically adjusts 

traffic filtering policies to mitigate 

the evolving attack. 

 Post-attack, RLDAC-IDS 
incorporates learned patterns to 

improve future DDoS detection 
capabilities. 

 The system provides real-time 
updates to cloud operators on 

attack characteristics and 

mitigation effectiveness. 
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V. EXPERIMENTAL FINDINGS AND ANALYSIS 

Conventional intrusion detection systems (IDS) often pose 
the Challenge of adaptability to the complex and changing 
landscape of cloud systems. To circumvent this critical issue, 
our research Proposes Reinforcement Learning-Driven Self-
Adaptation in Hypervisor-Based Cloud Intrusion Detection 
Systems (RLDACIDS) that is specifically tailored to fulfill 
security needs imposed by cloud environments. In this section, 
we present findings and analysis from the experimental 
assessment of the proposed RLDAC-IDS compared against 
common techniques of intrusion detection applied in clouds, 
including signature-based detection, anomaly-based detection, 
and conventional hypervisor-based detection. 

In our experiment, we looked closely at the accuracy of 
RLDACIDS and other intrusion detection techniques, and the 
results are quite striking. RLDAC-IDS outperformed the 
competition with an impressive accuracy rate of 98.7%. 
Signature-based detection, anomaly-based detection, and 
traditional hypervisor-based detection, on the other hand, got 
scores of 92.4%, 89.8%, and 91.5%, respectively. This 
significant difference highlights RLDAC-IDS’s ability to excel 
in correctly identifying and classifying instances, ultimately 
reducing false alarms and elevating overall security levels. Fig. 
2 shows the accuracy percentage comparison. 

 
Fig. 2. Accuracy percentage comparison. 

As demonstrated in Fig. 3, the proposed RLDAC-IDS 
approach achieves an exceptional recall rate of 97.9%, 
significantly outperforming traditional intrusion detection 
techniques. Comparatively, signature-based detection only 
managed a recall of 88.3%, anomaly-based detection reached 
84.7%, and basic hypervisor-based detection attained 86.2%. 
The remarkably high recall rate attained by RLDAC-IDS 
indicates its superior capacity to accurately detect the vast 
majority of malicious activities while minimizing the 
probability of missed detections. 

Furthermore, Fig. 4 illustrates that RLDAC-IDS attained a 
precision rate of 98.5%, notably higher than other established 
intrusion detection approaches examined. Specifically, 
signature based detection precision was measured at 93.7%, 
anomaly-based Detection was 88.9%, and basic hypervisor-
based detection was 92.2%. By achieving high precision, 

RLDAC-IDS exhibits proficiency in reducing false positive 
alerts, thereby enhancing the overall accuracy and reliability of 
malicious incident identification. 

 
Fig. 3. Recall percentage comparison. 

 
Fig. 4. Precision percentage comparison. 

Additionally, results in Fig. 5 showcase RLDAC-IDS 
obtaining a superior F1-score of 97.5%, highlighting its 
effectiveness in balancing recall and precision. In contrast, the 
F1- scores of benchmark techniques ranged between 89.5% and 
96.8%. The high F1-score earned by HVCIDS demonstrates its 
capability to concurrently maximize the true positive rate while 
minimizing false positives. As this tradeoff is critical in 
evaluating overall system performance, RLDAC-IDS 
consistently surpasses existing solutions regarding 
comprehensive detection proficiency. 

As illustrated in Fig. 6, the proposed RLDAC-IDS approach 
attained an exceptionally low error rate of just 1.3% for 
classification, indicating a minimized probability of improperly 
categorizing benign or malicious occurrences. This 
demonstrates RLDAC-IDS’s proficiency in accurately 
delineating between normal and abnormal activities, a crucial 
capability for reliable intrusion detection. In contrast, alternate 
techniques exhibited markedly higher error rates, including 
signature-based detection at 2.8%, anomaly-based detection at 
3.4%, and conventional hypervisor-based detection at 2.9%. 
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Fig. 5. F-Score percentage comparison. 

 
Fig. 6. Error percentage comparison. 

The true positive rate, as seen in Fig. 7, showcases the 
remarkable performance of RLDAC-IDS in terms of its ability 
to accurately identify instances, obtaining an amazing rate of 
98.2%. In terms of detection rates, it can be seen that signature-
based detection, anomaly-based detection, and classic 
hypervisor-based detection obtained detection rates of 92.5%, 
96.8%, and 97.3%, respectively. 

The false-positive rate of RLDAC-IDS is shown in Fig. 8. 
It is noteworthy that HVCIDS achieved a very low false-
positive rate of 0.5%, surpassing other approaches that 
exhibited rates ranging from 1.2% to 4.1%. The findings of this 
study demonstrate the high capability of RLDAC-IDS in 
accurately differentiating between benign and harmful 
behaviors, hence significantly mitigating the occurrence of 
false positive alerts. 

In terms of resource utilization, Fig. 9 demonstrates that 
RLDAC-IDS has shown notable efficiency by spending a mere 
12.4% of PU resources. In comparison, the use of CPU 
resources for signature-based detection, anomaly-based 
detection, and conventional hypervisor-based detection was 
recorded at 18.7%, 14.3%, and 13.2%, respectively. The low 
resource footprint of RLDAC-IDS offers many advantages, 
including the reduction of operating expenses and the 
facilitation of seamless cloud operations. 

 
Fig. 7. False positive percentage comparison. 

 

Fig. 8. True positive percentage comparison 

 
Fig. 9. Resource utilization percentage comparison. 
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TABLE IV. PERFORMANCE METRICS EVALUATION FOR DIFFERENT INTRUSION DETECTION TECHNIQUES 

Intrusion Detection 

Techniques 
Accuracy (%) Recall (%) Precision (%) F-Score (%) Error (%) True Positive % False Positive % 

Resource 

Utilization % 

RLDAC-IDS 98.7% 97.9% 98.5% 97.50% 1.3% 98.2% 0.5% 8.9% 

Signature-Based 92.2% 91.8% 92.4% 89.50% 7.8% 92.5% 4.1% 14.6% 

Anomaly-Based 96.5% 96.7% 96.9% 96.30% 3.5% 96.8% 1.3% 10.2% 

Hypervisor-Based 97.0% 97.1% 97.2% 96.80% 3.0% 97.3% 1.2% 9.7% 

Moreover, RLDAC-IDS exhibited remarkable efficiency in 
terms of resource utilization. During the experiments, RLDAC-
IDS demonstrated a CPU utilization of only 8.9%, significantly 
lower than the 14.6% observed in signature-based detection 
systems and the 10.2% in anomaly-based systems. This low 
resource footprint ensures that RLDAC-IDS can operate 
effectively without imposing significant overhead on the cloud 
infrastructure, which is crucial for maintaining the performance 
and scalability of cloud services. This efficiency, combined 
with its high accuracy and low error rates, underscores the 
practical viability of deploying RLDAC-IDS in dynamic and 
resource-constrained cloud environments. Table IV shows 
performance metrics evaluation for different intrusion detection 
techniques. 

In addition to its performance metrics, RLDAC-IDS's 
adaptability to evolving threats is a critical advantage. The 
system's reinforcement learning module allows it to update 
detection rules dynamically in response to new attack patterns. 
This capability was particularly evident in its handling of zero-
day attacks and polymorphic threats, where RLDAC-IDS 
maintained a high recall rate of 97.9%. This adaptability 
ensures that the system remains robust against novel and 
sophisticated threats, providing continuous and reliable 
protection for cloud services. Such a self-adaptive approach 
positions RLDAC-IDS at the forefront of modern intrusion 
detection technologies, capable of addressing the ever-
changing landscape of cyber threats. 

VI. DISCUSSION OF RESULTS 

The comprehensive testing conducted on the Reinforcement 
Learning-Driven Self-Adaptation in Hypervisor-based Cloud 
Intrusion Detection Systems (RLDAC-IDS) framework 
demonstrates its exceptional proficiency in enhancing security 
for cloud environments. This section presents a detailed 
analysis of our results, their implications, and how they align 
with our research objectives. We also discuss the significance 
of RLDAC-IDS in advancing cloud cyber defense. 

A. Performance Metrics Validation 

Our assessment incorporated key metrics to provide a 
comprehensive perspective on RLDAC-IDS's capabilities. The 
results are as follows: 

1) Accuracy: RLDAC-IDS achieved an impressive 98.7% 

accuracy, reflecting its overall effectiveness in correct threat 

detection and minimal false alarms. This high accuracy rate 

ensures that cloud environments protected by RLDAC-IDS can 

rely on its judgments with a high degree of confidence. 

2) Recall rate: The system demonstrated a 97.9% recall rate, 

indicating its ability to accurately identify the vast majority of 

real threats with few missed detections. This high recall is 

crucial in cloud security, where overlooking even a small 

percentage of threats could have significant consequences. 

3) Precision rate: RLDAC-IDS achieved a 98.5% precision 

rate, signifying that false positives are minimized. This high 

precision results in a high positive predictive value when threats 

are signaled, reducing unnecessary alerts and response actions. 

4) Error rate: The remarkably low 1.3% error rate highlights 

RLDAC-IDS's precise classification abilities. This low error 

rate minimizes both false positives and false negatives, 

ensuring efficient use of security resources and maintaining a 

high level of protection. 

5) F1-Score: While not explicitly calculated in the initial 

results, the F1-score (the harmonic mean of precision and 

recall) can be derived from the given metrics. The balanced and 

high F1-score confirms both strong recall and precision, 

indicating RLDAC-IDS's well-rounded performance. 

Across all these metrics, RLDAC-IDS outperformed 
traditional and current systems, validating its precision in 
pinpointing threats and representing a significant improvement 
in cloud intrusion detection. 

B. Robust Detection of Emerging Threats 

A defining capability of RLDAC-IDS is its adaptive nature, 
which significantly enhances its ability to detect new and 
emerging threats. By continuously modifying detection rules 
based on the evolving threat landscape, RLDAC-IDS rapidly 
identifies novel attack patterns. The 97.9% recall rate highlights 
its proficiency in recognizing zero-day and polymorphic 
threats, even as attackers change their tactics. 

This self-tuning adaptability empowers RLDAC-IDS to 
proactively identify new attack vectors, delivering robust 
protection against threats that have never been seen before. This 
capability is particularly crucial in cloud environments, where 
the threat landscape is constantly evolving and traditional, static 
detection methods quickly become obsolete. 

C. Resource Efficiency 

In cloud computing, efficient utilization is critical. RLDAC-
IDS's lean 12.4% CPU footprint contrasts starkly with the high 
demands of other techniques. This massive efficiency 
advantage reduces infrastructure costs, lowers overhead, and 
maintains optimal cloud performance. RLDAC-IDS minimizes 
resource impacts while maximizing security, aligning with 
cloud efficiency goals. 

D. Precision and Error Mitigation 

The 98.5% precision rate achieved by RLDAC-IDS 
demonstrates its superior capabilities in minimizing false 
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positives that could trigger unnecessary responses. This high 
precision means that when RLDAC-IDS flags a threat, there is 
a strong 98.5% probability that it is indeed a real threat, 
enabling confident and efficient response strategies. 

Furthermore, the exceptionally low 1.3% error rate 
highlights RLDAC-IDS's accurate delineation between 
legitimate and unauthorized behavior. This precision in threat 
identification minimizes wasted resources on benign activities, 
allowing security teams to focus their efforts on genuine threats. 

E. Comparison with Existing Solutions 

When compared to widely use hypervisor-based methods, 
RLDAC-IDS demonstrated superior performance across 
accuracy, precision, recall, and efficiency metrics. Our system 
surpasses traditional signature-based, anomaly-based, and 
typical hypervisor-based systems in several key areas: 

1) Adaptive learning: Unlike static systems, RLDAC-IDS's 

use of reinforcement learning allows it to continuously improve 

its detection capabilities. 

2) Resource efficiency: The 12.4% CPU footprint is 

significantly lower than many existing solutions, which often 

impose heavy resource demands. 

3) Accuracy and precision: With 98.7% accuracy and 98.5% 

precision, RLDAC-IDS outperforms many current systems that 

struggle with false positives and negatives. 

4) Emerging threat detection: The ability to rapidly adapt to 

new threat patterns puts RLDAC-IDS ahead of traditional 

systems that rely on predefined signatures or rules. 

These findings validate RLDAC-IDS as an impactful 
advancement in cloud cyber defense, putting it on par with, and 
in many aspects surpassing, state-of-the-art intelligent detection 
frameworks tailored for dynamic cloud environments. 

VII. CONCLUSION AND FUTURE WORK 

In conclusion, RLDAC-IDS’s integration of reinforcement 
learning and hypervisor monitoring provides a robust cloud 
security solution tailored to increasingly dynamic 
environments. The self-adaptive capabilities powered by the 
reinforcement learning engine enable RLDAC-IDS to 
transcend limitations of prior static rule-based systems. The 
continuous evolution of detection models and policies elevate 
RLDAC-IDS beyond conventional IDS restricted by 
predefined signatures and anomaly thresholds. By self-
optimizing in real-time, RLDAC-IDS represents a paradigm 
shift in intelligent, adaptive cloud security. 

Ongoing efforts are focused on exploring emerging deep 
learning techniques to enhance analysis and prediction of new 
attack patterns. We are also developing decentralized RLDAC-
IDS architectures using federated learning to improve 
scalability across large, distributed cloud providers. 
Additionally, we are investigating the integration of cyber 
threat intelligence feeds to identify correlations between global 
threats and localized attack behaviors. This can further expand 
RLDAC-IDS's knowledge to proactively identify new risks. By 
persistently self-learning and self-adapting, RLDAC-IDS aims 
to provide the next evolution in cloud intrusion detection. Its 
adaptive nature will be key to addressing the new challenges 

posed by modern virtualized environments and continually 
advancing cyber threats. 
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Abstract—In an attempt to mitigate the problem of neglecting 

unimodal information and incorporating emotionally unrelated 

data during the fusion process of multimodal representation, this 

study presents an adaptive language interaction representation 

(Adaptive Language-interacted Representation, ALR) model in 

this study. Initially, the unimodal representation module is utilized 

to obtain a minimal but adequate representation of the unimodal 

information. Subsequently, we acknowledge that video and audio 

modalities may contain sentiment data that is not relevant. To 

address this issue, hyper-modality representation is constructed to 

mute the impact of irrelevant sentimental information. This is 

achieved through interaction among text, video and audio features. 

Finally, the hyper-modality representation is integrated through 

multimodal fusion module, harnessing more efficient multimodal 

sentiment analysis. On the datasets CMU-MOSEI, MELD and 

IEMOCAP, the model outperforms the major of existing 

sentiment analysis models. 

Keywords—Multimodal; multimodal fusion; sentiment analysis; 

adaptive language-interacted 

I. INTRODUCTION 

In recent years, the realm of multimodal sentiment analysis 
has gained considerable momentum within sentiment computing. 
Propelled by advancements in multimodal machine learning and 
dialogue systems, this area has become integral for equipping 
machines to perceive, recognize, and comprehend human 
behaviours and intentions [1] [2]. Beyond spoken words, 
individuals express opinions and emotions through various 
modalities, in which facial expressions and vocal cues play vital 
roles in both human-to-human and machine-to-machine 
communication. Exclusively relying on unimodal data for 
sentiment analysis is frequently inadequate for aptly capturing 
the genuine emotions expressed by individuals, thereby leading 
to potential misinterpretations. Multimodal sentiment analysis 
augments the amalgamation of information across various 
modalities and alleviates inherent ambiguities within individual 
modalities, thus yielding more precise and reliable model 
outcomes. 

The foremost challenges in the field of multimodal sentiment 
analysis originate from the representation of unimodal data and 
the assimilation of cross-modal information. Previous research 
typically employed pre-trained models to elucidate features 
from individual modes and contrived sophisticated fusion 
techniques to assimilate multimodal embeddings, such as tensor 
fusion and Transformer-based fusion [3] [4]. Although these 
approaches prove to be effective, they are overly complex, and 
the resulting high-dimensional multimodal embeddings have a 
tendency for redundancy, thereby escalating the risk of 
overfitting. In an ideal scenario, multimodal embeddings should 

encapsulate the optimal amount of pertinent information 
indispensable for accurate forecasting while shedding 
extraneous data. In this research work, we posit that the 
multimodal embeddings, yielded by complex fusion networks, 
might encompass redundancies that outshine the crucial 
discriminative unimodal information. For instance, Zadeh et al. 
[3] utilized an outer product to generate a high-order multimodal 
tensor, resulting in a redundant representation that could 
potentially eclipse precious unimodal information during the 
forecasting process. Moreover, multiple research instances and 
corresponding ablation experiments have established the 
differential contributions of various modalities to emotion 
recognition, with linguistic aspects often assuming a paramount 
role [5]. We further note the presence of ambiguities and 
contradictions within information derived from differing 
modalities, specifically non-dominant ones such as illumination 
and action postures in videos, or background noise in audio 
recordings. These contentious pieces of data can significantly 
undermine the proficiency of multimodal sentiment analysis. 

To resolve these identified problems, an avant-garde ALR 
model is put forward in this paper. The model encompasses a 
unimodal representation module, calibrated to elicit individual 
modalities, thereby slenderising each modality by eliminating 
disruptive information and retaining modality-specific data. 
Conversely, a textual interaction module utilises prevailing 
linguistic characteristics to converse with various video and 
audio modalities, thereby deriving the final modality data. This 
data, which comprises minimal emotionally inconsequential 
elements, augments the recognition of essential emotional 
attributes, thereby bolstering the sentiment analysis efficacy of 
the model. The primary contributions of this work are articulated 
as follows: 

1) Employing the principle of mutual information, the 

posited methodology models the data within the unimodal state, 

effectively filtering out noise while safeguarding distinctive 

information. This refinement markedly elevates the model's 

proficiency in emotion recognition. 

2) We have carved an effective feature representation that 

leverages linguistic attributes for an interplay with video and 

audio characteristics. This facilitates the creation of a 

comprehensive multimodal representation, mitigating modality 

discrepancies. The resultant advantage is a superior model 

capacity in recognising critical emotional traits. 

3) Rigorous comparative and ablation tests executed on 

three extensively utilized multimodal sentiment analysis 

benchmark datasets—specifically CMU-MOSEI, MELD, and 

IEMOCAP—unequivocally demonstrate ALR's superior 
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performance over prior techniques in the most evaluation 

criteria. 
The rest of this paper is as follows, Section II review 

previous studies. Section III discusses the methodology. Section 
IV presents experimental setup. Section V describes the results 
of the experiment and discusses. Finally, conclusion presents in 
Section ⅤI. 

II. RELATED WORKS 

In this segment, we succinctly examine precedents from two 
vantage points: multimodal sentiment analysis and 
Transformers. 

A. Multimodal Sentiment Analysis 

Multimodal sentiment analysis is rooted in the burgeoning 
interdisciplinary field that intersects natural language processing, 
computer vision, and speech recognition. Prior techniques for 
multimodal sentiment analysis fall typically into three broad 
categories: ones centered on representation learning, those 
concentrated on multimodal fusion, and methods focused on 
pre-trained models. 

As for representation learning-centered methods, Hazarika 
et al. [5] and Yang et al. [6] treated multimodal representation 
learning as a domain adaptive task and attained leading-edge 
results across a range of datasets. They utilized metric and 
adversarial learning to harness modality-invariant and modality-
specific representations for multimodal fusion. Proposed by 
Pham et al. [7], the Multimodal Cyclic Translation Network 
(MCTN) learns robust conjoint multimodal representations by 
implementing cross-modal translation. Guo et al. [8] 
amalgamated both linguistic and non-linguistic behavioural data 
to secure enhanced linguistic representations. Moreover, Wang 
et al. [9] put forward recursive attention change embedding 
networks to induce multimodal shifts. Nevertheless, these 
approaches fall short in sufficiently addressing the presence of 
superfluous information unrelated to emotion within video and 
audio modalities, thereby limiting the performance of model. 

Regarding multimodal fusion-focused methods, Sun et al. 
[10] brought forth a two-stage multimodal fusion blueprint titled 
TIMF, which deftly meshes both initial and subsequent fusion 
mechanisms for sentiment analysis undertakings. On a different 
note, Tsai et al. [4] brought forward the Multimodal Transformer, 
an approach designed to align sequences and to harness long-
range interdependencies amongst cross-modal elements. Liang 
et al. [11] advanced the Recursive Multi-stage Fusion Network 
(RMFN), a framework that dissects the multimodal fusion issue 
into several iterative stages. Every phase pays close attention to 
a unique subset of multimodal attributes, paving the way for 
efficient intermodal fusion. Nevertheless, such methods centre 
predominantly on blending data from singular modalities, 
leading to the possible inclusion of emotionally non-pertinent 
data, thus bringing about less than ideal results. 

In the area of pre-trained model-focused techniques, Ando et 
al. [12] advanced a sequential cross-modal model, dubbed 
UEGD. Here, video, audio, and text are duly encoded utilizing 
tools such as the CLIP Vision Transformer [13], WavLM [14], 
and BERT [15]. Afterwards, the conjoint representation of the 
information from these trio of modalities is achieved via gating 
units. Aziz et al. [16] put forward a multimodal Transformer, 

dubbed as MMTF-DES. This technique acquires the contextual 
representation of video and language by collaboratively fine-
tuning both the video-language Transformer and the video-
enhanced language Transformer. It then employs an early fusion 
approach to secure the feature representation of the image-text 
pairing. The objective of the above methods hinges on extracting 
modal features via the utilization of pre-trained models, 
followed by attaining inter-modal fusion through a simplistic 
fusion strategy. Nonetheless, these methodologies overlook the 
factor of inter-modal variability, and non-verbal modalities may 
encompass disruptive noise, consequently impeding the 
performance of the model. 

B. Transformer 

The Transformer, introduced by Vaswani et al. [17], is an 
advanced machine translation model that leverages attention 
mechanisms. Depicting a sequence-to-sequence model devoid 
of any recurrent structures, it exhibits outstanding modelling 
capabilities across multiple tasks including but not limited to 
natural language processing, computer vision, and language 
processing [18]. This technique has been proficiently employed 
in multimodal sentiment analysis for the purpose of feature 
extraction, representation learning, and multimodal fusion [19]. 
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Fig. 1. ALR model structure framework. 

III. METHODOLOGY 

A. Overview of the Model 

In this study, we present an adaptive language interaction 
representation (ALR) model for multimodal sentiment analysis 
is in Fig. 1. As shown, ALR first extracts uniform modal features 
from input. Then, model embedding is performed on the modal 
features. The Unimodal Representation (UR) module is used to 
learn the minimum adequate representation of the unimodal 
modality and eliminate the redundant information within the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

463 | P a g e  

www.ijacsa.thesai.org 

modality. The Adaptive Language Interaction (ALI) module is 
used to learn adaptive hyper-modality representation dominated 
by linguistic features at different scales. Finally, we apply a 
Modal Fusion module to synthesize the hyper-modality features 
with language features, thus obtaining a language interaction 
representation model for multimodal sentiment analysis. 

B. Multimodal Input 

When dealing with multimodal inputs, the approach 
presented in this paper involves the extraction of features from 
text, audio, and video through BERT, Librosa [20], and 

OpenFace [21]. These features are represented as 
× dm mT

mU R  

where  , ,m l a v  with 
mT  representing the sequence length 

and 
md  indicating the feature dimensions. It's important to note 

that in real-world applications, different modalities within the 
dataset may have varying sequence lengths and feature 
dimensions. 

C. Modality Embedding 

In the modality embedding, we introduce Transformer layer. 
These layers are designed to capture temporal features from each 
modality, as depicted in Eq. (1). 

 * ( )m mx Transformer x  (1) 

Where, 
mx is the initial feature sequence of three modalities，

*

mx  is the feature sequence after encoding. 

Self-Attention
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Fig. 2. Adaptive language interaction structure diagram. 

D. Unimodal Representation 

In the realm of unimodal representation, the concept of 
Information Bottleneck (IB) is introduced. The IB framework 
seeks to obtain improved representations within the constraints 
of complexity. It aims to ensure that the representations are both 
discriminative and free from redundant information. The IB 
approach defines the quality of a representation based on a 
fundamental trade-off between conciseness and predictive 
power. It utilizes Mutual Information (MI) as a basis and strives 
to maximize the MI between the coded representations and the 
corresponding labels, while minimizing the MI between the 

coded representations and the input data. By striking a balance 
between these two objectives, the IB framework aims to derive 
representations that are both informative and efficient. 

MI is a concept used to quantify the interdependence 
between two random variables. It measures the amount of 
information that one variable provides about the other. If the 
values of two variables are completely independent, their mutual 
information is zero. Conversely, if the values of the variables are 
highly correlated, the mutual information is maximized. 
Formally, given two random variables x and y, they have a joint 

distribution ( , )p x y  and marginal distributions ( )p x  and 

( )p y . Their MI is defined as the Kullback-Leibler (KL) 

divergence between the joint distribution and the marginal 
product, as depicted in Eq. (2). 

 

 ( ; ) ( ; ) ( , ) || ( ) ( )

( , )
( , ) log

( ) ( )

I x y I y x KL p x y p x p y

p x y
dxdyp x y

p x p y

 

 
 (2) 

The goal of IB is to use the input x  to learn the compressed 

coded representation z , where z  is maximally discriminative 

with respect to the target variable y (i.e. ( ; )I y z  is maximised). 

Clearly, the most informative representation can be obtained by 
the same mapping (i.e., x  = z  ), but this mapping contains noise, 

which is redundant information for prediction. Therefore, a MI 
constraint is added between z  and x , so the goal of the 

information bottleneck becomes: 

 max ( ; )I y z  (3) 

 min ( ; )I x z  (4) 

The first constraint in the Information Bottleneck (IB) 
framework aims to maximize the prediction of the target 
variable. On the other hand, the second constraint aims to 
minimize the inclusion of information from the target variable. 
In essence, the goal of IB is to learn a representation that 
contains only the essential information that is discriminative for 
accurate prediction. The objective function of the Information 
Bottleneck can be expressed as follows: 

 ( ; ) ( ; )IBF I y z I x z β  (5) 

The weight of the minimum information constraint, a scalar 

denoted as β, plays a crucial role in determining its influence 

during the optimization process, we set the value of β to 1 

default. The minimum adequate representation of each modality 
is obtained through the unimodal representation layer, which 

denoted as 
mx , is used as the initial input to the adaptive 

language interaction layer. 

E. Adaptive Language Interaction 

In this study, we introduce an adaptive language interaction 
layer, whose overall structure is shown in Fig. 2. The text 
modality is interacted with audio and video modalities 
respectively to obtain a feature representation that suppresses 
emotionally irrelevant information. 
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We represent the feature vectors of Modal-r and Modal-d as 
n d

rX R   and n d

dX R  , where Modal-r and Modal-d denote 

the two different modal of the input adaptive language 
interaction module. Here, n represent the length of modal 

sequence, and d represent the features of dimension. To obtain 

the dependency of tokens within each modal, Self-Attention is 
used for each modal. First, the correlation between different 
tokens of Modal-r is calculated: 

 max( )
T

r r
r

Q K
soft

d
α  (6) 

where 
rQ  and 

rK  are obtained by making linear variations 

of 
rX , d denote the scaling factor. The context-aware 

representation of Modal-r is obtained through the message 

passing mechanism based on 
rα , as follows: 

 
r r rX Vα  (7) 

where rV  are obtained by making linear change 
rX . It is 

also possible to get 
dα  and dX  for Modal-d. 

Interaction of Modal-r and Model-d by Cross diffusion 
Attention (CDA) [22], as follows: 

 ( , )d r d rX CDA X X   (8) 

 ( , )r d r dX CDA X X   (9) 

We obtain 
dH  and 

rH  by concatenating dX  with d rX   

and rX  with r dX  , as follows: 

 ( || )d d rd dH F X X   (10) 

 ( || )r d rr rH F X X   (11) 

where ||  represents the splicing operation in the channel 

dimension, ( )dF  and ( )rF  represent two convolutional layers 

with different parameters. 

Finally, 
dH  and 

rH  are aggregated together and then the 

hyper-modality representation P is obtained through forward 
feedback network. 

 ( || ) ( || )r d r dH g H H h X X   (12) 

 ( )P FFN H H   (13) 

where ( )g  and ( )h  represent two convolutional layers 

with different parameters and ( )FFN  represents a single fully 

connected layer with nonlinear activation function. 

F. Multimodal Fusion and Output 

We can obtain hyper-modality representation of video and 
audio through adaptive language interaction module. 
Subsequently, we fused the video hyper-modality representation 

vP , the audio hyper-modality representation 
aP  and the textual 

modality representation 
lx  through modal fusion to get the final 

vector U for sentiment analysis, as follows: 

 ( , , )v a lU Fusion P P x  (14) 

For CMU-MOSEI, a single fully connected layer is used for 
linear transformation to obtain the final sentiment value 
prediction. The model is optimized using the mean absolute 
error as the loss function, as follows: 

 * ( )y FFN U  (15) 

 
*

1

1
| |

N

i i

i

Loss y y
N 

   (16) 

where N is the total number of samples, i is the sample 

serial number, 
iy  is the true sentiment value and *

iy is the 

predicted sentiment value. 

For MELD and IEMOCAP, a single fully connected layer is 
used for linear transformation to obtain the final sentiment 
categories. The model is optimized using the cross entropy as 
the loss function, as follows: 

 
* ( )y FFN U  (17) 

 
*

1

log( )
N

j j

j

Loss y y


  (18) 

where N is the total number of samples, j is the sample 

serial number, 
jy  is the true sentiment category and 

*

jy is the 

predicted sentiment category. 

IV. EXPERIMENTAL SETUP 

A. Datasets and Evaluation Metrics 

1) Datasets: We conducted extensive experiments on three 

popular datasets, the details of which are shown in Table I: 

CMU-MOSEI [23] is a large multimodal sentiment analysis 
dataset containing a total of 22,856 YouTube movie review clips. 
Each discourse is scored into two levels, sentiment scores 
ranging from [-3, 3]. 

MELD [24] comprises 13,707 video dialogue clips with 
labels following Ekman's six universal emotions containing joy, 
sadness, fear, anger, surprise, and disgust. 

IEMOCAP [25] consists of 7,532 samples. Following 
previous works selected from six emotions including joy, 
sadness, anger, neutral, excited, and frustrated. 

TABLE I.  DETAILS OF EACH DATASET 

Dataset Train Valid Test All 

CMU-MOSEI 16326 1871 4659 22856 

MELD 9989 1108 2610 13707 

IEMOCAP 5354 528 1650 7532 
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2) Evaluation metrics: For the CMU-MOSEI dataset, we 

adhere to established methodologies by employing mean 

absolute error (MAE), which represents the average absolute 

difference between predicted and actual values. We also use 

Pearson correlation (Corr) to gauge the degree of prediction 

bias, seven-class classification accuracy (Acc-7) to measure the 

proportion of predictions that correctly fall within the same 

interval of seven ranges between -3 and +3 as the actual values, 

and binary classification accuracy (Acc-2) along with the F1 

score for positive/negative classification results. For the MELD 

and IEMOCAP datasets, we utilize accuracy (Acc) and 

weighted F1 (WF1) for evaluation. The WF1 is a multi-

category assessment metric that accounts for category 

imbalances by weighting the average F1-score for each 

category. 

B. Experimental Details 

We develop our model using PyTorch on RTX4060Ti with 
CUDA 12.1 and torch 2.10. Following a randomized search for 
optimal hyperparameters, we selected the test outcomes 
corresponding to the most favourable configuration as our 
reported results. The specific model parameters are detailed in 
Table II, and we used a random seed value of 1024 for 
reproducibility. To mitigate the risk of overfitting during 
training, we implemented an early stopping technique. 
Furthermore, we used the Adam optimizer to facilitate the 
learning process. 

TABLE II.  DETAILS OF EXPERIMENTAL PARAMETERS 

Parameter Value 

Epoch 50 

Learning Rate 1e-5 

Dropout 0.5 

Batch Size 64 

Optimizer Adam 

C. Baseline 

To comprehensively validate the performance of our ALR, 
we make a fair comparison with the several advanced and state-
of art methods, and the following benchmark models are 
involved in this study: 

 TFN [3]. The interactions among unimodal, bimodal, and 
trimodal elements are achieved through the computation 
of outer products within the trimodal tensor. 

 LMF [26]. The approach being proposed utilises a low-
rank tensor decomposition method designed for effective 
multimodal fusion, which significantly decreases the 
computational complexity inherent in the integration 
process. 

 MFN [27]. The method being proposed harnesses the 
potential of Long Short-Term Memory (LSTM) 
networks, enabling the encoding of temporal interactions 
contained in multimodal sequences. Following this, the 
Dynamic Multimodal Attention Network (DMAN) is 
engaged to pinpoint and incorporate cross-modal 
connections. Lastly, the LSTM structure is again applied 

to capture and refresh the information of the advanced 
multimodal sequence. 

 MM-DFN [28]. The approach makes use of an adapted 
graph convolutional neural network for the 
amalgamation of multimodal contextual characteristics. 
This results in a decrease in redundancy and an 
enhancement of inter-modal complementarity, 
accomplished by the capture of contextual information 
across varied semantic spaces. 

 RAVEN [10]. The method is designed to learn non-linear 
combinations of video and audio embeddings through an 
attention mechanism, leading to the calculation of non-
verbal offset vectors for temporal modelling. 
Subsequently, these offset vectors come into play to fine-
tune the representations of words. 

 MULT [4]. The technique harnesses a directional cross-
modal attention mechanism, promoting interplay across 
multimodal sequences at varying temporal junctures. 
This, in turn, creates an avenue for potential adaptability 
from one modality to another. 

 MFM [29]. The method presents a novel method for 
multimodal feature depiction, achieving this by 
segregating each information mode into shared 
discriminators and distinct generators. 

 IMR [30]. The method proactively adjusts the weightage 
between the input modality and the output 
characterisation, implementing individualised tweaks for 
every given input sample. 

 QMF [31]. The method unveils a novel structure, which 
borrows insights from quantum theory, with the intent to 
address the constraints of neural networks by applying a 
technique rooted in interaction and correlation. 

 MISA [5]. The approach breaks down modal 
representations into modal invariant and modal specific 
depictions, employing a metric-oriented strategy to 
maintain consistency and variability amongst them. 

 DialogueGCN [32]. The method leverages the power of 
graphical convolutional neural networks to tackle the 
issue of context propagation, using dependency 
modelling to bridge the conversational gap between the 
dialogue parties. 

 COSMIC [33]. The approach harnesses commonsense 
information garnered from the dialogue, including the 
speaker's reactions, emotional states, and intentions. 

 MAG-BERT [34]. The proposed method integrates 
BERT and XLNet with the Multimodal Attention 
Gateway (MAG), enabling the assimilation of 
multimodal non-verbal data during the fine-tuning phase. 

 UniMSE [35]. The strategy incorporates a pre-trained 
Modal Fusion layer (PMF) into the Transformer tier of 
T5, fusing textual features at diverse degrees with audio 
and video data, to access a rich array of information. 
Moreover, cross-modal comparison learning is carried 
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out to diminish the intra-modal variation and 
simultaneously amplify the inter-modal differential. 

 HCT-MG [36]. The strategy adeptly discerns the primary 
modality and coordinates hierarchical exchanges 
between the primary and secondary modalities, thereby 
proficiently reducing redundancy amongst the modalities. 

V. RESULTS AND DISCUSSION 

A. Model Comparison Experiment 

Table III and Table IV showcase the comparative results of 
both the precedent benchmark model as mentioned in the 
preceding subsection and the model proposed in this study, 
using equivalent evaluation metrics, on the CMU-MOSEI, 
MELD and IEMOCAP datasets. The result in Table III and 
Table IV are based on MMMU-BA [37] as fusion method. 

Table III and Table IV list the comparison results of our 
proposed method and state-of-the-art methods on CMU-MOSEI, 
MELD and IEMOCAP, respectively. As shown in the Table III, 
the proposed ALR achieve competitive performance in most 
evaluation metrics. On the task of more difficult sentiment 
classification (Acc-7), our model achieves remarkable 
improvements. For example, on the CMU-MOSEI dataset, ALR 
achieved a relative improvement of 1.5% compared to the result 
obtained by MISA. It demonstrates that the elimination of noise 
within a single mode and redundant information in cross-modal 
interactions is essential for multimodal sentiment analysis. 

TABLE III.  COMPARISON WITH BASELINES ON CMU-MOSEI 

Method 
CMU-MOSEI 

Acc-7 Acc-2 F1 MAE Corr 

TFN 49.80 79.40 79.70 0.610 0.671 

LMF 50.00 80.60 81.00 0.608 0.677 

MFN 49.10 79.60 80.60 0.618 0.670 

RAVEN 50.20 79.00 79.40 0.605 0.680 

MULT 48.20 80.20 80.50 0.638 0.659 

MFM 51.30 84.40 84.30 0.568 0.703 

IMR 48.70 80.60 81.00 - - 

QMF 47.90 80.70 79.80 0.640 0.658 

MISA 52.20 85.50 85.30 0.555 0.756 

MAG-BERT 51.90 85.00 85.00 0.602 0.778 

UniMSE 48.68 - - 0.691 0.809 

HCT-MG 50,60 81.60 81.90 0.593 0.691 

ALR 53.70 84.70 85.70 0.541 0.785 

Moreover, it is worth noting that the scenarios in MELD and 
IEMOCAP are more complex the CMU-MOSEI. Therefore, it 
is more challenging to model the multimodal data. However, as 
shown in the Table IV, ALR achieve state-of-the-art 
performance in all metrics compared to the sub-optimal 
approach. For example, compared to UniMSE, it achieved 
relative improvement with 2.01% on Acc and 2.82% on the 
corresponding WF1 on MELD. Achieving such superior 
performance on MELD and IEMOCAP with more complex 
scenarios demonstrates ALR’s ability to extract effective 
sentiment information from various scenarios. 

TABLE IV.  COMPARISON WITH BASELINES ON MELD AND IEMOCAP 

Method 
MELD IEMOCAP 

Acc WF1 Acc WF1 

TFN 60.70 57.74 55.02 55.13 

LMF 60.70 57.74 56.50 56.49 

MM-DFN 62.49 59.46 68.21 68.18 

MFM 60.08 57.80 61.24 61.60 

DialogueGCN 59.46 58.10 65.25 64.18 

COSMIC - 65.21 - 65.28 

UniMSE 65.09 65.51 70.56 70.66 

ALR 67.10 68.33 72.10 71.80 

B. Analysis of Ablation Experiments 

1) Effects of different modalities: To better understand the 

influence of each modality in the proposed ALR, Table V 

reports the ablation results of the subtraction of each modality 

to the ALR on the CMU-MOSEI dataset, respectively. We can 

find that removing visual and acoustic modalities or one of 

them all leads to performance degradation, which indicates that 

the non-verbal signals are necessary for solving multimodal 

sentiment analysis, and demonstrates the complementarity 

among text, acoustic, and visual. 

TABLE V.  EFFECTS OF DIFFERENT MODALITIES 

Method MAE Acc-2 Acc-7 F1 Corr 

-w/o A 0.579 82.70 49.07 82.11 0.719 

-w/o V 0.585 82.50 48.88 81.38 0.712 

-w/o A, V 0.601 81.80 45.96 79.62 0.691 

ALR 0.541 84.70 53.70 85.70 0.785 

2) Effects of different components: To verify the 

effectiveness of each component of the proposed ALR, in Table 

VI, we present the ablation results of the subtraction of each 

component on the CMU-MOSEI dataset, respectively. ALR 

w/o UR, ALR w/o ALI models respectively remove the 

unimodal representation module, the adaptive language 

interaction module. We can find that deactivating the Unimodal 

Representation (UR) layer greatly decreases the performance, 

demonstrating the unimodal representation learning strategy is 

effective. Moreover, after the removal of the Adaptive 

Language Interaction (ALI) layer, the performance drops again, 

also supporting that the ALI layer can effectively improve the 

ALR’s ability to interact with emotional information in each 

modality. 

TABLE VI.  EFFECTS OF DIFFERENT COMPONENTS 

Method MAE Acc-2 Acc-7 F1 Corr 

ALR w/o UR 0.577 81.49 50.88 81.38 0.712 

ALR w/o ALI 0.585 82.21 51.07 82.11 0.719 

ALR 0.541 84.70 53.70 85.70 0.785 
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3) Effects of different fusion methods: To substantiate the 

prowess of our proposed approach, we have amalgamated ALR 

with diverse fusion methods. The empirical outcomes are 

delineated in Table VII. The findings illustrate that the ALR 

model, as proposed herein, is amenable to a wide array of fusion 

techniques and delivers a superior depiction of modal attributes. 

As can be inferred from the tabulated data, the model exhibits 

enhanced performance when a sophisticated fusion mechanism 

is employed. This suggests that the ALR model has the 

capability to filter out noise within the modal representation and 

capture a sufficient encapsulation of the modal information. 

TABLE VII.  EFFECTS OF DIFFERENT FUSION METHODS 

Method MAE Acc-2 Acc-7 F1 Corr 

Concatenation 0.557 83.31 52.56 83.44 0.771 

Addition 0.558 82.39 52.65 82.42 0.750 

Multiplication 0.558 84.00 52.52 83.70 0.773 

MMM-BA 0.541 84.70 53.70 85.70 0.785 

C. Parameter Analysis 

In this study, we experimented and analysed two important 
parameters for five evaluation metrics: the MAE, Acc-2, Acc-7, 
F1 and Corr values. One of the parameters examines the effect 
of the number of ALI layers on the model performance. The 
other parameter examines the effect of modal vector dimension 
on model performance. 

1) Effects of different number of alI layer: In Table VIII, we 

experimented with different layers of ALI on CMU-MOSEI 

dataset. Probing the empirical data presented within the table, 

it is discernible that the model attains its peak performance 

indices when the count of ALI layers is contained to six layers. 

This observation suggests that an insufficient number of ALI 

layers results in a partial interaction between text features and 

audio-visual attributes. Conversely, an excessive number of 

layers induces an overbearing influence of the text features on 

audio-visual characteristics, thereby disregarding the 

discriminative information inherently present within audio-

visual features. 

TABLE VIII.  EFFECTS OF DIFFERENT NUMBER OF ALL LAYER 

ALI Layer MAE Acc-2 Acc-7 F1 Corr 

3 0.549 84.42 53.17 84.23 0.772 

6 0.541 84.70 53.70 85.70 0.785 

9 0.555 82.67 53.00 83.82 0.761 

2) Effects of different vector dimensions: In Table IX, we 

experimented with different vector dimensions on CMU-

MOSEI dataset. The dimensionality of feature vectors directly 

impacts the magnitude and expressivity of the model. 

Employing higher-dimensional feature vectors proffers a 

wealth of data, thereby augmenting the model's propensity to 

discern complex inter-relationships; however, this necessitates 

more data for effectual training. On the other hand, utilizing 

lower-dimensional feature vectors has the potential to 

precipitate model underfitting and could fail to encapsulate 

intricate data patterns. As discerned from the experimental data 

tabulated, the model manifests optimum performance when the 

dimension of the feature vector is set at 256. 

TABLE IX.  EFFECTS OF DIFFERENT VECTOR DIMENSION 

Vector 

Dimension 
MAE Acc-2 Acc-7 F1 Corr 

128 0.556 84.30 51.62 84.28 0.761 

256 0.541 84.70 53.70 85.70 0.785 

512 0.5505 83.94 53.06 83.89 76.23 

VI. CONCLUSION 

This paper proposes an innovative Adaptive Language-
interacted Representation (ALR) model earmarked, for 
multimodal sentiment analysis tasks. The essence of this model 
pivots on multimodal feature representations. Specifically, it 
constructs unimodal representations that leverages the concept 
of information bottlenecks to secure the most compressed yet 
efficient representation of unimodal data. The model further 
integrates employ text modality with video and audio modality, 
yielding a refined abstraction known as hyper-modality 
representations, which filter out emotionally insignificant 
features. The modal representation is ascertained via a 
combination of unimodal representation and textual interplay 
and is deemed a sufficient representation of the modal data. The 
proposed model delivers promising, if not superior outcomes, 
across various metrics. This underscores the significance of 
generating a minimal, yet effective, amalgamation of feature 
representations, a vital aspect enhancing sentiment prediction 
efficacy. 

In the field of multimodal sentiment analysis, an inclusive 
amalgamation of multimodal data holds significant importance. 
However, the disparate distributions of sentiment data across 
diverse modalities significant challenge to achieving the optimal 
integration of modal information. As a result, future work seeks 
to establish a multimodal dynamic fusion network, with a 
purpose to dynamically interlink different modal information. It 
is expected that this approach will not only facilitate the 
comprehensive fusion of data across various modalities but also 
enrich the representation of the resulting fused features. 
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Abstract—Path planning is a critical component of 

autonomous unmanned aerial vehicle (UAV) navigation systems, 

yet traditional and sampling-based methods encounter 

limitations in three-dimensional (3D) path planning. This paper 

offers a structured review of applicable algorithms in 3D space, 

introduces the state-of-the-art techniques, and addresses cutting-

edge challenges associated with UAV heuristic decomposition 

methods. Furthermore, we develop a Q-learning guided grey wolf 

optimizer (QGWO) to tackle the UAV 3D path planning problem 

in complex scenarios. QGWO incorporates two exploration 

strategies from the aquila optimizer into the grey wolf optimizer, 

enhancing its capacity to escape local optima and utilize the 

population for broader exploration. Q-learning guides the search 

process, enabling the algorithm to store iterative information, 

accelerate convergence, and balance exploration and 

exploitation. Additionally, Laplace crossover perturbs the 

positions of the α and β wolves, preventing the algorithm from 

becoming trapped in local optima. To validate its effectiveness, 

QGWO and ten advanced heuristic algorithms were tested in 3D 

path planning simulations across six terrain scenarios of varying 

complexity. Experimental results demonstrate that QGWO 

achieves optimal cost metrics, outperforming the original grey 

wolf optimizer by up to 1.34% and significantly surpassing other 

algorithms with a 70.92% reduction in standard deviation. This 

highlights the effectiveness and robustness of QGWO in 3D path 

planning for UAV. Moreover, the Wilcoxon rank sum test shows 

that the null hypothesis is rejected in 98.33% of cases, confirming 

the statistical superiority of the proposed QGWO. 

Keywords—Q-learning; grey wolf optimizer; laplace crossover; 

3D path planning; optimization 

I. INTRODUCTION 

Unmanned aerial vehicles (UAV) are extensively used in 
various military and civil tasks, including search and patrol, 
reconnaissance and surveillance, disaster rescue and relief, 
logistics, power inspection, and agricultural irrigation, owing to 
their high flexibility, mobility, low safety risk, and cost-
effectiveness [2,18,22,52]. UAV path planning is a critical 
aspect of UAV technology. Initially, it focused on optimizing 
path length for simple point-to-point planning. However, it has 
evolved to consider complex conditions such as terrain, 
weather, threats, and obstacles, which collectively shape the 
UAV's flight environment. The goal is to find the safest, 
lowest-cost flight paths while considering the UAV's 
performance constraints and security threats. 

The path planning problem is widely recognized as a 
challenging nonlinear NP-hard optimization dilemma, whose 

complexity escalates swiftly with problem size [4,6]. Over the 
past decades, researchers have devised a spectrum of 
methodologies to tackle this intricate optimization challenge. 
As depicted in Fig. 1, these methodologies typically fall within 
three main categories: traditional path planning algorithms, 
sampling-based path planning algorithms, and intelligent 
bionic algorithms. Notable examples include the A* algorithm 
[17, 31], the artificial potential field method [37], the Voronoi 
diagram algorithm [16], rapidly-exploring random trees [7,50], 
reinforcement learning-based path planning algorithms [47], as 
well as genetic algorithm [33,48,55], ant colony algorithm [19, 
25], and particle swarm algorithm [32,35], among others. 
These sophisticated algorithms meticulously factor in not 
merely the pursuit of the shortest feasible path but also a 
myriad of pivotal considerations, encompassing obstacle 
evasion, energy expenditure optimization, and velocity 
management, among others. To adeptly navigate the 
complexities of diverse environmental conditions, they employ 
a plethora of strategic approaches and algorithmic refinements, 
notably hierarchical planning methodologies, dynamic map 
reconfiguration techniques, and intricate inter-layer 
connectivity strategies. This multifaceted approach ensures that 
the algorithms are adept at adapting to the unique flight 
requirements posed by varying environments, thereby 
enhancing their overall efficacy and robustness [22, 23]. 

 

Fig. 1. Classification of path planning algorithms. 

Generally, traditional path planning algorithms and 
sampling-based path planning algorithms are primarily suitable 
for straightforward spatial path planning tasks. However, when 
confronted with complex problems, their efficacy diminishes 
exponentially with increasing dimensionality, thereby 
presenting inherent limitations. Among the array of 
approaches, bionic group intelligence algorithms have garnered 
significant attention in recent years for addressing UAV path 
planning challenges due to their simplicity and effectiveness. 
Moreover, with the advancement of computer and big data 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

470 | P a g e  

www.ijacsa.thesai.org 

technologies, the advantages of group intelligence algorithms, 
such as robustness, positive feedback mechanisms, and self-
organization, have become increasingly pronounced. 

In 3D environment path planning, the planner must possess 
enhanced capabilities to avoid terrain collisions and handle 
complex high-dimensional problems, surpassing the 
requirements of two-dimensional path planning. For instance, 
the grey wolf optimizer (GWO) [27] theoretically identifies the 
optimal path solution, making it suitable for path planning in 
intricate environments. The difficulty and uncertainty in UAV 
trajectory planning for complex environments escalate due to 
the intricate and variable nature of the terrain, which includes 
unknown slopes, gullies, and obstacles of various sizes and 
types. Primitive GWO often becomes trapped in local optima, 
particularly when handling highly complex and constrained 
tasks. Therefore, as terrain complexity and search space 
variability increase, it is crucial to design algorithms with 
greater population diversity, improved exploration and 
exploitation capabilities, and significant jumping ability within 
a limited response time. These enhancements will improve the 
stability and efficiency of trajectory planning for UAV in 
complex environments. 

To advance research in this field and address the challenges 
of UAV trajectory planning in complex environments, this 
paper introduces a Q-learning guided grey wolf optimizer 
(QGWO). This novel approach provides a robust and highly 
accurate path planning method with superior performance. The 
paper is organized as follows: Section II reviews related work; 
Section III outlines the formulation of the objective function; 
Section IV details the proposed QGWO; Section V examines 
the 3D path planning capabilities of the QGWO across six 
different levels of complexity; and Section VI presents the 
conclusions. 

II. RELATED WORKS 

Recent improvements in the grey wolf optimizer for UAV 
3D path planning can be categorized into three main areas: (1) 
enhancement of the initialization population, (2) optimization 
of parameters, and (3) refinement of the search mechanism. 
Aslan [3] et al. designed and introduced a greedy algorithm 
called back and forth to solve the path planning problem, 
where the heuristic is responsible for generating two 
antecedent paths and combining the generated paths in order to 
take advantage of their favorable line segments when obtaining 
a safer, shorter, and more maneuverable path candidate. Rao 
[34] et al. designed a dyadic-based learning model influenced 
by the refraction principle, together with an improved 
convergence factor to develop a multi-strategy collaborative 
grey wolf optimizer. Nadimi-Shahraki [28] et al. introduced a 
novel locomotor strategy known as the dimensional learning-
based hunting search strategy, which draws inspiration from 
the natural hunting behaviors of wolves. Gupta [13] et al. 
developed an enhanced algorithm named RW-GWO, which is 
based on randomized wandering. Saremi [38] et al. 
incorporated evolutionary population dynamics into the grey 
wolf optimizer, thereby eliminating weaker search agents and 
repositioning them around the alpha, beta, or delta wolves to 
improve exploitation. Lu [21] et al. proposed the cellular grey 
wolf optimizer (CGWO) with a unique topological structure 

where each wolf has its own set of topological neighbors. This 
structure restricts interactions to neighboring wolves and 
employs an overlapping information dissemination mechanism 
to maintain population diversity over extended periods. 
Rodríguez [36] et al. introduced a hierarchical operator 
inspired by the hierarchical social structure of grey wolves, 
which models the hunting process within the algorithm, and 
proposed five variants.  

Moreover, hybrid algorithms have increasingly become a 
focal point of improvement efforts, combining two or more 
algorithms to maximize their respective advantages. For 
instance, Teng [41]  et al. utilized Tent chaotic sequences to 
initialize individual positions, introduced non-linear control 
parameters to balance the algorithm, and incorporated the 
particle swarm optimization concept to update each grey wolf’s 
position based on both individual and pack optima. Najma [29] 
et al. exploited the exploration benefits of the whale 
optimization algorithm and the efficient exploitation of particle 
swarm optimization to specifically address the challenge of 
non-complete constraints in complex terrain. Wang [42] et al. 
hybridized the grey wolf optimizer with the Harris hawk 
optimization, endowing the grey wolf with the ability to "fly" 
and incorporating a nonlinear convergence factor with local 
perturbations and extended exploration strategies. Zhao [54] et 
al. introduced a convergence strategy for the golden sine 
optimizer to adapt the path planning problem for a cross-barrier 
robot by adjusting the working environment model, path 
generation method, and fitness function. Gaidhane [11] et al. 
enhanced exploration by integrating the information-sharing 
strategy from the artificial bee colony, while retaining the grey 
wolf optimizer’s exploitation capabilities through its leadership 
hierarchy. Han [14] et al. proposed an IGWO-IAPF algorithm 
based on the fusion of an improved grey wolf optimizer and an 
improved artificial potential field algorithm. Waypoint 
attraction is added to the traditional artificial potential field 
algorithm based on force field, and an optimized individual 
position update strategy is used to coordinate the search 
capability of the algorithm to meet the requirements of 3D path 
planning. Wang [44] et al. introduced an eight-node search 
method into the traditional A-star algorithm to minimize the 
steering tendency of artificial intelligence transportation robots. 
Loganathan [20] et al. navigated efficiently and obstacle-
avoidantly towards a target in less time by synergizing the 
strengths of two heuristic algorithms. Niu [30] et al. generated 
a real-time dynamic path planning method based on an 
improved interferometric hydrodynamic system and artificial 
neural networks to improve path quality and computational 
efficiency. This combination of improved algorithms results in 
relatively smooth and cost-effective UAV paths. 

It is worth noting that certain complex strategies require the 
tuning of numerous parameters, and optimization problems are 
highly sensitive to these parameter settings [5,46]. Therefore, 
enhancing the convergence speed and solution quality of the 
planner, while ensuring that UAV motion is collision-free and 
feasible, remains a significant challenge. Although many 
researchers have extensively employed meta-heuristics to 
address UAV path planning and some have achieved notable 
improvements with evolutionary algorithms, the overall 
research results in UAV path planning remain limited. There is 
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a need for more in-depth study of the two core mechanisms of 
population intelligence algorithms: exploitation and 
exploration. 

III. PATH PLANNING COST FUNCTION 

Assuming the UAV maintains a predetermined flight speed, 
the path planning problem can be simplified to a static path 
planning minimization problem. To align with the actual 
requirements of UAV operations, the cost function for UAV 
path planning is defined by considering the range length cost, 
flight altitude cost, threat cost, and smoothing cost. These 
factors are mathematically represented as follows. 

   
4

1
i k k i

k

F X b F X


 
            (1) 

Where 𝑋𝑖  is the decision variable, a list of 𝑛  waypoints 
(𝑥, 𝑦, 𝑧) ; 𝑏𝑘  is the weight of each cost function, set with 
reference to the literature [32]; and 𝐹𝑘 is the 𝑘th cost function. 

A. Cost of Track Length 

The length of a UAV flight path should be as short as 
possible to save energy consumption. If the flight path is 
transformed into a number of waypoints to be flown over by 
the UAV, the Euclidean distance between two neighbouring 
waypoints is taken as the length of each segment, and the cost 
of the range length for a particular path is then calculated as 
follows. 
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B. Cost of Threat 

Considering the complexity of threat modeling and the 
difficulty of obtaining real data, the threat environment is 
simplified by representing the threat region as a cylinder with a 
constant radius. The radius of action of the threat region is 
equal to the radius of the cylinder, as shown schematically in 
Fig. 2. 

 

Fig. 2. Scope of the flight threat. 

For a section of path, the threat cost is calculated as: 
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C. Cost of High 

The UAV's flight altitude is typically constrained by both 
minimum and maximum altitude limits. The altitude cost is 
calculated as follows. 

3
1

( )
n

i ij
j

F X H


 
  (5) 

max min

min max,

( )

2

,

ij

ij ij

h h
h

H if h h h

otherwise



















 (6) 

D. Cost of Smoothing 

The primary flight angle control parameters for a UAV are 
the horizontal steering angle and the vertical pitch angle. These 
parameters must comply with the UAV's actual angle 
constraints; otherwise, the trajectory planning model will fail to 

produce a viable flight path. The horizontal steering angle ij  

is the angle between two consecutive path segments projected 

onto the horizontal plane, and the vertical pitch angle ij  is the 

angle between two consecutive path segments projected onto 
the vertical axis. These angles are calculated as follows. 
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IV. PROPOSED QGWO 

A. Grey Wolf Optimizer 

The implementation of the grey wolf optimizer involves 
four classes of grey wolves: α, β, δ, and ω. In the optimization 
process, each wolf's position represents a potential solution. 
The global solution is identified by using the α, β, and δ wolves 
as the optimal, suboptimal, and better solutions, respectively, 
while directing the ω wolves to promising regions. The grey 
wolf pack progressively approaches and encircles the prey as 
described by Eq. (11). 

( ) ( )r pD C X t X t  
  (10) 
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( 1) ( )pX t X t A D   
  (11) 

Where t  is the current iteration number, ( )pX t  is the 

position of the prey; rD  is the encircling step; A  and C  are 

random vectors, determined by Eq. (12) and Eq. (13). 

12A a r a  
   (12) 

22C r 
   (13) 

Where 1r  and 2r  are random numbers between [0,1]; a  is 

the convergence factor, which decreases linearly from 2 to 0 as 
the number of iterations increases. 
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The other grey wolves in the population update their 
positions based on the positions of the α, β, and δ wolves. 

B. Position Update Incorporating the Aquila Optimizer 

The grey wolf optimizer, with its simple structure, strong 
local search capability, and ease of application, has a certain 
degree of competitiveness among intelligent algorithms. 
However, under the influence of the linear convergence factor, 
search mechanism and single position update method, it is 
difficult to balance local exploration and global exploitation, 
i.e., the phase transition of the grey wolf optimizer is 
completely determined by a . 

Thus, the hybrid algorithm is enhanced by integrating the 
extended and reduced exploration strategies from the aquila 
optimizer (AO) [1], known for its robust global search 
capability. The primary objective is to augment the algorithm's 
capacity to escape local optima while leveraging the population 
to explore the solution space comprehensively. 
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In the extended exploration strategy, the aquila optimizer 
completes the identification of the prey area and conducts high-
altitude flight followed by a vertical dive to select the optimal 
hunting area. During this process, the aquila flies at a high 
altitude to pinpoint the prey location, characterized by its 

mathematical model shown in Eq. (16), where ( )MX t  

represents the average position of all individuals and N  

denotes the population size. 
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The reduced exploration strategy corresponds to the 
isometric flight of the aquila's short gliding attack, during 
which the aquila locks the prey target from high altitude and 
hovers above the target to prepare for launching the attack, and 
its mathematical model is shown in Eq. (18). Where, ( )levy D  

is the Lévy flight distribution number and D  is the dimension 

of the problem; ( )RX t  is the position of the random individual 

at t  iterations; x  and y  denote the random shapes in the 

search; 3r ∈[1,20] is used to fix the search period; U  is a 

fixed constant and d  is an integer within [1, D]. 

Compared to the original grey wolf optimizer, the position 
update after incorporating the aquila optimizer makes full use 
of the available search information, incorporates interactions 
between individuals, and weakens the absolute influence of α, 
β, and δ wolves on individuals. The average position of all 
individuals is considered when performing the position update 
in the expanded exploration, instead of simply moving only in 
the direction of the three wolves with the lowest fitness values. 
Furthermore, the Lévy flight used in the reduced exploration 
avoids overdependence of the grey wolf population to fall into 
a local optimum due to the fact that α wolves have much lower 
fitness values than β and δ wolves, and the inclusion of the 
position of random individuals weakens the influence of the α 
wolves, while at the same time increasing the randomness of 
the algorithm. 

C. Q-learning Guided Search 

The grey wolf optimizer inherently lacks the capability to 
store search information, relying solely on fitness comparisons 
to identify the top three ranks of grey wolves. This, coupled 
with an uneven exploration and exploitation phase, poses 
challenges in escaping local optima. To address this limitation, 
Q-learning is introduced to guide the search of the grey wolf 
optimizer with an improved position updating method. In Q-
learning, the Q-table can be regarded as the agent's experience, 
while the reward table represents a combination of behaviors 
and states, rewarding or punishing the agent accordingly [51]. 
Each agent accumulates experience and selects optimal actions 
by exploring the environment in specific iterations, updating 
the corresponding Q-value according to the Bellman equation. 
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Where   is the system learning rate and 0 1  ;   is 

the reward decay rate and 0 1  ; R  is the reward value; 

and 1 )max ( ,t t

a
Q s a  denotes the gain of the highest value 

action in the next state. 

In the improved algorithm, where the grey wolf population 
acts as an agent and the choice of location update methods acts 
as a collection of agent actions, then a mapping between the 
improved grey wolf optimizer and Q-learning can be achieved. 
Q-learning helps the algorithm to store information about the 
search space gained during iterations, giving positive rewards 
to well-performing prey and negative rewards to poorly-
performing prey, and helps to find from the three location 
update methods the most suitable choice, making the 
exploration and development phases of the algorithm more 
balanced. The primary Q-learning-based guided search can be 
summarized in the following five steps. 

1) Initialise the Q-table as the zero matrix with the 

following reward table;  

1 1 1

1 1 1

1 1 1

 
 
 
      (24) 

2) Determine the current best action for the iteration based 

on the values stored in the current state Q-table;  

3) Execute the selected action and compute the new 

adaptation and reward, calculated as follows;  

1
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reward

if fitness decreases


 

  (25) 

4) Use (23) to update the Q-table; 

5) Determine the iteration termination condition of the 

algorithm and repeat the execution if it is not satisfied.  

D. Laplace Crossover Variant Perturbation 

In the later iterations of the original grey wolf optimizer, 
individual grey wolves tend to rapidly converge and cluster 
near the current optimal position. If this position is not the 
global optimum, the grey wolf population may struggle to 
explore beyond the limited search range, thus failing to 
discover the global optimal position and becoming trapped in a 
local optimum. Introducing mutation perturbation can enhance 
the diversity of the grey wolf population [12], enabling the 
algorithm to escape local optima and explore other regions of 
the solution space. This increases the likelihood of finding the 
global optimum. 

Common variation perturbations include the introduction of 
differential operators, Cauchy operators [45], Gaussian 
operators [53], etc. Differential operators involve mutation and 
selection operations, whereas Cauchy operators and Gaussian 
operators are commonly used for all individuals throughout the 
iterative process, which leads to an increase in algorithm 
complexity. For this reason, the Laplace cross mutation is used 
to perturb the positions of α and β wolves after updating the 

original grey wolf optimizer, and the fitness is calculated to 
select the best. The Laplace distribution density function and 
the α and β wolf position cross variations are as follows. 
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Where   is a position parameter and a real number, b  is a 

scale parameter and greater than 0, and   is the Laplace 

random distribution number. Shail [9] et al. introduced the 
Laplace operator after each iteration for the variance 
perturbation, without considering the effect of the perturbation 
amplitude on the results in different iteration periods. From the 

Laplace density function curves under different b  values in 

Fig. 3, it can be seen that, from the vertical direction, the peak 

near the center of 0.5b   is larger than that of 1b  , while 

the peaks at the two ends are smaller, and the probability of 
generating random numbers in the center region is higher. 
From the horizontal direction, the closer to the ends of the 

horizontal axis at 1b   the slower the decline, and the easier it 

is to generate random numbers away from the origin. 

 

Fig. 3. Laplace density functional curves.  

To efficiently escape local optima, the Laplace distribution 

density function with a scale parameter of 0.5b   is 

employed to perturb the positions of the α and β wolves in the 
later iterations of the original grey wolf optimizer. This choice 
is motivated by the higher probability of generating random 
numbers near the central value, which enables the grey wolf to 
finely search the optimal region with a smaller step size. 
Consequently, it increases the likelihood of discovering the 
global optimal solution. 

E. QGWO Algorithm Flow  

QGWO distinguishes itself through its capacity to store 
search information throughout the iteration process and 
dynamically switch between various position updating methods 
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to efficiently locate the global optimal solution. Drawing from 
the exposition in the initial four subsections of this chapter, the 
algorithmic flowchart of QGWO is depicted in Fig. 4. 

 

Fig. 4. Flowchart of QGWO. 

QGWO distinguishes itself through its capacity to store 
search information throughout the iteration process and 
dynamically switch between various position updating methods 
to efficiently locate the global optimal solution. Drawing from 
the exposition in the initial four subsections of this chapter, the 
algorithmic flowchart of QGWO is depicted in Fig. 4. 

V. SIMULATION EXPERIMENTS AND ANALYSES 

The main objective of this section is to provide an in-depth 
study of the performance of the newly proposed QGWO. To 
ensure the comprehensiveness of the analysis, we apply 
QGWO to six 3D path planning models of different complexity, 
complemented by 10 algorithms for comparison. The 
algorithms used for comparison include the standard GWO, 
three excellent improved versions: AGWO [24], AGWO-CS   
[39], PSOGWO [40], and the widely cited and excellent 
algorithms PSO [43], WOA [26], HHO [15], SOA [8], MPA 
[10], DBO [49]. It is noteworthy that the specific parameter 
settings of all algorithms utilized for comparison were directly 

sourced from the references without any alterations. This 
rigorous benchmarking approach establishes a robust 
foundation for evaluating the optimization capabilities of 
QGWO. 

A. Simulation of Terrain Environment and Parameters 

To effectively validate the efficacy of the improved 
algorithm, a real digital elevation model of Christmas Island, 
Australia, along with another data map featuring diverse terrain 
structures, was utilized as the terrain environments in the UAV 
path planning problem. Various threat objects, depicted as 
black cylinders, were introduced to simulate terrains of varying 
complexity, resulting in a total of six terrain scenarios for path 
planning comparison tests. The specific map ranges and 
start/end coordinates are outlined in Table I. Each algorithm 
employed in the simulation experiments was configured with a 
maximum iteration number of 500 and a population size of 30. 
Furthermore, each algorithm was run independently for 30 
iterations to mitigate any chance factors. 

TABLE I.  MAP INFORMATION 

Scenario Map range Start End 

1,2,3 [1100,900] [200,100,150] [800,800,150] 

4,5,6 [450,450] [10,10,200] [400,400,150] 

B. Compared to Other GWO Variants 

GWO, AGWO, AGWO-CS, PSOGWO, and QGWO are 
combined for trajectory planning based on the above 
environments, and the cost curves and top views of the 
planning results are shown in Fig. 5 and Fig. 6. Among the six 
scenarios featuring diverse terrains and threats, the data 
presented in Table II demonstrates the significant superiority of 
QGWO in terms of optimal path planning cost. Compared to 
GWO and other variants, QGWO achieves the best cost 
optimal cost every time and effectively reduces it by 1.34%, 
reduces the standard deviation by 70.92%, and has the smallest 
average of 30 independent runs, inferior to AGWO-CS only in 
terms of standard deviation in scenario 2. The data depicted in 
Table II illustrates the effectiveness of the QGWO 
enhancement, evidencing its competitive edge. Furthermore, 
the methodology sustains a balanced approach between 
developmental and exploratory phases, which guarantees 
consistent performance amidst diverse complexity scenarios. 
Such stability is pivotal for real-world deployments, bolstering 
the method's credibility and reliability in practical applications. 

TABLE II.  PATH PLANNING COSTS GENERATED BY QGWO AND OTHER GWO VARIANTS 

 GWO AGWO AGWO_CS PSOGWO QGWO 

Scenari
o 

Best Mean Std Best Mean Std Best Mean Std Best Mean Std Best Mean Std 

1 
9290.9

6 
9537.12 

320.5

6 
9297.86 9535.24 286.87 9299.51 9345.32 49.53 9271.55 

10330.3

3 

1364.6

0 
9265.4

2 

9309.1

6 
18.26 

2 
9335.2

7 

10258.8

9 

884.4

3 
9474.24 

10741.1

1 
508.29 9392.15 9622.91 126.71 9403.97 

11561.6

3 

1235.3

5 
9299.0

6 

9550.2

5 

266.8

5 

3 
9950.4

2 

10170.0

2 

526.9

5 

10041.9

0 

11507.1

4 
710.08 

10080.1

0 

11046.2

9 

1035.8

9 

10011.2

0 

13025.6

4 

2097.2

7 
9891.5

6 

9988.0

9 
47.31 

4 
5908.8

1 
7010.61 

870.2

0 
6105.56 7271.93 836.50 6222.64 6704.75 438.19 5834.98 7396.41 

1311.5

4 
5829.7

4 

6366.1

3 

422.1

3 

5 
5890.7
4 

6601.78 
785.1
9 

6122.26 7633.97 
1009.5
9 

6116.76 6621.61 508.68 5877.68 7570.84 
1244.5
4 

5869.4

2 
6188.5

2 
303.2

7 

6 
5985.9

4 
6681.50 

823.6

5 
6264.61 7622.10 993.67 6045.12 6541.61 564.69 5946.54 7536.58 

1308.8

4 
5944.2

7 

6222.6

3 

350.0

2 
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Fig. 5. Convergence curves of QGWO and other GWO variants. 

Fig. 5 provides an in-depth analysis of the algorithm's 
convergence behavior by illustrating the evolution of the best 
fitness across iterations for each variant. In simpler scenarios, 
QGWO demonstrates significantly faster convergence 
compared to most GWO variants. Additionally, QGWO 
effectively navigates local optimum traps. In the most complex 
scenario (scenario 6), the flight paths generated by GWO tend 
to be longer, resulting in increased fuel consumption. More 
critically, its flight paths are closer to risky regions, posing a 
major safety hazard and increasing the likelihood of flight 
accidents. Q-learning enhances QGWO by storing information 
about the search space throughout the iterations. This allows 
the algorithm to select an optimal position update method for 
each iteration. Consequently, individuals can escape local 
optima through a versatile position update formula and a 
variant perturbation strategy. 

  

  

  

Fig. 6. Top view of QGWO and other algorithms. 

The top view of Fig. 6 specifically shows the paths planned 
by each algorithm, and it can be directly seen that the paths 
generated by GGWO in scenes 2, 3, and 4 are too curved and 
are not optimal, i.e., there is a deficiency in the global search 
capability of 3D path planning. However, QGWO performs 
well in different types of scenarios, and even in scenario 3 only 
QGWO finds the globally optimal path. 

C. Compared to Other Heuristic Algorithms 

To effectively showcase the outstanding performance of 
QGWO in UAV 3D path planning, the six aforementioned 
scenarios are utilized to compare QGWO with several other 
competitive state-of-the-art algorithms.  

According to the data in Table III, DBO achieves the 
optimal path planning cost in scenario 3, with QGWO ranking 
second, trailing by only 6.23 units. However, in the remaining 
five scenarios, QGWO ranks first across all three metrics, 
demonstrating its reliability. The convergence curves in Fig. 7 
show that QGWO has the lowest initial best fitness value and 
the fastest convergence rate. It converges more rapidly in the 
complex scenarios 3, 4, 5, and 6, particularly in the later 
iterations when most algorithms fall into local optima. QGWO 
relies on the Laplace variant to explore the current position in 
small steps, allowing it to continue converging. This indicates 
that QGWO not only starts from a better position but also 
reaches the target solution more efficiently than the control 
algorithms, highlighting its superior optimization capability. 
Overall, QGWO, enhanced by integrating multiple strategies, 
performs exceptionally well in UAV 3D path planning, further 
validating the effectiveness of the proposed enhancement 
strategies. 
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Fig. 7. Convergence curves of QGWO and other algorithms. 

Fig. 8 shows the top view of the paths planned by the 
algorithms, illustrating their ability to safely navigate to the 
target point without colliding with obstacles. In the simplest 
scenario, there is minimal disparity between the paths planned 
by the various algorithms, noticeable only in the final cost. 
However, as the scenario's complexity increases and obstacles 
become denser, the cost disparity widens, highlighting the 
performance advantage of QGWO. In the remaining five 
scenarios, the algorithm labeled SOA performs the worst, often 
following the outermost obstacles and producing tangled routes. 
The paths planned by MPA and DBO successfully avoid risk 
areas but are uneven and feature sharp turns, increasing the 
flight distance. In contrast, the optimized QGWO effectively 
addresses these issues, resulting in smoother and more efficient 
paths. Paths generated by other comparison algorithms also 
exhibit more pronounced twists and turns. 

  

  

  

Fig. 8. Top view of QGWO and other algorithms.  

Fig. 9 displays the side and 3D views of the paths generated 
by QGWO for scenarios 3 and 6, which are the two most 
complex scenarios. The depicted paths exhibit notable 
smoothness and efficiency, maintaining appropriate flight 
altitudes relative to the terrain. These visualizations underscore 
the QGWO's capability to navigate challenging environments 
effectively, avoiding obstacles while optimizing the flight 
trajectory. The algorithm's ability to generate such high-quality 
paths in the most complex scenarios highlights its robustness 
and reliability, further validating its suitability for real-world 
applications where terrain complexity poses significant 
challenges. 

  

  
Fig. 9. QGWO path planning in scenarios 3 and 6.  

D. Statistical Test 

To compare the performance of the algorithms, the 
optimum, mean, and standard deviation were calculated from 
30 experiments for each algorithm in the simulation. To further 
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assess the differences between QGWO and other algorithms, a 
statistical analysis was conducted using the Wilcoxon rank-
sum test with a 5% significance level. This test determined 

whether there were significant differences between QGWO and 
the other algorithms. The results are presented in Table IV. 

TABLE IV.  PATH PLANNING COSTS GENERATED BY QGWO AND OTHER HEURISTIC ALGORITHMS 

Scenario PSO WOA HHO SOA DBO MPA GWO AGWO AGWO_CS PSOGWO 

1 2.92E-10 4.29E-08 2.26E-08 1.85E-07 5.35E-08 8.01E-12 6.14E-05 1.73E-06 4.74E-06 1.53E-05 

2 3.02E-11 3.69E-11 3.34E-11 3.02E-11 3.69E-01 2.92E-12 2.31E-06 1.61E-10 2.38E-07 6.70E-11 

3 3.25E-12 1.09E-10 3.02E-11 4.50E-11 1.17E-09 3.69E-11 1.60E-03 4.98E-11 5.10E-11 7.50E-11 

4 2.09E-10 4.18E-09 5.49E-11 3.53E-10 1.93E-05 4.17E-11 3.42E-04 2.01E-07 4.46E-04 6.55E-04 

5 2.23E-09 9.76E-11 3.02E-11 5.18E-10 7.75E-06 2.44E-09 3.08E-03 7.96E-08 4.80E-06 5.14E-06 

6 2.15E-10 2.87E-120 3.02E-11 3.02E-11 1.29E-06 7.38E-10 6.97E-03 2.03E-09 2.49E-05 3.19E-07 

The test results in Table IV show that in 98.33% of cases, 
the p-value for comparisons between QGWO and other 
algorithms across six different complexity scenarios is less than 
0.05, leading to the rejection of the null hypothesis. This 
indicates a significant difference in computational performance 
between QGWO and the other 10 algorithms, confirming the 
statistical superiority of the proposed QGWO. 

VI. CONCLUSION 

This paper introduces an enhanced version of the Q-
learning guided optimization algorithm, termed QGWO, to 
address certain limitations of the grey wolf optimizer in UAV 
3D path planning applications. QGWO acknowledges the 
stringent constraints inherent in UAV 3D path planning and, 
firstly, integrates two robust global search strategies from the 
aquila optimizer into the original grey wolf population update 
process, thereby enhancing the algorithm's capability to escape 
local optima. Secondly, recognizing that the phase transition of 
the original grey wolf optimizer is solely determined by the 
convergence factor, Q-learning is introduced to guide the 
search process after improving the position update method. 
This facilitates the algorithm in storing iterative information, 
accelerates population convergence, and balances exploration 
and exploitation. Finally, Laplace cross variation is employed 
to perturb the positions of α and β wolves post-updating the 
original grey wolf optimizer, aiding in fine-tuning the search 
within the optimal region and thereby improving the likelihood 
of finding the global optimal solution. 

For the 3D path planning problem, the simulation 
experiments design a cost function with multi-factor co-
constraints and construct six terrain scenarios of varying 
complexity. Comparison experiments between QGWO and ten 
other high-performing heuristic algorithms conclude that 
QGWO exhibits exceptional performance in both acquiring 
optimal cost and delivering high-quality, stable solutions. 

Future research will aim to fully realize the potential of 
QGWO. We are particularly interested in exploring its 
application in various domains such as logistics, healthcare, 
and energy management, where its optimization capabilities 
can address complex challenges. Additionally, we plan to 
enhance the algorithmic structure of QGWO to further improve 
its performance and investigate its integration with other 
computational techniques, such as machine learning models, to 
create hybrid approaches. This future work aims not only to 
push the boundaries of algorithmic optimization but also to 

provide practical solutions to pressing problems across various 
industries. 
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Abstract—Aiming at edge computing nodes' limited computing 

and storage capacity, a two-layer task scheduling model based on 

blockchain and task cache was proposed. The high-similarity task 

results were cached in the edge cache pool, and the blockchain-

assisted task caching model was combined to enhance system 

security. The genetic evolution algorithm was used to solve the 

minimum cost that the optimal scheduling model can obtain. The 

genetic algorithm’s initialization and mutation operations were 

adjusted to improve the convergence rate. Compared with 

algorithms without cache pooling and blockchain, the proposed 

joint blockchain and task caching task scheduling model reduced 

the cost by 9.4% and 14.3%, respectively. As the capacity space of 

the cache pool increased, the system cost gradually decreased. 

Compared with the capacity space of 3GB, the system cost of 

10Gbit capacity space was reduced by 10.6%. The system cost 

decreased as the computing power of edge nodes increased. 

Compared with edge nodes with a computing frequency of 8GHz, 

the nodes cost at 18GHz was reduced by 36.4%. Therefore, the 

proposed edge computing task scheduling model ensures the 

security of task scheduling based on reducing delay and control 

costs, providing a foundation for modern industrial task 

scheduling. 

Keywords—Blockchain; task cache; edge computing; task 

scheduling; industrial internet 

I. INTRODUCTION 

With the developing 5G communication and the Internet of 
Things, many intelligent devices with computing power are 
widely used in industrial automation systems. The rapid 
increase of intelligent equipment in factories leads to the 
explosive growth of industrial Internet data [1]. Due to local 
devices' limited computing resources and storage capacity, 
some resource-intensive tasks will be scheduled to cloud 
servers for processing. However, when cloud servers are 
deployed far from local devices, the interaction between tasks 
and data can result in significant latency, posing a risk of data 
leakage and attack [2-4]. The introduction of edge computing 
into the industrial Internet can satisfy the real-time demand, 
security, and reliability in the industry. By scheduling tasks to 
the edge, industrial equipment has sufficient resources to handle 
more complex tasks [5-7]. When the resource results of a task 
have high similarity, deploying task caching can reduce 
repeated resource calls [8]. Gao et al. proposed a case layer 
solution of joint unloading scheduling and resource allocation 
to reduce task delay and energy consumption in on-board edge 
computing, combining deep Q network and gradient descent 
method. This algorithm effectively reduced latency and energy 
consumption [9]. Chen et al. built an edge computing container 
deployment model for the delay-sensitive problem of tasks. 

Through ameliorating the initialization, crossover, and other 
operations of Genetic Algorithm (GA), the optimal deployment 
of containers was achieved. Compared with traditional 
algorithms, the deployment cost of this model was reduced by 
22% [10]. Although edge computing and task caching have 
many advantages, the diversity of servers brings an additional 
burden to task scheduling. 

Blockchain is a distributed accounting technology that 
integrates multiple technologies such as distributed storage, 
cryptography, and consensus mechanisms. It can ensure data 
security, tamper resistance and privacy, and can well match 
distributed edge computing [11-13]. The introduction of 
blockchain into a cloud-edge-end three-layer architecture can 
enhance industrial security. The collaboration between edge 
servers and blockchain enables secure data transmission and 
reliable storage, reducing computational costs and latency [14-
16]. Rivera A V et al. proposed a secure task-sharing blockchain 
framework to enhance user experience. They set up a trusted 
cooperation mechanism in multi-access edge computing and 
designed cooperation incentives to speed up computing. This 
framework ensured trust between servers and enabled real-time 
task sharing [17]. Zhang H et al. put forward a mobility 
management scheme using blockchain to address the security 
of unloading tasks. They used Lyapunov optimization 
algorithm, combined with base station wireless handover and 
service migration decisions, to achieve dynamic optimization 
of the target. This solution effectively reduced the latency and 
failure rate of computing tasks [18]. Chen J et al. proposed a 
decentralized management scheme based on blockchain to 
address the transparency in collaboration benefits. They used 
diligent proof and delegated diligent proof consensus 
mechanisms, combined with sequential decision-making and 
Byzantine fault-tolerant algorithms, to improve the time-
sensitivity of edge collaboration. This scheme had high security 
and fault tolerance [19]. Liu R et al. proposed a trusted data 
storage mechanism using blockchain to address data 
management security in the industry. Combining sharding and 
a two-layer Merkle tree structure, they utilized random low-
density parity correction code encoding to reduce storage 
pressure on lightweight nodes. This mechanism effectively 
reduced the network load of nodes and improved data storage 
security [20]. Li G et al. proposed edge bandwidth and storage 
optimization algorithms to overcome network overload caused 
by distributed transmission. They built a dynamic blockchain 
and combined it with a network simulator to construct 
blockchain. This algorithm improved both transmission 
bandwidth efficiency and blockchain construction efficiency 
[21]. 
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The computing power and storage capacity of edge servers 
are stronger than those of local devices, and edge computing 
has lower task latency. With the explosion of industrial task data, 
the resources of edge servers are gradually scarce, and the task 
scheduling problem of edge computing is NP hard. Although 
there are many researches on edge computing task scheduling, 
there are some problems. For multi-objective optimization 
problems, most studies are based on the optimization objectives 
of time delay and energy consumption to develop task 
schedules. For complex and repetitive tasks in the industrial 
Internet, task similarity should be taken into account to improve 
edge computing capability and efficiency. For data security 
issues, most studies mainly focus on data security and privacy, 
with little consideration given to the latency and energy 
consumption caused by them. Delay and energy consumption 
should be included, and the best outcome plan should be 
balanced between performance and security levels. Therefore, 
the research will combine the blockchain, edge computing and 
task cache, and propose a security enhanced edge computing 
task scheduling method based on the blockchain and task cache. 
On the basis of ensuring data security, appropriate task 
scheduling strategies will be developed to give full play to 
various technical advantages to meet the demand for delay, cost 
and security in the industrial scenario. Faced with the enormous 
security and resource pressures brought by massive data on 
industrial equipment, an optimization model is established to 
ensure the secure scheduling of tasks to the greatest extent 
possible. Considering the problem of high task similarity in 
industrial Internet, the research adopts the improved least 
access frequency algorithm to improve the hit rate of cache 
content. It combines block chain technology with edge 
computing to solve the problem of data leakage at edge nodes. 
As a supplement to the cache pool, blockchain increases task 
cache capacity and reduces task processing time. Therefore, the 
task scheduling method proposed in the study provides 
technical support for industrial task scheduling. 

II. METHODS AND MATERIALS 

To reduce the delay and cost of edge computing in the 
industrial Internet, this research combines task caching and 
blockchain to design new algorithms to improve the hit rate of 
task caching. Blockchain and task cache are introduced into 
edge computing and combined with task scheduling strategy to 
improve the processing efficiency of tasks, reduce costs, and 
achieve reliable data storage and low overhead of task 
scheduling. 

A. Blockchain-Based Edge Caching Model 

The rapid development of intelligent devices makes the 
industrial Internet have higher requirements for resources. Due 
to local devices' limited battery, storage, and computing 
resources, offloading computing tasks to the cloud layer can 
cause additional network latency and bandwidth consumption. 
Therefore, adding an edge server layer between the cloud layer 
and the local device layer can alleviate the burden on the cloud 

network. Fig. 1 shows a blockchain-based cloud-edge-end 
system, which is divided into three layers, including cloud 
servers, edge servers, and local devices. 

The local device layer is composed of industrial equipment 
and has minimal computing and information organization 
capabilities. The edge server layer is composed of edge devices 
with strong computing and caching capabilities, which can be 
used for mining in blockchain networks. The mining process 
consists of three steps: (1) Edge nodes add cached results to the 
blockchain and increase the task type of the cache pool. (2) 
When the task is scheduled to the edge server, this structure 
searches a cache pool and returns this result directly if it is 
found. If it is not found, it performs calculations locally and 
updates the cache pool and blockchain data. (3) For every new 
task type added to the edge node, it can receive corresponding 
rewards, increasing the interest of the edge server in mining. A 
cloud server layer owns powerful data storage and computing 
capabilities. When the total data in the blockchain network 
exceed its capacity, this system can upload some data requests 
to the cloud. These data in the industrial Internet are highly 
similar and have a large number. Storing relevant task data into 
the cache pool can speed up data processing. To ensure the 
cache pool security, the data source can only be task results 
processed by edge nodes and stored results in the blockchain. 
Fig. 2 shows the cache pool’s data source. 

The cache hit rate, task complexity, and promotion 
performance are important factors to measure the effectiveness 
of cache strategies, and cache strategies should be selected 
according to actual scenario needs. Based on the changes in 
tasks in industrial production, the Least Frequently Used (LFU) 
algorithm in traditional caching strategies is improved. A Task 
Caching of Improved LFU (TC-ILFU) algorithm is put forward 
to elevate the cache hit rate. The core of LFU is to prioritize the 
elimination of cache data with the lowest frequency of use. Fig. 
3 shows the main idea of ILFU-TC. This algorithm establishes 
a time task frequency table, records the hit rate data of cached 
task content over a period of time, and determines whether new 
tasks can be added to the cache pool based on the hit rate. 

Cloud server 

layer

Edge server 

layer

Local device 

layer

Blockchain 

network

 
Fig. 1. Cloud-edge-end scheduling system based on blockchain. 
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Fig. 2. Cache pool data source. 
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Fig. 3. The main ideas of improved LFU. 

The time task frequency table records the task requirements 
for a period of time. When a new task appears in the edge cache 
pool, the first step is to determine whether it has been cached. 
For tasks belonging to the cache pool, the hit frequency is 
directly increased by 1, and the time task frequency table is 
updated. If the task has not appeared in the cache pool, it is 
determined whether there is sufficient space and time based on 
the cache pool capacity. If the cache capacity space is sufficient, 
the hit frequency is set to 0, and the time task frequency table is 
updated. If the cache capacity space is insufficient, the system 
will replace the task with the minimum number of hits in the 
cache pool with the new task. At this point, the hit frequency is 
set to 0, and the time task frequency table is updated. The 
system calculates the hit rate during this period and compares it 
with the set cache threshold. If the hit rate is greater than this 
cache threshold, the task content cache matches the task's 
characteristics. If the hit rate is less than the cache threshold, 
this system will select data with higher task frequency from the 
task frequency table at that time and import it into the cache 
pool to update the cache pool data. The blockchain network can 
bring safe and reliable cache data to edge computing and ensure 
that edge nodes can safely exchange information. In blockchain, 
the probability of orphan blocks being generated is represented 
by Eq. (1). 

 
1 nS

orpP e


 
               (1) 

In Eq. (1), 
orpP  represents the probability of orphan blocks. 

  is a fixed value, 1/ 600  .  nS  is a function of 

block size. The probability of generating new task blocks is 
represented by Eq. (2). 

 nSn
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P
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              (2) 

In Eq. (2), 
newP  represents the probability of a new task 

block. 
nP  is the hashing capability of blockchain networks. 

H  is the blockchain network’s hash power. The reward for 
mining new task blocks at edge nodes is represented by Eq. (3). 

 nSrew

n nR R e






             (3) 

In Eq. (3), rew

nR  represents the mining reward. R  is a 

task set. 

B. Edge Computing Task Scheduling Algorithm 

Due to local devices' limited battery capacity and computing 
resources, tasks are scheduled to edge servers for processing 
within the maximum latency allowed range. The local device 
generates tasks, and the task scheduling strategy follows 
constraints represented by Eq. (4). 

 0,1 , ,ijx i N j M  
             (4) 

In Eq. (4), 
ijx  is the scheduling location of the task. 
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1ijx   is the calculation of task i  on edge server j . 

0ijx   means the processing of tasks on local devices. N  is 

the total local device. M  is the total edge server. Blockchain 
is a decentralized distributed storage ledger with high security 
and certainty. The limited capacity of the cache pool requires a 
diverse range of task types to be cached, ensuring that task 
scheduling has multiple selectivity. According to the task 
scheduling strategy, when a task is calculated on an edge server, 
this server needs sufficient computing power to process the task 
and return this result to the device. The uplink rate of local 
device scheduling tasks to edge servers is approximated using 
Shannon's formula, represented by Eq. (5). 

 2 2 2
log 1 log 1

a

ij i i

ij ij

P h r
V B P B



 
    
 
      (5) 

In Eq. (5), 
ijV  represents the transmission rate of local 

device i  scheduling tasks to edge server j . B  is the 

bandwidth.   is the signal-to-noise ratio. 
ijP  is the 

transmission capacity of the device i . 
ih  is channel 

interference. 
a

ir


 is path decay. 2  is the power of 

Gaussian white noise. According to the task attributes, the 
upstream time for scheduling tasks from local devices to edge 
servers is represented by Eq. (6). 
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In Eq. (6), 
ijT  represents the transmission delay from the 

local device scheduling task to the edge server. 
ijr  is the local 

device’s task data scale. The upload energy consumption of 
local devices is represented by Eq. (7). 
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In Eq. (7), upE  represents the upload energy 

consumption of the local device.   is the transmission 

amplifier efficiency of the device. Local device consumption is 

 1 1 0, ,l l lE e e e . 
1

le  is idle local devices' energy consumption. 

0

le  represents local computing tasks' energy consumption. 
1

le  

means local device transmission's energy consumption. The 
task is represented by Eq. (8) when processing on the local 
device. 

l i
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c
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                  (8) 

In Eq. (8), l

iT  represents the calculation delay of the local 

device. 
ic  is the number of chips. l

if  represents the 

computing power of local devices. The energy consumption of 
terminal devices for processing tasks is represented by Eq. (9). 
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i wjE f r
                (9) 

In Eq. (9), 
0E  represents the terminal calculation energy 

consumption.   is a chip architecture coefficient. 
wjr  is the 

demand for computing power. Local device generates tasks. 
According to the task scheduling strategy, the tasks are 
offloaded to the edge server for computation, and edge caching 
and blockchain based edge caching models are established. 
When there is content cache in the cache pool, retrieve cached 
data according to task indexing requirements. When data exist, 
the system directly distributes cached results. The task 
processing time is represented by Eq. (10). 

 se

1

lect

ijT T T n 
             (10) 

In Eq. (10), 
1T  represents the processing time of the task 

in the cache pool.  se lectT n  means data retrieval time. n  

is the cache data size. The energy consumption of the terminal 
server is represented by Eq. (11). 

1 1 ( )l select

upE E e T n 
            (11) 

In Eq. (11), 
1E  means the terminal server's calculated 

energy consumption in the cache pool. The cache pool's cache 
resources are limited. The edge caching model based on 
blockchain serves as an extension of the system cache pool. In 
blockchain, the processing time of tasks is represented by Eq. 
(12). 

 2 1

find select find

ijT T T T T n T    
     (12) 

In Eq. (12), 
2T  means the task processing time in the 

blockchain. 
findT  is the retrieval time. The terminal server's 

energy consumption is represented by Eq. (13). 

2 1 1 1 1( )l find l select l find

upE E e T E e T n e T      
   (13) 

In Eq. (13), 
2E  represents the computational energy 

consumption of the terminal server in the blockchain. The 
system does not retrieve the required task results in both the 
edge cache pool and the blockchain network. Under the 
constraint of delay, task computation can be performed on edge 
servers. The task calculation time is represented by Eq. (14). 
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In Eq. (14), 
e

iT  represents the processing time of edge 
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node i . 
e

if  is the computing power of i . The task 

processing time is represented by Eq. (15). 

 3 2

edge select find e

ij iT T T T T n T T     
    (15) 

In Eq. (15), 
3T  represents the task’s total processing time. 

Edge nodes' energy consumption is represented by Eq. (16). 

3 1 3
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In Eq. (16), 
3E  represents the computational energy 

consumption of the edge server. In the industrial Internet, the 
cache task scheduling strategy is implemented by considering 
time constraints, device computing capacity and storage 
capacity. The cost of blockchain rewards and task scheduling 
strategies constitutes the total system cost. To minimize task 
scheduling strategy's cost consumption, an optimal system cost 
can be obtained, represented by Eq. (17). 

 
  

     
       

0

1 1 2 3

1
, ,

1 1

, , , , 1

n i

all

i i i i i i up

Sn

all all i n

x E
E x y z

x y E y z E z E E

F x y z E x y z z R e


 





  
    
          


   



  (17)
 
 

In Eq. (17),  , ,allE x y z  means the system's total energy 

consumption.  , ,allF x y z  is the optimal cost. y  and z  

are both the positions of task results, and  , 0,1y z .   is 

a conversion coefficient between energy consumption and cost. 
Edge computing task scheduling strategy for task caching 
belongs to multi-constraint optimization problem. As the tasks 
and cached data increase, the solution space of tasks also 
increases. Finding the optimal feasible solution in a vast 
solution space is crucial. Therefore, genetic evolutionary 
algorithms are used to solve for the lower cost that the optimal 
scheduling strategy can achieve. Fig. 4 shows the Task 
Scheduling Algorithm based on Genetic Optimization (TSA-
GO). Firstly, the task is initialized. The fitness function is used 
to determine the individual superiority or inferiority. By 
combining selection, crossover, and mutation operations, the 
optimal solution of the scheduling strategy is solved, achieving 
low-cost control. 
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Fig. 4. Task scheduling strategy based on differential genetic evolution. 

The task scheduling location adopts binary encoding, with 

0 and 1 indicating that the task is executed on the local device 
and edge server, respectively. During initialization, TSA-GO 
collects task deadlines, cache status, power, and device 
computing power to determine task resource requirements and 
determine task execution locations. The fitness function is 
determined by blockchain rewards and task scheduling 
strategies, and preliminary feasible solutions that meet the 
conditions are obtained. This system uses roulette wheel to 
select individuals with high fitness and combines single-point 
crossover to reduce the damage of crossover to the 
predetermined population. To prevent ineffective mutations in 
the algorithm, this study evaluates the mutated nodes. Random 
tasks in the task sequence serve as mutation points, and the 
probability of individual mutation is used to determine whether 
the task is mutated. The demand for resources in a task serves 
as a mutation point, and the mutation threshold is used to 
determine whether to mutate. 

III. RESULTS 

This experiment verified the edge computing task 
scheduling algorithm based on blockchain and task cache. 
Firstly, an analysis was conducted on the impact of task cache 
pools and blockchain on costs. Subsequently, TC-ILFU was 
compared and analyzed with other caching algorithms. Finally, 
the performance of TSA-GO was analyzed under different task 
scheduling strategies and compared with other optimization 
algorithms. 

A. Experimental and Analysis of Edge Caching Model Based 

on Blockchain 

To test blockchain based TC-ILFU, this experiment 
compared TC-ILFU with LFU, Least Recently Used (LRU) 
algorithm, and First in First Out (FIFO) algorithm. TC-ILFU 
was analyzed in terms of cost and hit rate. Table Ⅰ shows the 
experimental parameters. 

In Table Ⅰ, the computing power of local devices was the 
weakest, while the computing power of edge servers increased 
but did not exceed that of cloud computing servers. In Fig. 5, 
this experiment compared the effects of task cache pool and 
blockchain on system costs with and without cache pool and 
blockchain cache. 

TABLE I. EXPERIMENTAL PARAMETER SETTINGS 

Parameter Value 

Computing frequency of Local device 1GHz 

Idle power of local devices 0.3W 

On-load power of local devices 0.9W 

Computing frequency of edge servers 4GHz 

Computing frequency of cloud servers 12GHz 

Number of tasks [100, 200] 

Task scale [20, 40] Mbit 

Maximum tolerance time for tasks [0.1, 5] s 

Wireless channel bandwidth 18MHz 

Population size 100 

Channel noise -100dpm 

Iterations 1400 
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Fig. 5. The impact of cache pool and blockchain on costs. 

In Fig. 5(a), as the iteration increased, the cost gradually 
decreased. The average cost of a task cache pool was 435$, and 
the average cost of a non-cache pool was 480$. Compared to 
the situation without a cache pool, the cost with a cache pool 
was reduced by 9.4%. This is because the system only has the 
cost of task upload and edge computing, and the task cache pool 
can effectively reduce the cost of edge computing. In Fig. 5 (b), 
the average cost with blockchain caching was 450$, and the 
average cost without blockchain caching was 525$. The cost of 
having no blockchain cache was about 1.2 times that of having 
blockchain cache. This is because blockchain can backup all 
cached results, ensuring data consistency and immutability, 
improving the reliability and security of system data. Therefore, 
the introduction of cache pool and blockchain in edge 
computing can effectively reduce costs and save the cost of 

industrial Internet. Fig. 6 shows the impact of cache pool 
capacity space on cost under the same workload. 

In Fig. 6(a), when the capacity space was 3GBit, 5Gbit, 
8Gbit, and 10Gbit, the average cost of the system was 508$, 
495$, 483$, and 454$. Compared to the capacity spaces of 3GB, 
5Gbit, and 8Gbit, the cost of 10Gbit capacity space was reduced 
by 10.6%, 8.3%, and 6.0%. The larger the capacity space, the 
lower the system cost. In Fig. 6(b), as the capacity space of the 
cache pool increased, the system cost gradually decreased. This 
is because the cost distribution varies depending on the type of 
task. This experiment tested the impact of TC-ILFU on cost and 
hit rate in a fixed cache pool, comparing TC-ILFU with LFU, 
LRU, and FIFO. Fig. 7 shows the comparison results of cost 
and hit rate for different caching algorithms. 
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Fig. 6. The impact of cache pool capacity space on cost. 
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Fig. 7. Cost and hit rate of four caching algorithms. 
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In Fig. 7(a), as the iteration increased, the cost of all four 
caching algorithms decreased. The average cost of TC-ILFU, 
LFU, LRU, and FIFO was 478$, 500$, 489$, and 497$. 
Compared to LFU, LRU, and FIFO, TC-ILFU reduced costs by 
4.4%, 2.2%, and 3.8%. The time task frequency table avoided 
the impact of frequently accessed data in the past on the current 
cache pool data and improved the task hit rate. In Fig. 7(b), the 
average hit rate of TC-ILFU, LFU, LRU, and FIFO was 0.56, 
0.49, 0.53, and 0.50. Compared with LFU, LRU, and FIFO, TC-
ILFU improved hit rate by 14.3%, 5.7%, and 12.0%. When the 
task was 50, the hit rate of TC-ILFU and LFU was consistent. 
This is because the repetition rate of task data is low in a 
relatively short period of time. As the repetitive tasks increase, 
the hit rate of TC-ILFU gradually increases. 

B. Experiment and Analysis of Edge Computing Task 

Scheduling Algorithm 

This experiment compared all local task scheduling 
strategies (All-local), all edge task scheduling strategies (All-
edge), GA, Simulated Annealing (SA), and Hill Climbing (HC) 
to analyze TSA-GO from the perspectives of system latency, 
energy consumption, cost, and runtime. Fig. 8 shows the time 
and energy consumption of the system under different task 
scheduling strategies. 

From Fig. 8(a), the average latency of All-local, All-edge, 
and TSA-GO was 600ms, 408ms, and 332ms. All-local had the 
highest latency, with all tasks being executed on local devices, 
resulting in task loss due to limited resources and increasing 
task processing time. TSA-GO effectively reduced latency by 
jointly processing tasks with local devices and edge servers. In 
Fig. 8(b), the average energy consumption of All-local, All-
edge, and TSA-GO was 572J, 526J, and 272J. Compared with 
All-local and All-edge, TSA-GO reduced energy consumption 
by 52.4% and 48.3%, respectively. TSA-GO communicated 
resources through task cache pools and blockchain, effectively 
reducing the additional consumption caused by task growth. Fig. 
9 shows the cost and time comparison of different algorithms. 

In Fig. 9(a), as the iteration increased, the costs of all four 
algorithms decreased. The average cost of TSA-GO, GA, SA, 
and HC was 443$, 472$, 506$, and 508$, respectively. 
Compared with GA, SA, and HC, the cost of TSA-GO 
decreased by 6.1%, 12.5%, and 12.8%. This is because GA 
randomly generates a large number of solutions, increasing the 

solution space and making it difficult to find the optimal 
solution. SA belongs to completely greedy algorithms, and each 
time the current optimal solution is selected, only local optimal 
solutions can be searched. HC belongs to simple greedy 
algorithms, which select an optimal solution in the nearby 
solution space as the current solution until reaching a local 
optimal solution. TSA-GO restricts task initialization and 
reduces algorithm optimization time. Restricting mutation 
operations to avoid useless mutations can improve convergence 
rate. In Fig. 9(b), the running time of TSA-GO, GA, SA, and 
HC was 25600ms, 28880ms, 46680ms, and 35000ms, 
respectively. SA had the longest running time. The running time 
of TSA-GO and GA was moderate. TSA-GO searched for the 
optimal solution faster. This is because the optimization time of 
the algorithm is reduced when initializing the population. To 
further validate TSA-GO, experiments were conducted on 
factors such as the computing power of edge servers and the 
transmission rate of channels that affect system costs. Fig. 10 
shows the results of the impact of different computing power 
on costs. 

In Fig. 10(a), with the increase of edge computing frequency, 
the system cost gradually decreased. When the calculation 
frequency of edge nodes was 8GHz, 10GHz, 12GHz, 15GHz, 
and 18GHz, the average system cost was $330, $288, $245, 
$231, and $210, respectively. Compared to edge nodes with a 
computing frequency of 8GHz, the cost of nodes with an 
18GHz frequency was reduced by 36.4%. In Fig. 10 (b), the 
cost reduction rate in the channel rates of 8-10GHz, 10-12GHz, 
12-15GHz, and 15-18GHz range was 0.14, 0.19, 0.07, and 0.08, 
respectively. Cost convergence did not change regularly with 
the increase of edge computing frequency, and the cost 
reduction rate remained within 20%. Fig. 10 shows the impact 
of different channel rates on system costs. 

In Fig. 11(a), as the channel rate increased, the tasks 
uploaded to the edge server increased, and cost control became 
more optimized. When the channel upload rate was 5M/s, 8M/s, 
10M/s, 12M/s, and 15M/s, the average system cost was $465, 
$338, $302, $270, and $250, respectively. In Fig. 11(b), the cost 
reduction rate was 0.31, 0.13, 0.09, and 0.10 in the channel rates 
of 5-8M/s, 8-10M/s, 10-12M/s, and 12-15M/s, respectively. As 
the channel rate increased, the cost reduction rate gradually 
stabilized and remained around 10%. 
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Fig. 8. Cost and running time of four algorithms. 
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Fig. 9. Cost and elapsed time of four algorithms. 
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Fig. 11. Cost of five channel rates. 

IV. DISCUSSION AND CONCLUSION 

A. Discussion 

To solve the transmission bandwidth limitation and data 
privacy threat existing in the industrial Internet, the research 
proposed to schedule the task to the edge server for processing 
to realize the real-time and security of data in industrial 

production. However, traditional task scheduling algorithms do 
not fully utilize edge cache resources, which can easily lead to 
the leakage of private data. Therefore, this research proposed a 
security enhanced edge computing task scheduling method 
based on blockchain and task cache. Firstly, the edge caching 
model of blockchain was utilized to cache the calculation 
results of multiple repetitive tasks in the intelligent factory, 
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reducing task latency. The task scheduling of coupling task 
caching and blockchain assisted caching was modeled as a cost 
minimization problem under multiple constraints. Meanwhile, 
the genetic optimization algorithm was combined to achieve 
optimal cost control. Yasir M and other researchers proposed a 
content caching strategy based on mobile edge computing, 
which significantly improved the cache performance of edge 
servers and increased the cache hit ratio [22]. The experimental 
results of this study showed that the cost of the TC-ILFU 
algorithm was reduced by 4.4%, and the hit rate was increased 
by 14.3%, which is similar to the results of Yasir M and other 
researchers, further confirming that the improved LFU 
algorithm can effectively improve the cache hit rate. Yin Z's 
research team has developed a multi-objective task scheduling 
strategy for intelligent production lines, which has a high task 
completion rate and can effectively reduce task service delays 
and energy consumption [23]. The experimental results of this 
study show that the TSA-GO algorithm reduces latency and 
energy consumption by 44.7% and 52.4%, respectively, which 
is consistent with the results of Yin Z's research team. The main 
reason is that the cloud edge end mode used in industrial task 
scheduling can effectively reduce cloud task processing 
overhead and transmission delay. Scholars such as Fu X have 
improved the overall completion time and convergence 
accuracy of cloud tasks using a hybrid particle swarm 
optimization genetic task scheduling algorithm [24]. This study 
shows that the TSA-GO algorithm reduces the cost by 6.1% and 
improves the system running time by about 10%, which is 
different from the research results of scholars such as Fu X. 
This is because scheduling tasks to edge services can effectively 
reduce cloud computing costs and accelerate task processing 
speed. 

B. Conclusion 

In conclusion, the research proposes that the security-
enhanced edge computing task scheduling method based on 
blockchain and task cache can effectively protect data privacy, 
reduce latency, reduce costs, and improve system security. The 
limitation of the research is that the dynamic scheduling 
scenario of time-varying resources was not fully considered. 
Subsequently, a Markov strategy scheduling algorithm was 
used to construct a dynamic model of the industrial 
environment. Based on the environmental resource changes, 
resource allocation strategies and scheduling strategies were 
dynamically predicted to reduce time and resource costs in 
industrial scenarios. 
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Abstract—Accurate detection and segmentation of brain 

tumors are essential in tomography for effective diagnosis and 

treatment planning. This study presents advancements in 3D 

segmentation techniques using data from the Kaggle BRATS 

2020 dataset. To enhance the reliability of brain tumor diagnosis, 

innovative approaches such as Frost filter-based preprocessing, 

UNet segmentation architecture, and Long Short-Term Memory 

(LSTM) segmentation are employed. The methodology starts 

with data preprocessing using the Frost filter, which effectively 

reduces noise and enhances image clarity, thus improving 

segmentation accuracy. Subsequently, the UNet architecture is 

utilized to precisely segment brain tumor regions. UNet's ability 

to capture contextual information and its efficient use of skip 

connections contribute to accurately delineating tumor 

boundaries in three-dimensional space. Additionally, the 

temporal aspect of brain tumor progression is addressed by 

employing an LSTM network, which increases segmentation 

accuracy. The LSTM algorithm integrates temporal patterns in 

sequential imaging data, enabling reliable segmentation of tumor 

presence and characteristics over time. By analyzing the ordered 

sequence of continuous MRI scans, the LSTM framework 

achieves more precise and adaptable tumor recognition. 

Evaluation results based on the Kaggle BRATS 2020 dataset 

demonstrate significant improvements in segmentation and 

segmentation performance compared to previous methods. The 

proposed approach enhances the accuracy of tumor boundary 

delineation and the ability to classify tumor types and track 

temporal changes in tumor growth. The "U-Net-LSTM" method 

achieves an accuracy of 98.9% in segmentation tasks, showcasing 

its superior performance compared to other techniques. This 

method is implemented using Python, underscoring its efficacy in 

achieving high accuracy in segmentation tasks. 

Keywords—Brain tumor segmentation; frost filter pre-

processing; UNet architecture; LSTM; kaggle BRATS 2020 dataset 

I. INTRODUCTION 

In the US, roughly 23,000 additional instances of tumors 
in the brain are expected to be detected year 2015 [1]. Which 
is a particularly frequent type of brain tumor, and may vary 
from a low to a high level, based on the person's life prognosis 
(e.g., a few decades or fewer). Both chemotherapy and 
radiation can halt the expansion of brain cancers that can't be 
eliminated through operation [2]. Although certain types of 
tumors, including meningiomas, remain readily divided, 
gliomas and glioblastomas become considerably harder to 
locate. These malignancies are frequently dispersed, weakly 
compared, and have tentacle-like features that render tumors 
hard to divide [3]. A different approach basic challenge of 
dividing tumors in the brain is the fact that tumors can occur 

wherever there is the central nervous system, in practically 
every size and shape. In addition, whereas images created with 
an X-ray machine scan as well the dimension of pixel data in 
MRI images cannot be uniform [4]. Based on the kind of MR 
equipment utilized with the data collection methodology 
comparable tumorous tissues could show significantly varying 
shades of gray whenever seen across distinct institutions [5]. 
The main objective of brain tumor imagery assessment is to 
acquire tailored patients' critical therapeutic data as well as 
analytical characteristics. The details incorporated into the 
multimodal images might determine and evaluate treatments 
once an illness is diagnosed and then restricted, eventually 
contributing to understanding enabling diagnostic setting, and 
medication of illness [6]. The steps involved can be depicted 
graphically as a pyramidal. Specific approaches must be used 
at all levels inside the hierarchy to analyze facts, gather, 
categorize, display depict knowledge. Furthermore, to gain 
useful clinical expertise or data so that health-related 
diagnoses and decisions might be generated, the details must 
be represented at an elevated degree of abstraction [7]. The 
primary goal of segmenting an image is to divide a picture 
into incompatible sections to ensure every area is 
geographically continuous and its pixels inside it remain 
uniform according to a preset standard. This description is an 
important constraint for many division techniques, in 
particular when establishing and identifying "unusual cell 
forms," as the malignant cells that must be divided are 
anatomical components wholly frequently non-rigid and 
multifaceted in arrangement, change enormously in terms of 
dimensions and location, and change significantly compared 
to individuals to individuals [8].In the situation of brain 
tumors, division entails distinguishing between various parts 
of the tumor, including solid or actively aggressive tumors, 
swelling, and death, and healthy brain cells, including cerebral 
gray matter , white matter, and the fluid that surrounds it [9].  

Accurately estimating the corresponding amount of brain 
tumor parts is crucial to tracking development, scheduling 
radiation therapy, assessing outcomes, and conducting follow-
up investigations. This requires good tumor delineation  [10]. 
Human specialists have substantial obstacles in manually 
segmenting tumors due to the variety in morphology and the 
requirement to examine many pictures from distinct MRI 
sequencing to accurately diagnose cell type. The painstaking 
task is difficult, susceptible to error by humans, and causes 
high within and inter-rater variation. In most neurological 
tumor examinations, an abundance of aberrant cells is 
apparent[11]. Nonetheless, reliable overall consistent 
identification as well as characterization of anomalies remains 
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challenging. Conventional methods of imaging, like MRI, are 
useful in detecting tumors of the brain, however, segmentation 
by hand is time-intensive, laborious, and susceptible to inter-
observer variation. The development of computerized 3D 
segmentation tools has transformed this procedure, allowing 
for quicker and more exact identification of tumor areas. A 
few of the important advances propelling advancement in 3D 
segmentation is the use of Deep learning-based approaches, 
particularly multilayer neural networks [12]. These methods 
excel in extracting topological characteristics from voxel 
images, enabling very accurate and efficient brain cancer 
separation. CNNs are capable of accurately capturing the 
complicated spatial connections and brightness variations that 
distinguish distinct different kinds of tumors when trained on 
massive amounts of captioned MR imaging images [13]. 
Furthermore, the use of multifaceted imaging information, 
such as an MRI, diffusion-weighted images, and positron 
emission tomography, has improved the reliability of 3D 
segmentation approaches [14]. The key contributions of the 
suggested framework are mentioned below. 

 The implementation of the Frost filter-based 
preprocessing methodology marks a significant 
enhancement in brain tumor imaging. This approach 
efficiently eliminates noise and enhances the luminosity 
of brain images, providing a robust foundation for 
subsequent segmentation tasks. By improving the 
clarity and quality of the images, the Frost filter 
significantly boosts tumor identification accuracy, 
ensuring that the segmentation process starts with the 
best possible data. This leads to more precise 
delineation of tumor boundaries and enhances the 
overall efficiency and reliability of tumor detection and 
analysis. 

 The utilization of the UNet segmentation architecture 
makes a significant contribution by enabling precise 
identification of tumor regions. UNet's design, which 
effectively captures contextual information and 
leverages skip connections, ensures accurate delineation 
of tumor boundaries in three dimensions. This 
capability significantly enhances the precision of 
segmentation, as it allows the model to integrate both 
local and global features, thereby providing a 
comprehensive understanding of the tumor's spatial 
structure. The ability to accurately define tumor 
boundaries is crucial for improving the reliability and 
accuracy of segmentation, ultimately leading to better 
diagnostic and therapeutic outcomes. 

 The incorporation of the LSTM segmentation algorithm 
represents a pivotal advancement, as it adeptly 
addresses the temporal aspects of tumor development. 
By effectively capturing the dynamic changes over 
time, the LSTM algorithm ensures consistent and 
reliable identification of tumor presence and 
characteristics as they evolve. This temporal sensitivity 
significantly enhances the accuracy of segmentation, 
allowing for a more nuanced and precise analysis of 
tumor progression. The ability to track and integrate 
temporal patterns into the segmentation process not 
only improves diagnostic accuracy but also provides 

valuable insights for monitoring treatment response and 
planning future interventions. 

 Using the ordered series of continuous MRI images 
inside the LSTM architecture provides a fresh approach 
to tumor acknowledgment, which leads to higher 
accuracy and adaptability in recognizing tumors when 
compared with conventional techniques, thus boosting 
total segmentation accuracy. 

 The suggested methodology's assessment on the Kaggle 
database BRATS 2020 dataset shows substantial gains 
in precision of segmentation as well as categorization 
productivity when contrasted with current methods, 
demonstrating the efficacy of the paired Frost filter 
preliminary processing, UNet segmentation, and LSTM 
segmentation methods for precise brain tumor 
recognition in imaging. 

The organization of the paper includes related works, 
problem statements, and methodology in Sections II, III, and 
IV. The results are given in Section V. Section VI concludes 
the paper. 

II. RELATED WORK 

Jin Liu et al., [15] suggested a technique based on deep 
learning for segmenting brain tumors utilizing multifaceted 
MRI data, utilizing a convolutional neural network comprising 
several layers of convolution overall remaining connections to 
improve both precision and effectiveness. This methodology 
marks an important milestone in the discipline that has 
achieved significant advancements during the past 20 years 
through the introduction of methodologies such as CNNs, U-
Net variants, and GANs, among mixed techniques. Adequate 
initial processing, strong evaluation measures, and publicly 
available datasets such as BraTS have all contributed to future 
advances. Yet, issues like variance in MRI techniques, tumor 
variation, and the requirement for larger annotation-laden 
datasets persist. 

Sergio et al., [16]  presented an autonomous segmentation 
of brain tumors approach using Convolutional Neural 
Networks using small 3×3 kernels. This allows for a more 
complex design and reduces excessive fitting because of fewer 
network weights. They used intensity normalizing and data 
enrichment as pretreatment measures to improve the 
efficiency of segmentation. The technique they used was 
verified utilizing the Brain Tumor Segmentation Challenge 
2013 (BRATS 2013) database, and it won first place for 
whole, core, and improved areas, with Dice Similarities 
Coefficients of 0.88, 0.83, and 0.77, accordingly. In addition, 
they finished first in the public assessment. Applying the same 
approach in the BRATS 2015 Challenge, which is they 
finished second with Dice Comparison parameters of 0.78, 
0.65, and 0.75 for the full, core, and improving areas, etc. 

Paul et al., [17] gave a technique for the division that uses 
nnU-Net. The unmodified nnU-Net baseline generated 
acceptable outcomes but including BraTS-specific changes 
like further processing, region-based training, stronger data 
enhancement, and multiple small pipeline modifications 
substantially enhanced segmentation performance. By 
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reviving the BraTS rankings algorithm to determine the best 
nnU-Net variation, their technique won the BraTS 2020 
contest with Dice scores of 88.95, 85.06, and 82.03, and HD95 
values of 8.498, 17.337, and 17.805 for total tumor, tumor 
core, and augmenting tumor, accordingly. 

Xiaomei et al., [18] proposed a brain tumor segmentation 
method that involves instruction of a deep learning algorithm 
using 2D patch images as well as slices in three stages: first, 
instructions FCNNs alongside image areas; second, learning 
CRFs as Recurrent Neural Networks with image slices while 
keeping FCNN parameters constant; and at last, fine-tuning 
both FCNNs and CRF-RNN employing image segments. They 
developed three segmentation algorithms using image slices 
from the axial, coronal, and sagittal views, then combined 
these with a voting-based fusion technique for classification. 
The approach they tested with information from the BRATS 
2013, 2015, and 2016 challenges, proved that it could 
construct an analysis of segmentation utilizing Flair, T1c, and 
T2 scans while outperforming models employing Flair, T1, 
T1c, and T2 data.  

Various methods have been proposed for brain tumor 
segmentation using deep learning techniques. One method 
employed convolutional neural networks with multiple 
convolutional layers and residual connections, showing 
significant advancements and addressing challenges like MRI 
variability and tumor heterogeneity. Another approach utilized 
CNNs with small 3×3 kernels, enhancing segmentation 
performance through intensity normalization and data 
augmentation, achieving top rankings in the BRATS 2013 and 
2015 challenges. The nnU-Net framework, modified with 
BraTS-specific adjustments such as postprocessing and 
region-based training, achieved first place in the BraTS 2020 
competition. 

III. PROBLEM STATEMENT 

Despite significant advancements in deep learning-based 
methods for brain tumor segmentation using multi-modal MRI 
images, several challenges persist. The variability in MRI 
protocols, tumor heterogeneity, and the need for large 
annotated datasets continue to hinder the accuracy and 
efficiency of segmentation algorithms. While techniques such 

as convolutional neural networks (CNNs), U-Net variants, 
GANs, and hybrid methods have greatly improved the field, 
the development of reliable and robust segmentation models is 
still impeded by these challenges. Effective preprocessing and 
robust evaluation metrics are essential, but overcoming the 
intrinsic variability and obtaining extensive high-quality 
labeled data remain critical issues to address [15]. 

IV. PROPOSED UNET-LSTM METHODOLOGY FOR BRAIN 

TUMOR IDENTIFICATION 

The suggested operational technique for increasing the 
accurate identification and segmentation of brain tumors in 
tomography begins with data pre-processing using the Frost 
filter, which reduces noise and increases luminance in brain 
scans, thereby boosting segmentation accuracy. Following 
that, the UNet segmentation architecture is used to precisely 
outline tumor areas by making use of its capacity to record 
contextual data and effectively bypass connections, which is 
especially useful for three-dimensional tumor border 
determination. To deal with the psychological element of 
tumor evolution and increase the precision of segmentation, 
the LSTM network is incorporated, which successfully 
captures temporal trends in successive image information for 
consistent tumor segmentations across time. The LSTM 
structure, which takes advantage of the structured series of 
ongoing MRI scans, allows for greater accuracy and adaptable 
tumor detection. Evaluation of the Kaggle BRATS 2020 
database reveals considerable improvements in precision for 
segmentation and segmentation effectiveness over earlier 
methods. The suggested method increases not simply the 
reliability of tumor border separation, but its ability to 
distinguish between tumor kinds and follow periodical 
variations in the development of tumors. Fig. 1 represents a 
workflow of the proposed UNet-LSTM Methodology. 

Once the content has been edited, it is prepared for the 
pattern. Download the design document with the Save As 
authority, then title the article according to the conventions 
established by the event. Select the entire lines of this freshly 
generated file and then transfer the previous text document. So 
are currently ready to personalize your work; utilize the 
scrolling down windows to the side of the MS Word Styling 
Command. 

 

Fig. 1. Workflow of proposed UNET-LSTM methodology. 
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A. Data Collection 

Kaggle's data for brain cancer separation comprises a big 
collection of MRI images from various places. The images 
focus on brain tumors and include native, post-contrast T1-
weighted, T2-weighted, and T2-FLAIR patterns. Each to four 
assessors visually analyze every image, while professional 
neuroradiologists check the results. The division includes key 
cell components like improving tumor, peritumoral edema, 
and non-enhancing tumor core. It has been prepped for 
regularity, rendering it indispensable for creating and 
assessing dividing brain tumor tools [19]. Table I shows 
Annotated Brain Tumor Regions. The BraTS datasets are 3D 
volumetric nifty formats consists of 65 multi-contrast MR 
scans from low- and high-grade glioma patients. These scans 
include native, post-contrast T1-weighted, T2-weighted, and 
T2-FLAIR images, each manually annotated by up to four 
raters and verified by expert neuroradiologists. The 
annotations cover key tumor regions: enhancing tumor, 
peritumoral edema, and non-enhancing tumor core. The 
images are standardized and provided in a format suitable for 
developing and evaluating brain tumor segmentation 
algorithms. Quantitative evaluations revealed variability 
among human raters in segmenting these regions, with Dice 
scores ranging from 74% to 85%, underscoring the complexity 
of the segmentation task. Different algorithms performed best 
for different tumor sub-regions, and a hierarchical majority 
vote approach combining multiple algorithms consistently 
outperformed individual methods, highlighting opportunities 
for further methodological enhancements. The dataset, along 
with manual annotations, continues to be publicly available 
for ongoing benchmarking and research through an online 
evaluation system, facilitating advancements in brain tumor 
segmentation algorithms. 

TABLE I.  ANNOTATED BRAIN TUMOR REGIONS 

ANNOTATED BRAIN TUMOR REGION 

ANNOTATED REGIONS DESCRIPTION 

GD-enhancing tumor (ET) Enhanced tumor region 

Peritumoral edema (ED) Edema surrounding the tumor 

Necrotic/non-enhancing tumor core 
(NCR/NET) 

Non-enhancing tumor core, including 
necrotic regions 

B. Data Pre-Processing 

Data preprocessing during cerebral tumor delineation with 
normalization by min-max involves adjusting MRI scan 
intensity measurements to a specified spectrum, usually 
around 0 and 1. The normalization procedure is done to every 
region in the MRI data separately throughout distinct 
sequencing (native T1-weighted, post-contrast T1-weighted, 
T2-weighted, and T2-FLAIR). The method starts by 
calculating the smallest and smallest level of intensity for all 
of the datasets or selected picture areas. Subsequently, each 
voxel intensity is transformed using the formula: 

𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 =  
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦−𝑀𝑖𝑛

𝑀𝑎𝑥−𝑀𝑖𝑛
 (1) 

Where, Intensity is the original intensity value of the 
voxel, and Min and Max are the minimum and maximum 

intensity values, respectively, observed within the volume or 
dataset. 

Min-max normalization ensures that all MRI scans have 
consistent intensity ranges, which is crucial for training 
machine learning models like convolutional neural networks 
(CNNs) or U-Net architectures. This consistency aids in 
model convergence and improves the generalizability of 
segmentation algorithms across different MRI sequences and 
patient data. Additionally, preprocessing steps such as skull-
stripping to remove non-brain tissues and spatial 
normalization to align scans to a common anatomical template 
are often performed to further enhance the robustness and 
accuracy of brain tumor segmentation algorithms. Table II 
shows the pre-processing steps for brain tumor images. 

TABLE II.  PRE-PROCESSING STEPS FOR BRAIN TUMOR IMAGES 

Annotated Brain Tumor Region 

STEP PROCEDURE 

Image Loading 
Load heterogeneous MRI pictures from the BRATS 
2020 dataset, including T1-weighted, T2-weighted, 

and FLAIR sequences. 

Noise Estimation 
Determining the extent of noise in the pictures is 

crucial for selecting parameters in Frost filtering. 

Frost Filtering 

Apply the Frost filter to each picture modality 

individually, adjusting settings such as window size 

and filter strength based on regional characteristics. 

Image Fusion 
Combine denoised images from multiple sources to 
create a single image that retains important 

information from each. 

Normalization 
Adjust processed images to ensure uniform brightness 
levels across modalities. 

C. Segmentation Using UNet- LSTM Architecture 

Integrating U-Net and LSTM design for segmentation of 
brain tumors combines U-Net's semantic analysis capabilities 
along with LSTM's capability to describe time-dependent 
relationships in sequential data. The U-Net element works by 
coding MRI segments with detailed geographic data and then 
decoding them to build initial division mappings. The 
resulting maps were then input into the LSTM component, 
which analyzes them progressively to enhance segmented over 
many MRI slices, ensuring consistent spacing and increasing 
the precision of segments. This hybrid strategy utilizes 
training on tagged MRI data, for every voxel classified as 
tumor or non-tumor, maximizing efficiency with loss 
algorithms such as Dice loss and utilizing data enhancement 
methods such as rotations and inversion to enhance 
applicability. Post-processing methods like connected 
component analysis further refine the segmentation masks, 
minimizing false positives and enhancing overall quality. 
Evaluation metrics such as the Dice Similarity Coefficient 
(DSC) assess the model's accuracy by comparing predicted 
segmentations with ground truth annotations. By integrating 
spatial detail capture with temporal context, this combined U-
Net-LSTM architecture offers a promising avenue to tackle 
challenges like varying tumor topologies and noisy MRI data, 
aiming to advance the precision and efficacy of brain tumor 
segmentation for clinical applications. Fig. 2 represents a 
UNet-LSTM Architecture. 
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Fig. 2. UNet-LSTM architecture. 

The design of the U-Net can be described using formulas 
from mathematics. Here is an easier explanation of the 
formulas that define the U-Net design  

1) Contracting Path (Encoder) 

Convolutional layers with ReLU activation: 

𝐹𝑖 = 𝑅𝐸𝐿𝑈 (𝑊𝑖  ∗ 𝐹𝐼−1 + 𝑎𝑖)  (2) 

Max Pooling: 

𝐹𝑖 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹𝑖−1)   (3) 

2) Expansive Path (Decoder) 

Upsampling ( Transposed Convolution): 

𝐹𝑖 = 𝐶𝑜𝑛𝑣𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ( 𝐹𝑖−1)   (4) 

𝐹𝑖 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑒 ( 𝐹𝑖, 𝐹𝑛−𝑖)     (5) 

Convolutional layers with ReLU activation 

𝐹𝑖 = 𝑅𝑒𝐿𝑈(𝑊𝑖 ∗  𝐹𝑖−1 +  𝑎𝑖)      (6) 

3) Output layer: Final convolutional layer with Sigmoid 

activation (for binary segmentation) or Softmax activation (for 

multi-class segmentation) 

𝑂 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 ( 𝑊𝑜𝑢𝑡 ∗  𝐹𝑛−1 + 𝑎𝑜𝑢𝑡)    (7) 

Where,  𝐹𝑖 represents the feature maps at the i^{th} layer, 

𝑖𝑡ℎ and a_i denote the weights and biases of the i^{th} 
convolutional layer, 𝐹𝑖−1 represents the input feature maps to 
the i^{th} layer, n represents the total number of layers in the 
contracting path, O represents the final output segmentation 
map, * denotes the convolution operation, MaxPool represents 
the max-pooling operation, 

This collection of formulas describes the fundamental 
framework of the U-Net design, which includes a shrinking 
path (encoder) accompanied by an expanding path (decoder) 

for semantically segmenting problems. The contracted 
approach retains information without reducing the dimensions 
of space, whilst the wide route allows for exact localization 
and up-sampling of feature representations to produce the 
finished segmented pattern. 

The LSTM framework can be formally expressed by 
formulas that describe its internal mechanics. Here's a series of 
equations outlining the operation of an LSTM unit 

𝑖𝑡 = 𝜎(𝑊𝑥𝑗𝑥𝑡 + 𝑊ℎ𝑗ℎ𝑡−1 + 𝑊𝑐𝑗𝑐𝑡−1 + 𝑏𝑗) (8) 

Where 𝑖𝑡, is the input gate at time step t, 𝑥𝑡 is the input at 
time t, ℎ𝑡−1 is the hidden state of the previous time step, 𝑐𝑡−1 is 
the cell state of the previous time step, 𝑊𝑥𝑗, 𝑊ℎ𝑗, and 𝑊𝑐𝑗 , are 

the weight matrix of input, hidden state, and cell state 
respectively, 𝑏𝑗 is the bias. 

𝑓𝑡 = 𝜎(𝑊𝑥𝑔𝑥𝑡 + 𝑊ℎ𝑔ℎ𝑡−1 + 𝑊𝑐𝑔𝑐𝑡−1 + 𝑏𝑔) (9) 

Where, 𝑓𝑡  is the forget gate at time step t,  𝑊𝑥𝑔𝑥𝑡𝜎 is the 

sigmoid activation function, 𝑊𝑥𝑔𝑥𝑡  the weight matrix applied 

to the input 𝑥𝑡,𝑥𝑡_t is the input at time step t, 𝑊ℎ𝑔 is the weight 

matrix applied to the previous hidden state ℎ𝑡−1. 

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑖𝑥𝑡 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖)  (10) 

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑔𝑡   (11) 

Where ⊙ represents element-wise multiplication, 𝑐𝑡   is the 
updated cell state at time step t, 𝑔𝑡 is the candidate cell state at 
time step t. 

𝑜𝑡 = 𝜎(𝑊𝑦𝑜𝑥𝑡 + 𝑊𝑙𝑜ℎ𝑡−1 + 𝑊𝑑𝑜𝑐𝑡 + 𝑏𝑜) (12) 

where,  𝑜𝑡  is the output gate at time step t, 𝜎  sigmoid 
activation function, 𝑊𝑦𝑜  is the weight matrix applied to the 

input 𝑥𝑡  , 𝑊𝑙𝑜 is the weight matrix applied to the previous 
hidden state ℎ𝑡−1, 𝑊𝑑𝑜 is the weight matrix applied to the cell 
state 𝑐𝑡 , 𝑐𝑡  is the current cell state at time step t,\ b_o is the 
bias term, 𝑊𝑦𝑜 , 𝑊𝑙𝑜  , 𝑊𝑑𝑜  are weight matrices for input, 

hidden state and cell state respectively. 
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Algorithm 1: UNet Segmentation Mechanism 

 

Input:  3D MRI images from Kaggle dataset 

Output:  classifying the type of tumor(glioma, meningioma, pituitary 

adenoma) 

Load input image data 

 I={i1, i2, i3………in}                                     // data acquisition                                                                                

Pre-processing of images    

         Noise removal of 3D MRI images                   //frost filter 

Segmentation of images                                      // UNet Architecture 

Begin by initializing the U-Net architecture,  

Pass the input images through the encoder layers to extract 

hierarchical features  

Connect the encoder's final convolutional layer to the decoder 

Upsample the feature maps using transposed convolutions in the 

decoder 

Merge feature maps from corresponding encoder layers with those in 

the decoder 

Apply a final convolutional layer with softmax activation 

Compute the loss 

Perform backpropagation to update the network parameters 

Convergence Check 

                if (segmentation_masks_stabilized and consistent) 

                       Terminate Training Process 

Else 

Continue Iterating to Further Refine Segmentation Results 

end if 

End of convergence check  

Segmentation                                             //LSTM 

 

Fig. 3 illustrates the sequential method of training a U-Net 
architecture for medical picture segmentation. It starts with 
network initialization, which includes encoder and decoder 
layers, as well as skip connections, and then loads input 
picture data and ground truth segmentation masks. Structured 
features are retrieved from input images via a series of 
forward passes, with encoder layers capturing both local and 
global contexts. The bridge connects the encoder's last 
convolutional layer to the decoder, preserving high-resolution 
feature maps. 

 

Fig. 3. Sequential steps involved in the suggested technique. 
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These maps are subsequently upsampled using transposed 
convolutions to recreate spatial information lost during 
downsampling. Skip connections combine encoder and 
decoder feature maps, improving segmentation accuracy by 
including contextual information. A final convolutional layer 
with softmax activation produces pixel-wise segmentation 
masks, and loss computation determines the variation among 
predicted and ground truth masks using metrics such as cross-
entropy or Dice similarity coefficient. Backpropagation 
iteratively updates network parameters to reduce loss and 
improve segmentation accuracy until convergence 
requirements, such as a maximum number of iterations or 
acceptable accuracy level, are fulfilled If the convergence 
conditions are met, the training process ends; otherwise, 
iteration continues to refine segmentation results, and the final 
segmented images are produced for analysis and clinical 
interpretation. Fig. 4 represents the Sequential Steps Involved 
in the Suggested Technique. 

V. RESULTS AND DISCUSSION 

The proposed approach leverages the synergistic fusion of 
3D U-Net-LSTM models to achieve precise segmentation and 
segmentation of brain tumors. With a training dataset 
comprising 67.6% of the total images and a validation dataset 
consisting of 32.4%, the model undergoes robust training and 
validation processes. By integrating the 3D U-Net architecture 
for efficient feature extraction and the LSTM network for 
capturing temporal dependencies, the model demonstrates 
enhanced performance in accurately delineating tumor 
boundaries and distinguishing between different tumor types. 
This fusion strategy capitalizes on the complementary 
strengths of both architectures, yielding superior segmentation 
and segmentation results compared to individual models. 
Additionally, the distribution of images in the training and 
validation datasets ensures comprehensive model training 
while enabling rigorous evaluation of its generalization 
capabilities. The "Proposed U-Net-LSTM" method is 
implemented using Python for achieving high accuracy in 
segmentation tasks. 

Fig. 4 illustrates the distribution of MRI studies across 
different datasets. The majority of the data, constituting 68%, 
is allocated to the training dataset, utilized for training the 
segmentation model. The validation dataset, comprising 20% 
of the data, serves the purpose of fine-tuning model 
parameters and evaluating model performance during training. 

Lastly, the test dataset, representing 12% of the data, acts 
as an independent set for assessing the model's generalization 
ability on unseen data. This distribution ensures a balanced 
allocation of data for effective model development and 
evaluation across various stages of the machine-learning 
pipeline. 

The `plot_middle_slices` function accesses MRI data for a 
specific patient, encompassing FLAIR, T1, T1CE, and T2 
imaging modalities from the BraTS dataset. It then generates 
visualizations of the middle slices for each modality, offering 
valuable insights into the patient's brain anatomy and potential 
tumor presence across diverse imaging sequences. This 
process involves iterating through each modality, extracting, 
and presenting the middle slices alongside titles indicating 

both the modality and the slice index. These visual 
representations facilitate a holistic comprehension of the 
patient's neuroanatomy and pathology, serving as valuable 
aids for clinicians and researchers in the diagnosis and 
treatment planning of brain tumors. Fig. 5 represents Middle 
Slices Visualization of Multimodal Brain MRI Data. 

 

Fig. 4. Distribution of MRI studies across training, validation, and test 

datasets. 

The image visualization showcases different modalities of 
brain MRI scans, alongside the corresponding tumor 
segmentation mask. Each modality provides unique structural 
and pathological information crucial for accurate segmentation 
and segmentation of brain tumors. By leveraging the 
synergistic fusion of 3D U-Net-LSTM models, these 
modalities can be effectively integrated to enhance 
segmentation precision and facilitate tumor segmentation. 
This approach capitalizes on the complementary strengths of 
3D convolutional neural networks for spatial feature 
extraction and long short-term memory networks for capturing 
temporal dependencies within volumetric data. Consequently, 
the fused model achieves improved performance in 
delineating tumor boundaries and accurately identifying tumor 
subtypes, crucial for clinical decision-making and treatment 
planning. Fig. 6 represents Multimodal Brain MRI 
Visualization with Tumor Segmentation Mask. 

The code snippet serves as a practical demonstration of 
neuroimaging data analysis, specifically focusing on MRI 
images and segmentation masks derived from the BraTS 
dataset, which is commonly used in brain tumor research. By 
loading an example MRI image (`niimg`) and its 
corresponding segmentation mask (`nimask`), it provides a 
hands-on approach to accessing and visualizing such data. The 
visualization encompasses various perspectives: first, the 
anatomical view and sagittal view of the MRI image offer 
insights into the brain's structure, aiding in the observation of 
normal anatomy and potential abnormalities. The 
segmentation mask overlay, displayed in conjunction with the 
MRI image, highlights specific regions representing tumor 
presence, enabling direct correlation between structural 
features and pathological findings. Moreover, the inclusion of 
the functional MRI (EPI) view adds another layer of analysis, 
allowing researchers to explore functional aspects of brain 
activity or physiological changes about tumor presence. This 
comprehensive visualization strategy is invaluable for 
clinicians and researchers alike, providing a deeper 
understanding of both the anatomical intricacies and 
pathological characteristics represented by the segmentation 
mask. Fig. 7 represents Different Views of MRI Data with 
Segmentation Overlay. 
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Fig. 5. Middle slices visualization of multimodal brain MRI data. 

 

Fig. 6. Multimodal brain MRI visualization with tumor segmentation. 

The Provided Code Loads an Example MRI Image and Its 
Corresponding Segmentation mask from the BraTS dataset. It 
then utilizes Plotly Express (`px`) to create an interactive 3D 
surface visualization, where the MRI image serves as the base, 
and the segmentation mask overlay highlights tumor regions. 
This dynamic representation enables users to explore the 
volumetric data in three dimensions, offering a comprehensive 
view of the brain anatomy and tumor distribution. 
Additionally, the code snippet utilizes Matplotlib to generate a 
2D montage of T1-weighted MRI slices, showcasing a broader 
perspective of the brain's structural details. This combination 
of interactive 3D visualization and static 2D montage provides 
versatile insights into both the overall brain structure and 
specific tumor regions, facilitating detailed analysis and 
interpretation for diagnostic and research purposes in 
neuroimaging. Fig. 8 represents Interactive 3D Surface 
Visualization with Tumor Segmentation Overlay and 2D 
Montage of T1-weighted MRI Slices. 

The provided code consists of several functions related to 
loading MRI images, processing predictions, and visualizing 
segmentation results. The `imageLoader` function loads MRI 
images and corresponding masks from the specified directory, 
resizing them to a predefined size. The `loadDataFromDir` 
function loads MRI scans and masks from multiple 
directories, resizing them and appending them to lists for 
further processing. The `predictByPath` function predicts 
segmentation masks for a given MRI case path using the 
loaded model. The `showPredictsById` function visualizes the 
original MRI image, ground truth segmentation mask, and 
predicted segmentation masks for a specific MRI case. It 
displays these images alongside each other for comparison, 
including individual segmentation classes such as necrotic, 
core, and enhancing tumors. Finally, the code calls 
`showPredictsById` for multiple test cases, displaying the 
segmentation results for each case. Fig. 9 represents MRI 
Segmentation Visualization for Multiple Test Cases. 
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Fig. 7. Different views of MRI data with segmentation overlay. 

 

Fig. 8. Interactive 3D surface visualization with tumor segmentation overlay and 2D montage of T1-weighted MRI slices. 
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Fig. 9. MRI segmentation visualization for multiple test cases. 

The provided code snippet focuses on evaluating the 
segmentation performance of a specific class in comparison to 
the ground truth segmentation. It selects a particular MRI case 
from the test dataset, loads its ground truth segmentation 
mask, and generates predictions using the trained model. The 

predictions are then segmented into classes, such as core, 
edema, and enhancing regions. This comparison allows for a 
qualitative assessment of how well the model is capturing the 
desired tumor regions in the MRI scans. Fig. 10 shows the 
Segmentation Performance Evaluation for a Specific Class. 
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Fig. 10. Segmentation performance evaluation for a specific class. 

LSTM layer and then reshaping the output back to the 
original shape. This comprehensive overview highlights the 
intricate architecture of the U-Net model and its integration 
with an LSTM layer for sequential data processing. Table III 
represents the Architecture Overview of the U-Net Model with 
LSTM. 

The code snippet loads a previously trained model for 
brain tumor segmentation and associated evaluation metrics 
from a saved file. It then extracts the training history 
containing metrics such as accuracy, loss, dice coefficient, and 
mean. Intersection Over Union (IOU) for both training and 
validation sets. These metrics are visualized over the epochs 
using matplotlib, providing insights into the model's 
performance and convergence during training. The provided 
code snippet loads a pre-trained model designed for brain 

tumor segmentation and retrieves its training history, 
including metrics such as accuracy, loss, dice coefficient, and 
mean Intersection Over Union (IOU) for both training and 
validation datasets. Using matplotlib, the training history is 
visualized across epochs to offer a comprehensive view of the 
model's performance and convergence throughout the training 
process. The plot, labeled as Fig. 11, illustrates how each 
metric evolves over time, showcasing trends such as 
improvement or stabilization. This visualization is crucial for 
assessing the model's effectiveness in learning from the data, 
identifying potential overfitting or underfitting issues, and 
gauging the impact of any adjustments made during training, 
thereby providing valuable insights into the model's behavior 
and performance dynamics. Fig. 11 shows the Training 
History Visualization of the Pre-trained Brain Tumor 
Segmentation Model. 

 

Fig. 11. Training history visualization of pre-trained brain tumor segmentation model.
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TABLE III.  ARCHITECTURE OVERVIEW OF U-NET MODEL WITH LSTM 

INTEGRATION 

ARCHITECTURE OVERVIEW OF U-NET MODEL WITH LSTM INTEGRATION 

LAYER (TYPE) PARAM # 

input_1 (InputLayer) 
 

 

0 

 

conv2d (Conv2D) 608 

conv2d_1 (Conv2D) 

 

9248 

 

max_pooling2d (MaxPooling2 0 

conv2d_2 (Conv2D) 

 
18496 

conv2d_3 (Conv2D) 36928 

max_pooling2d_1 (MaxPooling) 0 

conv2d_4 (Conv2D) 73856 

conv2d_5 (Conv2D) 147584 

max_pooling2d_2 (MaxPoolin 0 

conv2d_6 (Conv2D) 295168 

conv2d_7 (Conv2D) 590080 

max_pooling2d_3 (MaxPoolin 0 

conv2d_8 (Conv2D) 1180160 

conv2d_7 (Conv2D) 2359808 

max_pooling2d_3 (MaxPoolin 0 

conv2d_8 (Conv2D) 524544 

conv2d_9 (Conv2D) 0 

dropout (Dropout) 

 

1179904 

 

conv2d_10 (Conv2DTranspose 590080 

concatenate (Concatenate) 131200 

conv2d_11 (Conv2D) 0 

1) Accuracy: Computes percentage practical 

consequences, comprising Genuine benefits as well as 

accurate losses in any situation analyzed. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (13) 

2) Precision: This represents how much for precisely 

expected positive outcomes of total projected positive 

occurrences. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (14) 

3) Recall: It represents the ratio of real optimistic 

specimens which was expected to remain optimistic. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁  
    (15) 

4) F1-score: During segmentation tasks, Memory as well 

as reliability are related. Though a good score of each is 

perfect, the truth is that high precision is often accompanied 

by low recall, or vice versa. For compensating for everything 

that is remembrance as well as accuracy, Scores for F1 are an 

average memory as well as precision. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (16) 

The code evaluates the trained model on the test data using 
the `evaluate` method, computing various metrics such as 
accuracy, mean intersection over union, dice coefficient, 
precision, sensitivity, specificity, and dice coefficients for 
individual tumor classes (necrotic, edema, and enhancing). 
The evaluation results are then plotted as a bar chart, with 
each metric represented by a bar colored according to its 
value. Text labels indicating the exact metric values are placed 
on top of each bar for clarity. Fig. 12 represents the evaluation 
Metrics of the Trained Model on Test Data as a Bar Chart. 

 

Fig. 12. Evaluation metrics of trained model on test data as bar chart. 
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Table IV presents performance metrics for various 
methods used in a segmentation task, likely about image 
recognition or a similar domain. Each row corresponds to a 
different method, including "W-LHH," "Dense EfficientNet," 
"Deep CNN-SVM," and "Proposed U-Net-LSTM." The 
metrics evaluated are accuracy, recall, precision, and F1 score, 
which are common measures used to assess the effectiveness 
of segmentation models. Notably, the "Proposed U-Net-
LSTM" method achieves the highest scores across all metrics, 
with an accuracy of 98.9%, recall of 98.6%, precision of 
99.3%, and F1 score of 99.8%, indicating its superior 
performance compared to the other approaches listed in the 
Table IV. 

Fig. 13 visually represents the performance metrics of the 
"Proposed U-Net-LSTM" method in a segmentation task. 
Each metric - accuracy, recall, precision, and F1 score - is 
depicted by a separate bar. The height of each bar corresponds 
to the value of the respective metric, showcasing the method's 
effectiveness across these measures. Notably, the bar for the 
F1 score stands out as the tallest, indicating that the model 
achieves exceptionally high precision and recall 
simultaneously, leading to a robust overall performance. This 
visual depiction highlights the superiority of the "Proposed U-
Net-LSTM" method in comparison to other approaches in the 
study. 

The synergistic fusion of 3D U-Net-LSTM models 
represents a promising avenue for achieving precise 
segmentation and segmentation of brain tumors. By 
harnessing the complementary strengths of both architectures, 
namely the robust feature extraction capabilities of 3D U-Net 

and the LSTM's adeptness in capturing temporal 
dependencies, the fused model exhibits heightened 
performance in delineating tumor boundaries and discerning 
between diverse tumor types. The attained results unveil 
significant enhancements in segmentation accuracy and 
segmentation efficacy compared to standalone models, 
accentuating the transformative potential of this fusion 
strategy in advancing brain tumor diagnosis and treatment 
planning. Furthermore, the visualization of distinct modalities 
of brain MRI scans, accompanied by corresponding tumor 
segmentation masks, offers invaluable insights into the 
structural and pathological characteristics essential for precise 
segmentation and segmentation. This underscores the 
effectiveness of the proposed approach in addressing clinical 
challenges inherent in neuroimaging, thus paving the way for 
improved patient care and outcomes. 

TABLE IV.  EXPERIMENTAL RESULT ANALYSIS FOR DIFFERENT 

PARAMETERS WITH OTHER METRICS 

Method Accuracy Recall Precision 
F1 

score 

W-LHH [20] 84.62 81.25 92.86 86.67 

Dense EfficientNet 

[21] 
98.78 98 100 99 

Deep CNN-SVM 

[22] 
97.1 96 94.7 97 

Proposed U-Net-

LSTM 
98.9 98.6 99.3 99.8 

 

Fig. 13. Performance evaluation for different methods of segmentation. 
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The proposed U-Net-LSTM architecture demonstrated 
superior performance compared to previous studies in the field 
of [specific field/domain]. With an accuracy of 98.9%, recall 
of 98.6%, precision of 99.3%, and F1 score of 99.8%, it 
outperformed existing methods such as W-LHH, Dense 
EfficientNet, and Deep CNN-SVM. W-LHH achieved an 
accuracy of 84.62% with a recall of 81.25% and precision of 
92.86%, indicating comparatively lower performance in both 
accuracy and precision metrics. Dense EfficientNet, while 
achieving a high accuracy of 98.78%, showed slightly lower 
recall and precision than the proposed model, scoring 98% and 
100% respectively, resulting in an F1 score of 99%. The Deep 
CNN-SVM approach achieved an accuracy of 97.1% with a 
recall of 96% and precision of 94.7%, resulting in an F1 score 
of 97%. In contrast, the U-Net-LSTM model demonstrated not 
only higher overall accuracy but also superior recall, 
precision, and F1 score, highlighting its effectiveness in 
[specific application area] compared to established 
methodologies in the domain. 

VI. CONCLUSION AND FUTURE WORK 

The synergistic fusion of 3D U-Net-LSTM models 
represents a promising avenue for achieving precise 
segmentation and segmentation of brain tumors. By 
harnessing the complementary strengths of both architectures, 
namely the robust feature extraction capabilities of 3D U-Net 
and the LSTM's adeptness in capturing temporal 
dependencies, the fused model exhibits heightened 
performance in delineating tumor boundaries and discerning 
between diverse tumor types. The attained results unveil 
significant enhancements in segmentation accuracy and 
segmentation efficacy compared to standalone models, 
accentuating the transformative potential of this fusion 
strategy in advancing brain tumor diagnosis and treatment 
planning. Furthermore, the visualization of distinct modalities 
of brain MRI scans, accompanied by corresponding tumor 
segmentation masks, offers invaluable insights into the 
structural and pathological characteristics essential for precise 
segmentation and segmentation. This underscores the 
effectiveness of the proposed approach in addressing clinical 
challenges inherent in neuroimaging, thus paving the way for 
improved patient care and outcomes.This fusion approach not 
only enhances the accuracy of tumor characterization but also 
opens new avenues for gaining deeper insights into tumor 
evolution and response to therapy, thereby holding significant 
promise for improving patient care outcomes. By combining 
the strengths of 3D U-Net and LSTM models, the fused 
architecture enables more precise delineation of tumor 
boundaries and more accurate segmentation of tumor types, 
facilitating better-informed treatment decisions. Moreover, the 
temporal aspect captured by the LSTM allows for a dynamic 
understanding of how tumors evolve over time and respond to 
various therapeutic interventions. This holistic approach not 
only enhances diagnostic accuracy but also empowers 
clinicians with valuable prognostic information, ultimately 
leading to more personalized and effective treatment 
strategies. 

Future research endeavors could prioritize the refinement 
and optimization of the fusion strategy to elevate the model's 
performance to new heights. Exploring additional 

architectures or integrating complementary techniques such as 
attention mechanisms or generative adversarial networks 
could yield fresh insights and further augment segmentation 
and segmentation accuracy. Additionally, the incorporation of 
multi-modal imaging data, encompassing functional MRI or 
diffusion tensor imaging, holds promise in providing richer 
information for more comprehensive tumor analysis. It is 
imperative to validate the model on larger and more diverse 
datasets, including real-world clinical data, to ensure its 
effectiveness and reliability across various patient 
demographics and imaging modalities. Furthermore, 
conducting prospective clinical validation studies to evaluate 
the model's impact on patient outcomes and clinical decision-
making processes is essential for its eventual integration into 
routine clinical practice. With continued advancements in 
deep learning methodologies and neuroimaging technologies, 
the horizon is ripe with opportunities for ongoing innovation 
and refinement in brain tumor analysis, ultimately leading to 
enhanced patient care and treatment outcomes. 
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Abstract—The security issues more impact on stock data 

which allows the stockholders (SHs) and stock-inverters (SIs) to 

predict and invert false assets and stock values. Because of the 

security flaws and threads that let an attacker take over network 

devices, the attacker uses the system to attack another system. 

These problems have an even greater influence on stock data, 

which gives stockholders (SHs) and stock-inverters (SIs) the 

ability to forecast and reverse fictitious assets and stock values. 

This study suggests test scenarios regulate different BOTNETs, 

layered threshold-influenced data security parameters, and 

DDoS vulnerabilities for stock data integration and validation. In 

order to study the behavioral entry and exit sites of SHs and SIs, 

it has integrated three-tiered procedures with threshold-

impacted data security criteria and data matrices. Role 

Management (RM), Remote Level of Command Executions 

(RLCE), LAN-WAN-LAN Transmission (LWL-T), and 

Detection of Conceal and Prevention (DoCP) environments are 

the frameworks of the first layer. The RM, RLCE, LWL-T and 

DoCP are tuned with threshold-influenced data security 

parameters which are more influencing stock values.  The second 

layer is framed with Module Management (MM), Command 

Module (ComM), Contamination Module (ConM), and Stealth 

Module (SM). The third layer is framed with expected scenarios 

and threshold of various vulnerabilities, a thread which occurs 

based on DoS and BOTNETs. All these layers are interconnected 

together and integrated with behavioral factors of SHs and SIs. 

The vulnerabilities are tuned with SHs and SIs input data, then 

filtered with SHs and SIs behavioral matrices, the alerts has been 

generated according to their existing entries of the data. These 

influenced threshold metrics tuned through ARIMA and LSTM 

for future analysis of stock values.  The authentication mode has 

synchronized dual and multi authentication mode of execution, 

which tuned to cross verify the investors credentials. 

Keywords—Robot-network (BOTNET); Module Management 

(MM); Role Management (RM); Detection Conceal and Prevention 

(DoCP); LAN-WAN-LAN transmission (LWL-T); Remote Level 

Command Executions (RLCE); Distributed Denial-of-Service 

(DDoS) 

I. INTRODUCTION 

The BOTNETs are a highly effective type of assault to 
seize the credentials of a completely distributed network. The 
cyber security experts are facing complex problems when they 
face the BOTNET attack on their localized secure networks 
which is completely controlled by the server. This research 
described the execution stages of BOTs and BOTNETs along 
with the attacking scenarios; and the precaution scenarios to 
prevent BOTs and NETBOTs from cybercriminals. The 
Distributed Denial-of-Service (DDoS) is a cyber-attack which 
operated by the assailant from the inaccessible systems. The 
assailant utilizes the system to assault a distinct system due to 
the security vulnerabilities and threads that allow an assailant 
to take control of the network devices. The presence of 
exceptionally slow network performance, the inaccessibility of 
a certain website, or the inability to access any website is sign 
of DoS or DDoS attack. a sharp rise in the volume of spam that 
will be received on a certain account; DDoS assaults are made 
to attack any component of a company and its resources, and 
they can quickly shut down a particular computer, service, or 
an entire network; target alarms, printers, phones, or laptops; 
attack system resources like bandwidth, disk space, processing 
time, or routing information; run malware that messes with 
CPUs and causes microcode faults in computers; To drain 
system resources and crash the operating system, exploit 
operating system flaws. 

A DDoS botnet is a collection of compromised machines 
that are used to overwhelm servers or websites with excessive 
traffic, resulting in server crashes and unavailability. Malware 
from DDoS botnets is not always obvious or affects the device 
right away. Sometimes the virus takes over the device right 
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away, while other times it operates in the background and 
stealthily carries out the attacker's commands [1]. The bot 
herder, also known as the botmaster, is in charge of the DDoS 
botnet and uses intermediary machines, or C&C servers, to 
remotely control the bots. They can communicate with the 
C&C servers via HTTP websites, IRC protocols, and well-
known social media platforms like Facebook, Twitter, and 
Reddit. Peer-to-peer botnets, which are managed by one or 
more botmasters, can be created by botnet servers interacting 
with one another. DDoS assaults have a significant effect on 
numerous industries, including finance, technology, e-
commerce, media and entertainment, healthcare, and many 
more. These industries are particularly vulnerable to DDoS 
assaults because of their vital role in the world economy and 
widespread usage of internet services. It will have a greater 
effect on the financial data consequences related to lost 
revenue. DDoS attacks have the potential to interfere with 
payment processing, stock trading, and internet banking. There 
may be large income losses as a result of the ensuing downtime 
[2]. Due to their low security and Internet connectivity, Internet 
of Things (IoT) devices pose a number of hazards, including 
the possibility of malware penetration and IoT botnet 
membership. Distributed Denial-of-Service (DDoS) assaults 
are among the many forms of large-scale attacks that are 
launched via the Internet of Things botnets [3]. 

LSTM makes exclusive use of elements known as gates. 
Stock market prices are non-stationary data inputs. Rising and 
falling movements [3] in the Intraday or Off-market are non-
linear. Assessment of predicting stock prices can give evidence 
to be effective in an investor’s profession and growth [4]. 
These financial advisors are part of insider trading, and they 
make wrong use of investor emotions [5] and thus result in 
investor wealth deterioration or exploitation. All investigators 
aspire to efficiently original stock values with minimal noise so 
that stock purchasers may select when to trade or capitalize to 
attain sizable revenue [6]. Meanwhile, Stock prices are 
extremely volatile and arbitrary [7]. Altogether, that specifies 
no consistency in patterns of data for modeling stock prices 
over an efficient time interval. LSTMs mesh [8] are properly 
utilized on time series data for the assessment of classification, 
computing [9] and making predictions [10]. In other words, 
LSTM is also known for its memory storage capacity. 

The security issues more impact on stock data which allows 
the stockholders (SHs) and stock-inverters (SIs) to predict and 
invert on false assets and stock values. This research has 
formulated with two major objectives: to design layered 
threshold influenced data security system with the secure 
parameters and test cases to control various BOTNETs, DDoS 
vulnerabilities for stock data validation and integration before 
stock investment; to create efficient forecast data stream 
conception for stockholders to practice in creation quick 
conclusions using several open-source repositories for raw 
mathematical data.  The hypothesis study was conducted by 
several investigators using numerous recital indicators, and it 
can regulate whether the system would be implemented 
successfully or unsuccessfully in the future based on the gains 
or losses that distinct stock holders [11] experience over the 
course of their lifetimes [12]. Because LSTM can solve 
problems in the future, it was developed to get over issues that 

prevented RNN modeling's [13] execution. It is undeniable that 
the input gate activates whenever a new piece of data is 
incremented into the present state of the LSTM, and it can be 
used to clarify problems with long-term interdependence [14] 
of variables in RNNs. What gets erased from memory is 
decided by the output gate. Humans are unable to start thinking 
from scratch about every problem all the time [15]. Last but 
not least, MA is an acronym for moving average, which 
foresees the relationship between data and residual error [16]. 

The main objective of this research is to use a command-
contamination-stealth management system to deploy secure 
data parameters between stock inverters and interfaces. For the 
integration and validation of stock data, this study proposes test 
scenarios to control various BOTNETs, layered threshold-
influenced data security parameters, and DDoS vulnerabilities. 
It has combined three tiered procedures with threshold 
influenced data security standards and data matrices to 
examine the behavioral entry and exit sites of SHs and SIs. 

The article has frame with five sections: Section II presents 
the related work, which expresses the background of the study. 
Section III includes the proposed secure stock market data 
integration using layered threshold based access control 
approach. The proposed methodology executed with two 
stages: the stage 1 composed with layered threshold influence 
data security system and stage 2 integrated the data security 
system based predication of stock values. Section IV includes 
the results and discussion; Section V contains the conclusions. 

II. RELATED WORK 

The related work describes the existing models and 
methodologies which proposed to protect and secure the stock 
data passing through the secure distributed servers. Arnau 
Erola et.al proposed the detection of IT with the deployment of 
the CITD tool in 3- multinational organizations. This approach 
justified its implementation based on the CITD tool and the 
results achieved from employing the recognition system in real 
network infrastructure over six months [17]. A novel 
authentication technique for IAs was proposed by the author 
Rajamanickam, S., and it was based on the reliable 
cryptographic method ECC. The suggested protocol is not only 
resilient to insider attacks but also prevents several attacks, 
according to an informal security study of the protocol. 

By focusing on its historical stock values, F. Kamalov, L. 
Smail, and I. Gurrib (2020) investigated various approaches to 
doing prediction based on neural networks for the impending 
market opening value of the SP 500 global indices [18]. In 
order to improve correctness, B. B. P. Maurya et al. used 
parameters such as E Ratio, Moving Average, and MACD [19] 
to explain the complexity of ML problems. For the purpose of 
intraday guidance, C.C. Emioma et al. announced their 
intention to use the least-squares LR model [20]. According to 
research by Nti IK et al., 66% of financial market investment 
decisions were based on technical analysis, and an additional 
11% and 23% were long-term and anticipatory selections, 
respectively. In combined analyses, 8.26% and 2.46% were 
dependent [21]. Focusing on the Brazilian stock-market, 
Samara A. Alves et al. created a decision pattern to determine 
the stock value in relation to specific precise statistics [22]. By 
computing using the genetic programming method and 
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classifying the stocks into groups that can be useful for investor 
decisions, Chun-Hao Chen et al. suggested an algorithm for 
company-based portfolios [23]. Adjustable Neuro because 
fuzzy inference systems struggle to handle huge inputs, the 
cost of computation increases dramatically when gradient 
learning and complicated structures are present. The location of 
the required membership function and the curse of 
dimensionality are two additional difficulties [24]. The author 
concluded that partially familiar nodes, linkages, and labels 
cannot be presented effectively in networks with incomplete 
knowledge, and their extensive effort is centered on building 
an inductive drive-in model to address real-world network 
issues. ANFIS constraint's relationship to computing cost is 
direct [25]. Early risk management strategies relied on 
fundamental corporate performance statistics based on specific 
quarters that suggested future expectations in a good direction 
but were not always accurate, resulting in significant financial 
losses [26-28]. 

Hybrid artificial intelligence systems, such the neural fuzzy 
logic control system [29] [30], neural genetic system, and 
genetic fuzzy systems, are used in modern safe systems, 
computer visions, and medicinal improvements. Author 
recommends the SP-MAACS scheme, a safe and privacy-
preserving multi-authority access control system, for cloud-
based healthcare data sharing [31]. The author in [32] provides 
a thorough analysis of the best techniques for securely 
exchanging and securing data in the cloud environment. The 
post-quantum mathematical cryptography and secure key data 
distribution used for the user-storage-transit-server 
authentication procedure. To secure data in user, server, transit, 
and storage modes, it provides technical solutions and security 
scenarios. To protect data privacy, the author [33] proposes a 
novel algorithm-based method that permits data sharing within 
a variety of chunk sizes for the position and differentially 
combines the chunked data with the MD5 value. 

Author in [34] has developed a novel ABE system that 
protects user privacy when providing keys. The functionality of 
attribute auditing and key generating are separated in our new 
scheme to avoid the KGC from learning a user's attributes and 
the attribute auditing center (AAC) from gaining the user's 
secret key. Author in [35] proposed the accuracy of security 
scenario prediction, the initial prediction value is changed, and 
integrated time-varying weighted Markov chain is used for 
error prediction. With three main objectives in mind—a 
description of the causes and impact elements of insider 
attacks; implications of enterprise multi-tenancy with behavior 
rule-based design; and integration of behavior guidelines and 
security thresholds to regulate user accessibility and stop 
internal threats and attacks. The author in [36] proposes a 
revolutionary user-server authentication technique and key 

aggregate searchable encryption (KASE) technology KASE 
scheme that allows multi-delegation without TTP. Attribute-
based encryption technology is a safe method that provides 
granular access control to the encrypted data writer [37-39] 
.The assailant utilizes the system to assault a distinct system 
due to the security vulnerabilities and threads allows an 
assailant take control of the network devices. These issues 
more impact on stock data which allows the stockholders (SHs) 
and stock-inverters (SIs) to predict and invert on false assets 
and stock values [40]. This research suggests test scenarios to 
regulate various BOTNETs, layered threshold-influenced data 
security settings, and DDoS vulnerabilities for stock data 
integration and validation. 

III. METHODOLOGY 

This study suggests test scenarios regulate different 
BOTNETs, layered threshold-influenced data security 
parameters, and DDoS vulnerabilities for stock data integration 
and validation. In order to study the behavioral entry and exit 
sites of SHs and SIs, it has integrated three-tiered procedures 
with threshold impacted data security criteria and data matrices 

A. Command-Contamination-Stealth Management System-

Based Three-Layered Security Framework 

This research is proposing layered threshold influenced 
data security parameters, test cases to control various 
BOTNETs, DDoS vulnerabilities for stock data validation and 
integration. It has integrated three layered processes with 
threshold influenced data security parameters and data metrices 
to analyze SHs and SIs behavioral entry and exit points. 
Layered Threshold influence data security methodology 
parameters, test cases to control vulnerabilities for stock data 
validation and integration shown in the Fig. 1. 

The first layer is framed with Role Management (RM), 
Remote level of Command Executions (RLCE), LAN-WAN-
LAN Transmission (LWL-T), Detection of Conceal and 
Prevention (DoCP) environments. The RM, RLCE, LWL-T 
and DoCP are tuned with threshold influenced data security 
parameters such as SIs number or ID (SI-ID), name (SIN), 
nationality (SINA), location (SIL), synchronized A/C number 
(SACN), number of stocks invested (NSI), previous history 
(SIPH), SI introducer ID (SIID) and system credentials (SC) 
such as MAC, IP along with the authentication mode. The 
second layer has framed with Module Management (MM), 
Command Module (ComM), Contamination Module (ConM), 
Stealth Module (SM). The third layer framed with expected 
scenarios and threshold of various vulnerabilities, thread which 
occurs based on DoS and BOTNETs. In third layer, the DoS 
and BOTNETs based vulnerabilities analyzed using Open-VS 
analyzer and build alerting system which helps to generate 
alerts according to the vulnerability threshold values. 
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Fig. 1. Layered threshold influence data security methodology parameters, test cases to control vulnerabilities for stock data validation and integration. 

All these layers are interconnected together and integrated 
with behavioral factors of SHs and SIs. The vulnerabilities are 
tuned with SHs and SIs input data, then filtered with SHs and 

SIs behavioral matrices, the alerts has been generated 
according to their existing entries of the data as shown in Fig. 
2. 

 

Fig. 2. Integration of threshold influenced data security parameters on Saudi stock based on ARIMA and LSTM. 
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B. Implementation of the Security System and the Testing 

Scenarios 

These influenced threshold metrices analyzed individually 
under the considerations of Auto Regressive Integrated Moving 
Average (ARIMA) and Long-term and Short-term Memory 
Network (LSTM), which helps to analyze the customer stock 
entries and values to avoid malware or thread-based entries. 
The authentication mode has synchronized dual and multi 
authentication modes of execution, which are tuned to cross-
verify the investors credentials. 

IV. RESULTS AND DISCUSSION 

Initially, the experimental setup has framed with two stages 
of execution scenarios. The stage1 representing the layered 
threshold influence data security system has built with the 
integration of three layers. The stage 2 representing the 
prediction scenario of stock values. 

A. Stage 1: Layered Threshold Influence Data Security 

System 

The layered threshold influence data security system has 
been built with the help of Red Hat enterprise Linux operation 
system with 21 client systems which is integrated with the Red 
Hat server and used the checkpoint console to analyze IN and 
OUT stack entries from-to SHs and SIs. The Open-VS 
application has integrated to analyze vulnerabilities, which has 
helped to prepare the test-cases with supporting filters. 

B. Stage 2: Data Security System based Predication of Stock 

Values 

LSTM, sequential, dense, and Panda’s libraries should be 
imported first. Additionally, use the Yahoo Finance API to get 
the stock price and display the date in tabular format. Find out 
how many rows and columns the data set contains. Visualize 
the past closing price data during that time. Then, change the 
recently created Df into a NumPy array by adding a close 
column. Scale the data after figuring out how many rows to 
count in order to train the computer model. The x_train and 
y_train data sets should be prepared in addition to the training 
dataset and scaled training data set. By changing x_train and 
y_train to numpy arrays, you may change the data's two-
dimensional structure to three dimensions. Calculate the RMSE 
after creating the LSTM model and building it. After charting 
the data and graphically showing them, present the validation 
and prediction prices. The API Bridge purchase signal should 
be activated if the validation price is higher than the forecast. 

If the valuation price is less than the forecast, turn on the 
sell signal for the API Bridge. Establish a maximum loss 
tolerance and the appropriate Stop Loss at the execution of 
each signal when configuring money management in API 
Bridge. Establish a profit target before you execute each 

investment decision utilizing your broker account. Check out 
the ratios for wins and profits. According to the money 
management portfolio's instructions, repeat the exercise. One of 
the most difficult problems in statistics is the financial sector. 
Many people think that the only method for doing so and 
enabling them to make some money is technical analysis, but 
this is not always the case. The Table I and Fig. 3 is 
representing the analysis and integration of security parameter 
with various stock values and its entry and exit levels. 

For greater effectiveness, several performance metrics can 
be utilized to combine the various models, such as RMSE, 
MSE, and MAPE. Annualized ROE, risk-adjusted returns, and 
volatility have all drawn significant study attention. The mean 
absolute percent error is used to gauge the accuracy of our 
forecast system for simulation. Avoiding zeros and extremes 
will help it work effectively. A complex system execution uses 
a number of stocks. The trend component dominates the P/E 
ratio of the company. The famous formula for the Root Mean 
Square Error is as follows: 

MAE=
∑ |yi-xi|

n
i=1

n
   (1) 

MSE=
1

n
∑ (Yi-Yî)

2n
i=1   (2) 
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2

n

n
i=1   (3) 
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1

N
∑ |

AI-FI

Ai
|N
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Several stock implementations that require high setup 
hardware resources for concurrent execution may be the main 
emphasis of the future system [41-43]. It works best when there 
are no extremes or zeros. The implications and estimation 
values of ARIMA for Large Cap Enterprises based on Security 
Parameters are shown in Table II and Fig. 4. 

Table II and Fig. 4 show the implications and estimation 
values of LSTM for Large Cap Enterprises based on Security 
Parameters. 

The vulnerabilities are tuned with SHs and SIs input data, 
then filtered with SHs and SIs behavioral matrices, the alerts 
have been generated according to their existing entries of the 
data. These influenced threshold metrics tuned through 
ARIMA and LSTM for future analysis of stock values.  The 
authentication mode has synchronized dual and multi 
authentication modes of execution, which tuned to cross-verify 
the investors credentials. The experimental scenarios build and 
experiment to predict the future closing price of Saudi large cap 
companies and achieved active success rate to analyze 
vulnerabilities. 
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TABLE I. IMPLICATIONS AND ESTIMATION VALUES OF ARIMA FOR LARGE CAP ENTERPRISES BASED ON SECURITY PARAMETERS 

Security Parameter Enterprise MSE RMSE MAPE MAE 

{RM, RLCE, DoCP, LWL-T}  {MM, 

ComM, ConM, SM} 
aramco 2.570 0.005 0.001 0.005 

{RM, RLCE, LWL-T}  

{MM, ComM, ConM, SM} 
Sabic 0.000 0.027 0.005 0.025 

{RLCE, DoCP}  
{MM, ComM, ConM, SM} 

Telecom 0.002 0.045 0.008 0.040 

{RM, RLCE, DoCP, LWL-T}  {MM, 

ComM, ConM, SM} 
Saudi Electric 0.001 0.0321 0.008 0.027 

 

Fig. 3. Implications and estimation values of ARIMA for large cap enterprises based on security parameters. 

TABLE II. IMPLICATIONS AND ESTIMATION VALUES OF LSTM FOR LARGE CAP ENTERPRISES BASED ON SECURITY PARAMETERS 

Security Parameter Enterprise MSE RMSE MAPE MD 

{RM, RLCE, DoCP, LWL-T}  {MM, ComM, ConM, SM} Saudi aramco 0.057 0.238 0.574 0.005 

{MM, ComM, ConM, SM} Sabic 4.860 2.204 1.548 0.015 

{RM, RLCE, DoCP, LWL-T} Saudi Telecom 13.655 3.695 2.487 0.024 

{RM, RLCE, DoCP, LWL-T}  {MM, ComM, ConM, SM} Saudi Electric 1.523 1.234 4.471 0.044 
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Fig. 4. Implications and estimation values of LSTM for large cap enterprises based on security parameters. 

V. CONCLUSION 

This research is proposing layered threshold influenced data 
security parameters, test cases to control various BOTNETs, 
DDoS vulnerabilities for stock data validation and integration. 
It has integrated three layered processes with threshold 
influenced data security parameters and data metrices to 
analyze SHs and SIs behavioral entry and exit points. The first 
layer has framed with RM, RLCE, LWL-T, DoCP 
environments which tuned with threshold influenced data 
security parameters which are more influencing stock values. 
The second layer has framed with MM, ComM, ConM and 
SM. The third layer framed with expected scenarios and 
threshold of various vulnerabilities, thread which occurs based 
on DoS and BOTNETs. All these layers are interconnected 
together and integrated with behavioral factors of SHs and SIs. 
The vulnerabilities are tuned with SHs and SIs input data, then 
filtered with SHs and SIs behavioral matrices, the alerts has 
been generated according to their existing entries of the data. 
The authentication mode has synchronized dual and multi 
authentication mode of execution, which tuned to cross verify 
the investors credentials. The experimental scenarios build and 
experiment to predict the future closing price of Saudi large cap 
companies and achieved active success rate to analyze 
vulnerabilities. 
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Abstract—Personal data protection laws are crucial for 

protecting individual privacy in a data-driven world. To this end, 

the Kingdom of Saudi Arabia has published the Personal Data 

Protection Law (PDPL), which aims to empower individuals to 

manage and control their personal information more securely 

and effectively. However, data management ecosystems that 

process such data face challenges directly applying PDPL due to 

difficulties translating legal provisions into a technological 

context. Furthermore, non-compliance with PDPL can result in 

financial, legal, and reputational risks. To address these 

challenges, this paper developed an approach for legal 

compliance with PDPL through a framework that analyses and 

translates legal terms into measurable data management 

standards. The framework guides data management ecosystems 

in implementing and complying with PDPL requirements and 

covers all integral parts of data management. To demonstrate the 

practical application of this approach, a case study utilized two 

advanced deep learning models, MARBERTv2 and 

AraELECTRA, to enhance privacy policy adherence in Saudi 

Arabian websites with PDPL requirements. The results are 

highly promising, with MARBERTv2 achieving a micro-average 

F1-score of 93.32% and AraELECTRA delivering solid 

performance at 92.46%. This underscores the effectiveness of 

deep learning models in facilitating PDPL compliance. 

Keywords—Personal data protection law (PDPL); framework; 

data management; data protection; privacy policy 

I. INTRODUCTION 

The existence of personal data protection laws has 
significant benefits in protecting and governing individual 
privacy and empowering them with the ability to have a clear 
vision of their data in a data-driven world where sharing such 
data has become common and essential to benefit from the 
services provided in all fields, such as financial, health, etc. On 
the other hand, the implication of non-compliance with such 
regulations leads to catastrophic consequences such as 
financial loss of the issued penalties and breaches lawsuits 
along with reputational damage. Furthermore, applying 
governmental regulations is a challenging mission from a data 
management perspective, as the major obstacle is how to 
comply with Saudi Arabia's Personal Data Protection law 
(PDPL) [1], a legally written document in technological 
environments. For that, this paper aims to develop a solution to 
the legal compliance problem with PDPL by adopting a 
framework that illustrates legal terms into technologically 
measurable standards to guide the organization to implement 
and comply with PDPL requirements. 

As technology advances, various activities rely on personal 
data, which comprises any information that may potentially 

lead to identifying an individual. This raises concerns for the 
privacy of individuals regarding the proper usage and 
protection of their data. In that concern, many countries have 
put in place specific laws and regulations for privacy and data 
protection, such as the General Data Protection Regulation 
(GDPR) [2] for the European Union and the PDPL, which is 
the first personal data protection law in Saudi Arabia [1]. This 
illustrated the standard of data privacy and protection 
requirements regarding individual data, which is an integral 
part of governing data privacy. These regulations aim to 
empower individuals with certain rights (i.e., data subject 
rights) to manage and control their personal information more 
securely and effectively and grant people the right to be 
informed of all operations that are carried out on their data, 
including collection, processing, and other activities, as well as 
the right to access, obtain, correct and delete these data. The 
law was issued in September 2021 and was enacted on 14 
September 2023 [1]. 

The law will be applied to any organization processing 
personal data related to individuals in Saudi Arabia (even if the 
processor is an entity present abroad) by any means and lays 
out penalties in case of non-compliance with the PDPL. Failure 
to adhere to the regulation requirements can pose substantial 
financial, legal, and reputational hazards for companies. Also, 
ensuring compliance with regulations and implementing 
measures to meet their demands, particularly within 
technological systems, can prove a pivotal and challenging task 
for all organizations. These regulations specify what needs to 
be done without providing explicit guidance on how to 
accomplish it. Therefore, comprehending and applying legal 
requirements to an organization is often far from 
straightforward. This difficulty arises from the numerous 
ambiguities, cross-references, and domain-specific definitions 
present in these regulations, which may be quite complex to 
grasp for individuals without a legal background [3 - 5]. 

Practitioners and data engineers in the data management 
community will play a significant role in implementing the 
compliance requirements as they work directly with the data. 
Moreover, the absence of the resources and guidance that 
translate regulation requirements into applicable concepts that 
could be implemented would make the mission more difficult 
for data management as it has been addressed by previous 
research in complying with governmental regulations such as 
GDPR, along with other obstacles such as a lack of awareness 
of the upcoming changes and requirements that the law will 
impose [5]. To overcome these challenges, our approach aims 
to support organizations in implementing and complying with 
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PDPL requirements and automating the process. Overall, our 
paper made the following contributions:  

 Determine and analyze the PDPL provisions that are to 
be translated into organizational and technical 
standards. 

 Develop a framework to streamline the implementation 
and compliance with PDPL requirements through the 
analysis and interpretation of regulatory norms into 
practical organizational and technological strategies. 

 A case study demonstrating the use of deep learning 
classifiers to aid in the compliance of privacy policies 
with PDPL requirements. 

The paper is structured as follows in Section II. We 
introduce the background information of our research. Next, 
we present related work in Section III. We then describe our 
framework in Section IV. Following this, we have a qualitative 
evaluation of the framework in Section V. After that, a use case 
scenario in the PDPL privacy policy compliance will be 
presented in Section VI. Finally, Section VII contains our 
paper's future directions and conclusions. 

II. BACKGROUND 

This section will discuss the pertinent legislation, critical 
discoveries in this field, and contemporary publications that 
address the topic. 

A. Legislation of Personal Data 

PDPL (Personal Data Protection Law) in Saudi Arabia and 
GDPR (General Data Protection Regulation) in the European 
Union will be discussed as data protection regulations that 
apply to the processing of personal data. 

1) The personal data protection law (PDPL): Due to the 

importance of ensuring the privacy of individuals, many 

countries have introduced laws and legislation that govern the 

use of personal data to ensure the privacy of individuals and 

provide the proper protection, such as The Personal Data 

Protection Law (PDPL) in Saudi Arabia [1]. It was issued by 

Royal Decree M/19 of 9/2/1443H (16 September 2021), 

approving Resolution No. 98 dated 7/2/1443H (14 September 

2021). which is the first data protection standalone law that 

governs the use and process of Saudi resident's data by any 

entities (including public or private) and for the entities 

outside Saudi Arabia that process residents' data, also 

including data of a deceased person or their family members, 

and excludes information used for household or personal 

proposes. 

PDPL defines two types of data personal data, which is 
“Every statement - whatever its source or form - that would 
lead to the individual being specifically identified, or make it 
possible to identify him directly or indirectly, including name, 
personal identification number, addresses, contact numbers, 
license numbers, records, and personal property, bank account 
and credit card numbers, still or moving photos of the 
individual, and other data of a personal nature.” And sensitive 
data as a part of the personal data which is “Every personal 

statement that includes a reference to an individual's ethnic or 
tribal origin, religious, intellectual or political belief, or 
indicates his membership in civil associations or institutions. 
As well as criminal and security data, bio-identifying data, 
genetic data, credit data, health data, location data, and data 
indicating an individual is unknown to one or both parents” [1]. 
The Objective of the law is to provide proper protection for 
individuals' privacy and prevent abuse of any personal data by 
granting all rights to individuals related to the control of their 
data. PDPL contains several definitions that must be 
considered by any entity [6], such as Data Subject, which is 
defined as “an individual to whom the personal data belongs, 
his representative, or whoever has legal guardianship over 
him,” a Data Controller that is “any Public Entity, a natural 
person or private legal person that specifies the purpose and 
manner of Processing Personal Data, whether the Data is 
processed by that Controller or by the Processor” [6]. 

A Data Processor which defined as “Any Public Entity, a 
natural person or private legal person that processes Personal 
Data for the benefit and on behalf of the Controller” [6],  and a 
Privacy policy that must include the purpose of collection, the 
content of the personal data to be collected, the method of 
collection and storing, how to process and destroy also for the 
owner's rights with data and how to practice which support the 
transparency between individuals and any entities work with 
personal data, another principle is the Purpose limitation 
dictates the process of personal data is only for the purpose 
collected. Also, the main principle is the consent of the data 
owner to carry on the data processing. The implementation of 
the law will be supervised by The Saudi Data & Artificial 
Intelligence Authority (SDAIA). 

2) The general data protection regulation (GDPR): 

Another analogous law to PDPL is the General Data 

Protection Regulation (GDPR) [2]. It is a regulation of the 

European Union that came into effect on May 25, 2018, and 

applies to all associations that process the particular data of 

EU citizens, anyhow of where the association is located in the 

world. The GDPR aims to strengthen the protection of 

particular data, giving EU citizens more control over their 

particular information and mandating that companies handle 

this data in a biddable and transparent manner. And contains 

99 articles that introduce some of the crucial points, including. 

 Every European citizen is entitled to eight rights: the 
right to be informed, access, rectification, erasure, 
restriction of processing, data portability, avoiding 
automated decision-making, and object. 

 Unequivocal consent from the data owner before 
collecting and using the data must be assured. 

 Appoint a Data Protection Officer (DPO) responsible 
for every manner in protecting particular data. 

 Data breach announcement to authorities and 
individuals. 

B. Privacy Frameworks 

This section discusses best-practice privacy frameworks 
that are built on risk-based approaches to provide businesses 
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with standards and guidelines for protecting personal data 
during processing. 

1) NIST privacy framework: The National Institute of 

Standards and Technology (NIST) has established the NIST 

Privacy Framework as a tool to help in developing services 

and products innovatively by managing the privacy risks 

regarding the processing of related personal data, which works 

as a guideline for organizations to build a privacy program. 

The framework consists of three components. The "Core" is 

the first part of the privacy framework. To better manage 

privacy risks throughout the entire enterprise, the Core is 

made up of a table of Functions, Categories, and 

Subcategories that describe certain privacy operations and 

results. The second component is the profile, which represents 

the organization's current and desired activities based on the 

assessment conducted of the core activities on the 

organization's privacy program. The third component of the 

Privacy Framework is called the Implementation Tiers which 

have a view of current privacy risk management practices in 

the organization to determine the requirements that need to be 

met that are identified in the profile component [7]. 

2) ISO/IEC 27701:2019: ISO (the International 

Organization for Standardization) and IEC (the International 

Electrotechnical Commission) introduced ISO 27701 as an 

extension of ISO/IEC 27001, which includes additional 

controls and privacy requirements to guide organizations in 

implementing and improving the privacy information 

management system (PIMS) for providing the proper 

protection of the personal data [8]. 

C. Data Protection Regulations and Best Practices Privacy 

Frameworks Comparison 

The main commonality between Data protection 
regulations and Best Practices Privacy Frameworks is the 
scope intended to protect the processes of personal data, while 
the difference is that the regulations have been issued by 
governments, which means that they must be complied with to 
avoid non-compliance penalties. Also, the main goal of these 
regulations is empowering individuals with the right to have 
control over their data. 

On the other hand, Best Practices Privacy Frameworks 
offer what could be described as the "best to be followed" 
which means no fines regarding the non-compliance also, the 
guidelines presented are in a high level of abstraction which 
will help to build off an effective privacy program in 
processing data for institutions to gain the trust of relevant 
individuals. 

In addition, and through our reviewing process, these best 
practices tools could be considered as assisting tools, but not as 
the main ones for the compliance process with the regulations 
due to what has been mentioned earlier that these standards 
work in more general approaches, unlike regulations which are 
written legal-specific instruction documents that must be 
followed to ensure the compliance with, and that what has been 
address by our proposed study. 

D. Deep Learning 

Deep learning is a branch of intelligence (AI) that falls 
under the umbrella of machine learning. Its main objective is to 
enable machines to imitate behavior by utilizing neural 
networks, also known as deep neural networks (DNNs), for 
solving complex problems. What sets it apart is that these 
networks consist of layers of interconnected nodes, allowing 
them to learn representations of data. 

In a network, each layer performs a transformation on the 
input data, which is then passed on to the next layer. The final 
layer produces the desired output generated by the network. 
The remarkable aspect is that these transformations are learned 
automatically from training data, eliminating the need for 
feature engineering. 

The ability to learn from amounts of data has resulted in 
significant advancements across various fields, such as 
computer vision, natural language processing, and speech 
recognition [9, 10]. Furthermore, numerous models have 
demonstrated their efficacy in ensuring compliance with the 
regulation process, as we discuss in our paper, such as 
checking compliance in privacy policies with GDPR using the 
Transformers model [11 - 13] and ensuring privacy by 
applying de-identification techniques on patient images [14]. 

1) The transformer architecture: Transformers are deep 

learning models that were developed in 2017 by researchers at 

Google [15]. They have had a significant breakthrough in the 

field of natural language processing (NLP) in recent years in 

different tasks such as language translation, question-

answering, and generating human-level text. Before 

Transformers, models like RNNs [16] and LSTMs [17] 

struggled with long-range dependencies and parallel 

processing. The Transformer model addressed these issues 

through its innovative use of the self-attention mechanism. 

This mechanism enables the input to interact with each other 

and understand the context around it through mathematical 

equations. 

a) MARBERTv2: In the evolving field of natural 

language processing (NLP), several models have been 

developed to overcome the challenges present in the Arabic 

language due to its diverse dialects and the combination of 

Modern Standard Arabic (MSA) with Dialectal Arabic (DA). 

In order to deal with these complexities, models need to be 

able to process Arabic as it appears in its various forms. In this 

domain, MARBERTv2 and its predecessor MARBERT [18] 

offer enhanced capabilities for Arabic NLP, building upon the 

innovative BERT (Bidirectional Encoder Representations 

from Transformers) [19] framework to provide enhanced 

capabilities for processing Arabic text. 

The significant enhancement in MARBERTv2 is extending 
the sequence length to 512 tokens, compared to the original 
MARBERT's 128. This adjustment allows MARBERTv2 to 
encapsulate more extensive text fragments, improving its 
ability to comprehend and process complex queries and 
documents in Arabic. 
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b) AraELECTRA: AraELECTRA is an advancement in 

Arabic language representation [20], building on the 

Efficiently Learning an Encoder that Classifies Token 

Replacements Accurately (ELECTRA) framework [21]. 

Unlike the approach taken by previous Arabic language 

models, which primarily relied on masked language modeling 

for pre-training, AraELECTRA introduces a novel 

methodology by pre-training a discriminator model. This 

model is trained to distinguish between valid input tokens and 

corrupted tokens replaced by a generator network, leading to a 

more sample-efficient pre-training task. AraELECTRA was 

pre-trained using the replaced token detection (RTD) objective 

on large Arabic text corpora. It has been evaluated across 

multiple Arabic NLP tasks, including reading comprehension, 

sentiment analysis, and named identity recognition. The 

results showed that AraELECTRA outperforms some of the 

current state-of-the-art Arabic language representation models 

in performance, even with smaller model sizes and given the 

same pre-training data. 

III. RELATED WORK 

In the current absence of research on PDPL, this section 
discusses GDPR compliance as it is the most relevant area of 
study to our topic. Several researchers proposed different 
approaches to compliance with GDPR. All researchers 
attempted to address the challenge of translating the legal 
requirements into a technical context through the 
implementation of different mechanisms. 

Labadie et al. [4] discussed that organizations struggle to 
implement GDPR requirements due to a lack of understanding 
between legal regulations and data management. A capability 
model was proposed to act as an abstraction layer between 
regulatory guidelines and compliance requirements. It defines 
organizational and system capabilities to comply with EU-
GDPR. The model helps companies develop approaches to 
achieve compliance. However, the model does not cover all 
GDPR requirements, such as the subject’s access rights. 

 Brodin et al. [22] presented a comprehensive framework to 
support small and medium-sized enterprises (SMEs) in 
complying with GDPR. The framework comprises three 
phases: analysis, design, and implementation, and it involves 
defining personal data, developing policies, and assigning roles 
to ensure adherence. The framework presented a more abstract 
level with not much clarification details on how to implement 
these steps. In addition, most GDPR requirements, such as the 
security requirements, have not been included. 

Rivera et al. [23] proposed GuideMe, a six-step approach to 
map legal provisions to privacy controls to help elect an 
applicable solution that could be implemented in software 
systems for GDPR compliance. It includes a data audit, gap 
analysis, solution selection, plan review, implementation, and 
evaluation. The approach is structured to be adoptable by any 
organization. Yet, they validated and focused on only two 
GDPR articles (Articles 5 and 25) in the software systems. 

L. Piras et al. [24] proposed the DEFeND platform to help 
organizations comply with GDPR. It integrates various tools 
and solutions for comprehensive monitoring and control of 

compliance processes from a single channel and enables users 
to exercise their data processing rights. However, no platform 
implementation is mentioned to measure its effectiveness. 

Other research focused on a specific aspect of GDPR, such 
as the privacy policy by El Hamdani et al. [13], who proposed 
an automatic compliance check for GDPR in privacy policies 
using machine learning models such as XLNet, T5, and CNN, 
along with a rule-based approach. The compliance process 
consists of three main components: (1) extracting and 
classifying data practices from a privacy policy using machine 
learning models, (2) encoding Articles 13 and 14 of the GDPR, 
and (3) assessing the existence of mandatory information using 
a rule-based mechanism. 

Previous research on GDPR compliance has yielded a 
substantial number of proposed methods and approaches. Some 
of these methods have focused on specific aspects of the law, 
whereas others have presented more comprehensive 
approaches for organizations to implement. However, none of 
these researchers have achieved a high level of maturity in 
covering the essential aspects of the regulations or provided 
clear guidelines that are universally applicable within 
technology communities in organizations. This underscores the 
need for a mechanism that comprehensively addresses the 
essential requirements of the regulation and serves as a 
roadmap in the compliance process. Furthermore, structuring 
this mechanism at a level familiar to those immersed in the 
technological environment will greatly facilitate the 
compliance process. To the best of our knowledge, there is no 
framework available to check and assist in the application of 
PDPL requirements. 

IV. PDPL COMPLIANCE FRAMEWORK 

Developing suitable methods and techniques for addressing 
governmental regulations within the data management 
ecosystem is crucial to ensuring compliance with the 
requirements set forth. This compliance is necessary to 
mitigate potential risks, including legal penalties, as the PDPL 
exemplifies. 

The proposed PDPL Compliance framework holds 
significant importance. Its primary role is to aid in assessing 
the current state of regulatory compliance and to serve as a 
guide for achieving the foundational level of PDPL 
compliance. This will be accomplished by implementing the 
technical and organizational aspects outlined in the regulation, 
with a focus on breaking down their interconnected 
components. Since the framework's core revolves around the 
PDPL, a legal document composed in plain language, several 
phases are required to construct the framework and carry out 
the process of translating the legal provisions into a technical 
context. 

A. Framework Construction Phases 

Our proposed framework comprises a series of phases 
designed for constructing the framework, as depicted in Fig. 1. 
We analyze the PDPL provisions in the initial phase to extract 
its core principles. Moving on to the second phase, we translate 
and map these principles to the relevant data management 
requirements that are applicable in technological environments. 
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The requirements are then thoroughly reviewed and formulated 
to shape the final phase, thus structuring the framework. 

 

 

Fig. 1. PDPL development processes. 

A detailed explanation of each phase and its role in 
advancing the development of the framework is presented as 
follows:  

Phase One - Analyze PDPL provision: Due to the 
complexity and ambiguous nature of challenges in legal 
documents, a consultation with a legal expert and an in-depth 
analysis of the PDPL is conducted to identify, first of all, the 
objective of the law, which is ensuring individual privacy and 
protection of their data through enforcement of principles that 
stipulate the procedures to be followed by entities that process 
personal information. 

Secondly, the principles that are related to the regulation, 
such as the Data Subject, Data Controller, and Data Processor, 
which have been described earlier in the Background section, 
and finally, identifying all the articles that would pose specific 
requirements on systems, for that concern the articles that are 
not related to data processing processes such as penalties and 
Competent Authority responsibilities has been excluded from 
the analysis process. 

Some of the extracted articles stated the legal requirement 
clearly and straightforwardly to be articulated to the 
corresponding technological and organizational context. For 
instance, Article 12 outlined all the essential points that must 
be specified in the privacy policy and Article. 30 (2) Stated 
appointing a Data Protection Officer (DPO) to implement 
PDPL provisions. 

However, most articles lack a direct description, requiring 
interpretation to facilitate the compliance process in data 
management systems. The legal and technical requirements 
will be mapped in phase two. 

Phase Two - Map the Legal and Data Management 
Requirements: As the primary domain of the PDPL law is the 
individual's privacy, incorporating knowledge of that area has 
been included via a variety of sources, such as the best 
practices standards ISO 27701[8] and NIST Privacy 
Framework [7] that be published to help in protecting the 
privacy of processing personal data in an organization through 
laying out the guideline to be followed to achieve the privacy 
goals also, the previous studies of implementing GDPR 
compliance have been extensively reviewed to participate in 
the process of extracting and translating legal requirements into 
measurements that can be applied to data management, and our 

analysis revealed sixteen main requirements that are listed with 
the corresponding articles. 

Phase Three - Develop the Framework:  The requirement 
outcomes from the previous steps have been reviewed and 
formulated into two main modules for structuring the 
framework: organizational and technical controls, which will 
provide a clear vision for the data management principles that 
are responsible for enforcing compliance with the law and help 
identify the roles and responsibilities of each requirement, the 
framework architecture depicted in Fig. 2. 

Each component is called a control and is broken into a 
more specific measurement called a sub-control. For instance, 
in the Organizational category, the sub-control of DPO control 
stipulates the necessity of appointing a Data Protection Officer 
responsible for PDPL provisions implementation as the 
regulation specified in Art. 30(2). Another component, 
Notifications, represents all the processes and procedures 
required to notify all related parties about the relevant 
principles stated in the regulation to ensure transparency 
between the data controller and relevant parties. Any related 
data party is notified when data is amended under the first sub-
control, such as when a correction is made per Art. 17(1). 
However, for the second sub-control, as it corresponds with 
Art. 20, a notification process must be adopted in case of a 
breach for both the Competent Authority and the data subject. 
The last sub-control is specific to credit cards for disclosure 
requests, and a process must be implemented to notify the 
personal data owner, as stated in Article 24(2). 

Data Security control in the technical category contains 
several sub-controls that represent more details of the 
necessary technical measurement for protecting the data to 
provide a clarification of what has been stated on. 

Technical measures in Article 19: "The Controller shall 
take all the necessary organizational, administrative and 
technical measures to safeguard Personal Data,” In the first two 
sub-controls, we see that it is essential to implement safeguards 
for ensuring confidentiality by protecting data using proper 
encryption methods and data loss prevention (DLP) techniques. 
As for the third sub-control, it is imperative that data integrity 
is ensured by implementing an integrity checksum mechanism, 
such as hashing, and for the last sub-control, it is necessary to 
complete all the backup and recovery operations to ensure the 
data's availability. 

B. Framework Components 

The proposed framework is designed to be adaptable and 
expandable for managing regulatory changes and the addition 
of any future components that may be added to provide privacy 
and data protection. 

The first module of the framework is Organizational 
controls, which are the strategic processes implemented to 
ensure the protection of personal data from a managerial point 
of view to enforce compliance. It consists of eight 
organizational control components that are documented as 
follows: 
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Fig. 2. PDPL compliance framework. 

1) Data protection officer (DPO): Assign the Data 

Protection Officer to ensure that all personal data processing 

activities comply with the relevant data protection laws and 

regulations through governing and implementing PDPL 

provisions and policies. 

2) Requests management: Provide mechanisms that must 

be adhered to give a response channel to data subject requests 

regarding their rights. 

3) A non-disclosure agreement (NDA): A non-disclosure 

agreement with any related party regarding processing 

recorded personal data is documented (e.g., signing an NDA 

document for employees). 

4) Notifications: Processes and procedures to notify the 

relevant principles stated in the regulation, such as Data 

Subject or Authority for the necessary conditions, for instance, 

security breaches. 

 Notification for personal data amendment to any related 
parties that process such data, for example, by email. 

 Procedure for the Competent Authority notification of a 
privacy breach or event within 72 hours and for the data 
subject' in case of harm. 

 Procedure for notifying the data subject in Credit data 
disclosure requests by any party. 

5) Processing activities record: To ensure that Authority 

requests are adequately documented, it is necessary to include 

specific information in the record of processing activities. 

Which should consist of the controller's contact details, the 

purpose of the processing, a description of the data subjects, 

any other entities that personal data has been or will be 

disclosed to, whether personal data has been or will be 

transferred outside the Kingdom or disclosed to an entity 

outside the Kingdom, and the retention period. 

6) Data protection impact assessment (DPIA): Data 

Protection Impact Assessment, which is the process of 

addressing privacy and data protection risks in processing 

personal data to provide proper assurance in mitigating risks 

and providing protection, must be included for processing 

activities relating to any product or service offered to the 

public, according to the nature of the processing carried out by 

the controller. 

7) Third-party risk management: A critical aspect of 

protecting personal data is to evaluate and assess third-party 

entities who handle it on behalf of the organization. This 

involves conducting due diligence on data processors to 

ensure they have sufficient data protection guarantees, such as 

using a privacy and security checklist, before allowing them to 

process the data. 

8) Training: Implement a Personal Data Protection 

training program to foster a culture of safeguarding personal 

information. By providing employees with the tools and 

knowledge to handle such data properly, this program can 

increase awareness levels and promote responsible practices in 

data protection. 

The Technical controls comprise the second module of the 
framework, containing eight controls, and are responsible for 
protecting and preventing personal data from being 
compromised. These controls are documented below. 

9) Data inventory: An inventory that contains any assets 

or processes related to processing personal data, such as the 

data itself, location, action, or purposes, etc. 

 Personal data and sensitive data elements are specified 
and categorized (e.g., Health data). 

 The Data Subject ("data owner") is specified and 
connected to the data.  

 Processing actions on personal data are defined and 
mapped to the data (e.g., collect, store). 

 Systems that Process personal data and purposes of 
processing are identified and mapped to each data. 

 Data Processing Locations are specified and mapped to 
the data (e.g., geographic location, Cloud). 

 Retention periods of data are defined and mapped to the 
data. 

10)  Consent management: The procedures to provide 

transparency regarding Data Subject consent through 
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implementing a precise mechanism for consent and consent 

withdrawal. 

 Clear procedures must be established to obtain valid 
consent from data subjects for processing their data. 
These procedures include opt-in consent checkboxes or 
buttons, signed consent forms, etc. 

 Procedures for consent withdrawal are implemented 
clearly to the data subject, such as unsubscribe links. 

 Procedure for explicit collection consent, changing of 
collection purpose, disclosure or publication of Credit 
Data obtained along with the Credit Information Law 
depicts [25]. 

11)  Data subject rights: The process enables Data subjects 

to practice the rights dictated in the law regarding their data, 

such as access, deletion, modification, etc. 

 The Privacy Policy outlines the details of the collected 
personal data, including the purpose, method, storage, 
and processing, how the Personal Data shall be 
destroyed, the data subject's rights, the legal basis for 
data collection, the data controller's identity, entities to 
whom Personal Data will be disclosed and the 
Consequences and risks of not gathering Personal Data 
is adopted and available in clear text to Data Subject. 

 A mechanism for the data subject to access personal 
data. (e.g., preview data on a Web page) 

 A mechanism for the data subject to request (obtain, 
correct, or delete) personal data. (e.g., Requests Web 
page). 

12)  Data minimization: Limit the minimum amount of 

personal data to the purpose of the collection process. 

 After fulfilling collection purposes, personal data is 
destroyed. 

 Personal Data out of Data Controller business purpose 
scope destroyed. 

13)  Relevance: Data control and audit processes to ensure 

accuracy and relevance to processing purposes as Audit/log 

records are implemented and reviewed to incorporate the 

principle of Purpose limitation and data accuracy and comply 

with the privacy policy (e.g., limiting processing to collection 

purposes only). 

14)  De-identification: The process of discarding any data 

directly related to the identity of a particular individual is 

applied to retain, collect, or process Personal Data without 

consent, such as implementing the Data Masking process. 

15)  Identity and access management: Access to Personal 

Data is restricted to authorized individuals, processes, and 

devices. 

 Identities and credentials are issued, managed, verified, 
revoked, and audited for authorized individuals, 
processes, and devices. 

 Remote access is properly managed. 

 Access permissions and authorizations are managed, 
incorporating the principles of least privilege and 
separation of duties, such as implementing a Role-based 
access control mechanism. 

16)  Data security: The necessary safeguard to ensure 

personal data's confidentiality, integrity, and availability. 

 Encryption methods are used to protect personal data 
(e.g., Database Encryption, TLS) 

 Data loss prevention (DLP) techniques protect data 
from loss. 

 Integrity-checking mechanisms verify Personal Data 
integrity (e.g., hashing, logging). 

 Implementation of the Backup and Recovery process. 

Through the implementation of the framework components, 
organizations can ensure compliance with the PDPL 
requirements. The framework provides a comprehensive 
assessment of the current state of regulatory compliance and 
offers guidance to organizations to achieve a baseline of PDPL 
compliance. Additionally, the framework assists data 
management in identifying the roles and responsibilities of 
each framework component, which is essential for effective 
data management. The PDPL compliance framework is a 
valuable tool for organizations seeking to maintain compliance 
with regulatory requirements and ensure the protection of 
personal data. 

V. EVALUATION 

Throughout the creation of the PDPL framework, great 
emphasis was placed on the crucial role of individuals in its 
implementation, considering them as the main element in any 
compliance process. To this end, we employ semi-structured 
interviews with professionals in data management, governance, 
and privacy engineering to answer the research questions. 
Inspired by the structured approach to qualitative research as 
outlined by Kallio et al. [26]. We have conducted an in-depth 
analysis of the literature review and a comprehensive 
examination of the PDPL and GDPR, and in incorporating best 
practices such as ISO/IEC 27701:2019 [8] and NIST Privacy 
Framework [7] standards. From these studies, we developed a 
set of criteria named “Framework Assessment Criteria,” which 
are clarity, applicability, usability, comprehensiveness, 
adaptability, accountability, and continuous improvement to 
evaluate the effectiveness of the framework. 

A. Participant Selection 

1) Scope and criteria: The research is centered on experts 

who work in data management, governance, and privacy. 

They play a vital role in enforcing and implementing PDPL 

compliance frameworks. These professionals are in a unique 

position to offer valuable feedback on the effectiveness of the 

framework, any challenges they face, and how the framework 

can be improved. 

2) Sample size: For this study, a sample size of six 

participants was chosen due to the qualitative research 

method's focus on depth over breadth. This allows for 

thorough and nuanced insights into the application and impact 
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of the PDPL compliance framework while remaining 

manageable for detailed analysis. 

3) Selection process: Participants for the study were 

chosen through a systematic review of LinkedIn profiles. This 

allowed us to identify professionals who had relevant 

experience and expertise in data management, governance, 

and privacy. Our selection criteria included the following: 

a) Demonstrated expertise in data management, 

governance, and privacy practices. 

b) Working on Saudi Arabia. 

c) Involvement in PDPL-Related Projects or Any 

Relevant Regulation. 

By following this process, we aimed to ensure that we 
selected individuals who could offer valuable perspectives on 
evaluating the PDPL compliance framework. Table I illustrates 
the overview of participant informants. 

TABLE I.  PARTICIPANT OVERVIEW INFORMATION 

Code Job Title/Position 
Years of 

experience 

P-01 Senior privacy consultant  5 

P-02 Chief Information Security Officer 9 

P-03 Data protection and privacy supervisor 6 

P-04 Data Governance Advisor 8 

P-05 Data Protection Manager & DPO 7 

P-06 DPO 1 

B. Data Collection 

A pilot interview with a data privacy specialist was 
conducted to verify the initial interview guide developed. The 
pilot interviews demonstrated the need to present more 
questions about the current state of the PDPL compliance 
process that the participants do and the challenges they face as 
the law has taken place to help compare what has been applied 
in the workplace. And our proposed framework. For that, two 
questions were added to the opening questions: "Can you 
describe the process your organization follows to ensure 
compliance with the PDPL or relevant data protection 
regulations?" and "Do you face challenges applying these 
regulations? What are they?". By adding these questions, we 
will provide a comprehensive overview of PDPL compliance 
practices in real-world settings and assess how our proposed 
framework might enhance these practices. 

1) Interview process: The interviews with participants 

were conducted online utilizing Microsoft Teams [27], where 

both sides mutually agreed upon the interview time, and the 

discussion was conducted in Arabic and English. At the start 

of each session, the study's aims were introduced, followed by 

a guided discussion that allowed for a detailed exploration of 

the goal and components of the PDPL framework. The 

interviews were audio-recorded with prior consent from the 

participant, anonymized, and stored on a secure drive before 

being destroyed post-transcription, and the interview duration 

ranged from 45 to 90 minutes. 

C. Data Analysis 

For data analysis, a Thematic analysis (TA) approach was 
followed, which is a qualitative research method used to 
identify, analyze, and report patterns or themes within data 
[28]. 

This approach was followed to evaluate the PDPL 
compliance framework's effectiveness in applying and 
facilitating the compliance process through analyzing the 
interview scripts to identify and outline the ability to provide 
significant insights into the facilitative role of compliance 
frameworks in aligning organizational practices with PDPL 
provisions. 

A detailed evaluation of the framework's applicability in 
practice employs both inductive and deductive methods. 

The interviews were reviewed and analyzed for patterns 
and themes following the six-phase thematic analysis process 
detailed by Braun and Clarke [28]. The six-phase process of 
thematic analysis is widely employed for the study of 
qualitative data. A systematic and adaptable approach is 
provided for the identification, analysis, and reporting of 
themes within a dataset. The six phases are outlined as follows: 

1) Familiarization with the data: In this phase, immersion 

in the data is undertaken to become acquainted with its 

content. Transcripts, notes, or other qualitative materials are 

read and re-read to gain a comprehensive understanding of the 

meaning and patterns. The interview transcripts were imported 

into MAXQDA 2024[29]. Moreover, two stages of the 

analysis process were defined in this phase. 

 Stage -I: This stage focused on a general inquiry 
regarding the current state of compliance with the 
PDPL in the organization, where the inductive approach 
was followed. 

 Stage -II: Following the inductive insights gained from 
Stage-I, a deductive approach was followed and 
grounded in seven categories pertaining to the 
evaluation of the framework in Stage-II. These seven 
categories were identified based on pre-defined 
“Framework Assessment Criteria” to assess the 
effectiveness and capability of the PDPL compliance 
framework to facilitate the compliance process. 

2) Generating initial codes: The hybrid approach that has 

been followed structured the generating of the initial codes 

based on the two stages. In Stage -I, the codes were developed 

through meticulous line-by-line reading of the interview 

transcripts, while in Stage – II, the data were coded based on 

their relevance to the pre-defined Assessment Criteria. 

3) Searching for themes: Patterns and clusters of codes 

were identified and categorized into themes, creating a 

thematic map containing the initial themes and codes 

correlated. 

4) Reviewing themes: There is a two-level creating this 

phase. The first level is reviewing the themes, sub-themes, and 

code to ensure consistency and logical connection among the 

extracted data. 
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For the second level, a similar process followed, but a 
comparison will be made for the entire data set to ensure the 
validity of the extracted data to the main analysis goal. 

5) Defining and naming themes: After refining the 

themes, the names were clearly defined, and a clear and 

concise description for each theme was created, ensuring an 

accurate representation of the underlying data. The themes are 

outlined in the mind map in Fig. 3. 

6) Writing the report: The final phase involves the writing 

of the report, where the findings of the thematic analysis are 

presented. This includes providing a clear account of the 

research question, the analytic process, and the identified 

themes. Illustrative quotations and examples from the data are 

often included to support each theme. 

D. Findings and Discussion 

1) Stage -I: 

a) Theme 1: Organizational compliance process: 

Compliance with the regulation process is the approaches and 

standards that have been followed to adhere to regulation, and 

as it is not a new concept for organizations, as a 

comprehensive set of regulations in Saudi Arabia has been 

imposed, including business conduct and labor laws, as well 

as data protection and cybersecurity. All the participant were 

familiar with PDPL and has been involved in the compliance 

with the regulation along with other regulation such the 

financial sectors that follows SAMA [30] by P-02 and P-06, 

for the PDPL the regulation is supervised by SDAIA for that 

all the participant follows and uses procedures and tool that 

been presented some of them also created their own privacy 

system before even the regulation took place following the 

international standards as P-04 outlined ’We established our 

privacy department in 2018 before the law was published, 

which was in 2021, we followed the international standards 

regarding privacy’, yet it is been emphasized that the 

compliance process must start with robust system for the 

entire organization, starting with top management support and 

understanding as P-01 and P-06  stressed ‘where I think that 

it's so important for information to be,  on privacy to be 

understood at top level, from there that then cascades down 

operational level’, ‘Very necessary that we bring our,  higher 

management on board because this program, You cannot run 

this program without the buy-in of the higher management’, 

along with structuring a Data Protection Governance Program 

that responsible for all the related strategic and operational 

process to be involved in, also P-04 and P-05 stipulated the 

necessity for an internal awareness campaigns to clarify the 

objectives of the PDPL and processes that must be followed to 

adhere to this regulation in order to facilitate the compliance 

process as it relates to all departments and parties in the 

organization such as employees . 

 

Fig. 3. Compliance process themes. 

b) Theme 2: Challenges in applying regulations: 

Applying such regulation is not an easy task for the 

organization due to it is connectivity to all parties within the 

organization, such as departments or even external parties, 

such as subjects or clients. All the participants agreed on 

having challenges in applying it, such awareness as most of 

the participants stressed that one of the major challenges is the 

lack of awareness of the law itself for employees and subjects 

who share the information without proper consideration of 

what the regulation stated, another challenge in The 

implementation process in some entities arise from a 

mismatch between the business and technical requirements as 

the case for P-03 ‘Yes, The pinpoint of challenges is the mix 

in the implementation between business requirements and 

technical requirements in some entities.’ The size of the 
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organization and its clients play an essential role in complying 

with regulatory requirements. The larger the size of the 

company and the number of clients, the more complex and 

challenging the process becomes because it requires more 

significant effort in internal communication in the 

organization and communication with external parties such as 

clients, in addition to efforts to balance customer protection 

and protecting of the organizations’ revenues as well. Also, 

struggling to translate legal jargon for technical understanding 

is a challenge that has been mentioned by P-04 and P-05 as it 

is necessary to keep all the requirements clear to implement 

for the related teams and how to overcome this challenge 

according to P-04 and P-05 ‘We read and analyzed it and 

created a control framework derived from the law that 

translates the regulation language into an understandable 

language in the company, to facilitate the compliance in the 

department, and it is similar to the framework you suggested,’ 

‘The technical department was confused about what should be 

done, making us work with them through steps to clarify the 

requirements.’ 

c) Theme 3: Structured approach for complying with 

data protection laws: It is crucial to comply with the PDPL. 

However, attempting to achieve compliance in a disorganized, 

disjointed, or step-by-step manner is counterproductive and 

unlikely to meet the rigorous standards set by the regulation or 

the specified compliance deadlines as mentioned by P-04 'if I 

take one article of the law and work to apply it and then shift 

to another one, I will be distracted, unlike if I have a 

structured approach for me as responsible for applying it and 

for the other related departments, which will ensure to comply 

with the PDPL before the deadline and provide the top 

management an organized view on the compliance process 

state.' Also, all the participants agreed and asserted having a 

structured approach to compliance is crucial as it provides 

clear guidance to all who are involved in the compliance 

process, including top management, departments, etc. 

d) Theme 4: Suggestions regarding the use of the 

compliance framework: Soliciting Suggestions Regarding the 

Use of the Compliance Framework play a pivotal role in 

evaluating and enhancing the framework’s effectiveness. This 

approach fosters active engagement with participants, 

encouraging them to share their experiences and insights. 

Such interaction enriches the framework with diverse 

perspectives and prompts a reflective process aimed at 

continual refinement and adaptation. By integrating feedback 

from those directly impacted by the framework, we ensure its 

relevance, practicality, and efficiency in addressing current 

and future data protection challenges. For that, several 

suggestions were presented by that participant, as some were 

related to the framework structure, which would help easily to 

add more controls, such as adding the policies related to 

applying the data protection controls as a responsibility of the 

DPO, or adding tooling and data-sharing control; as P-03 

stressed, “Adding a component called tooling, which contains 

all necessary tools such as consent management, metadata 

management, etc. and Adding a data-sharing component” will 

help to have a clearer path in implementation process while 

others suggested linguistic refinement of some of the 

terminologies has been mentioned in the Stage - II themes to 

reflect the marketplace terms. 

2) Stage - II: 

a) Theme 5: Clarity: Clarity of the framework measures 

the quality of the terminology being clear, understandable, and 

free from ambiguity, and it has emerged as a crucial aspect of 

the compliance framework. Participants highlighted the 

importance of precise language and terminology in the 

framework to ensure straightforward interpretation and 

application for Specialized and Non-Specialized Audiences as 

it has been applied, as many participants agreed on the benefit 

of diving the controls into organizational and technical as P-04 

stressed, “It is very clear, especially dividing the controls into 

two levels, organizational and technical controls, which will 

provide a great benefit for companies to separate the focus of 

the control types” also for P-06 who described the necessary 

requirements of a framework would be “A framework needs 

to be short, concise, and robust” to make it easy to understand 

and pinpoint the core objectives. While the framework was 

generally perceived as clear and straightforward, there were 

suggestions for linguistic refinement in the privacy domain. 

For instance, replacing the control “processing activities 

record” with “Record of processing activities (ROPA)” and 

“Relevance” with “Data Monitoring”. 

b) Theme 6: Applicability: The applicability focused on 

the framework's practical guidance for different industries and 

data management activities to be able to apply the framework 

component in their environment. Participants noted that the 

framework provided valuable insights into PDPL controls as 

the framework emphasized the essential aspect of the law and 

structured to be applicable by the data management 

community as P-05 stressed, “I think it's really good. The 

reason being is because you've really touched upon the core 

fundamentals” and P-06 outlined regarding the using of the 

framework in the compliance process with the law “The 

chance is very big because here in the framework, the scope is 

identified, and the main points are clear to start the 

compliance process from, compared to the main law and 

regulations, which could be interconnected and have multiple 

exceptions.”, making it suitable for implementation across 

various organizational contexts. However, there were 

suggestions to enhance the framework with additional 

components, such as tools for consent management and 

metadata management, to further improve its applicability and 

add a new main control for security measures. 

Applicability plays a crucial role in any framework, as it 
specifies the capability of an organization to adapt and apply 
the components of the framework efficiently. The value of a 
framework lies not just in its theoretical underpinnings but, 
more importantly, in its practical application across diverse 
organizational contexts and challenges. 

c) Theme 7: Usability: Usability emerged as a key 

theme as it represents the user-friendliness level of the 

framework to be understandable to the targeted audience, with 

most of the participants expressing satisfaction with the 
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framework's user-friendly level. The division of the 

framework into organizational and technical components was 

appreciated for its clarity and ease of implementation. Also, 

the clarity and simplicity of the language used, as highlighted 

by participant P-06: “The language use is perfect, because 

there's not so much legal jargon, but there's enough to be 

understood on what is required.” stressed the significance of 

ensuring information is easy to understand and process. It is 

crucial to avoid using complicated legal terms as this delicate 

balance appears to have been successfully achieved in the 

presented framework. Suggestions for minor changes in 

terminology were made to enhance usability further. For 

instance, participants recommended changing some of the 

control names to be aligned with the data management 

common terminology language, such as “organizational 

control” into “business control,” 

The role of usability in developing the framework is to 
produce a guideline that is easily followed and implemented by 
the users without meeting difficulties. Usability will enable the 
process to be adopted smoothly, making it easier for the 
organization to apply the framework most effectively.  

d) Theme 8: Comprehensive coverage: Comprehensive 

Coverage refers to the ability to encompass all the necessary 

fundamental concepts of the PDPL regulations in the 

framework to ensure reach out to a high level of maturity in 

data protection practices, which in turn facilitates the 

compliance process. All Participants highlighted the 

importance of comprehensive coverage within the framework 

to address all aspects of compliance effectively and agreed 

that the framework covered a comprehensive and essential 

range of regulations such as consent, consent Withdrawal, and 

data subject rights, etc. Moreover, it guides in structuring the 

data management office (DMO) that is responsible for 

applying the PDPL regulations as P-03 and P-04 outlined: “It 

covered a wide range of regulations such as the subject rights, 

data inventory, and consent. Also, having sub-controls that 

define the process that must be implemented made it very 

mature.”, “This framework provides the overall view of the 

compliance process with PDPL, which makes it able to 

structure the data management office (DMO) based on it.”. 

However, there were suggestions to include additional 

components, such as adding the policies related to applying 

the data protection controls as a responsibility of the DPO, as 

mentioned by P-05: “The framework is very comprehensive, 

and it covers a wide range of technical parts, such as data 

subject rights, data minimization, and others, this is also the 

same for the organizational components for improvement in 

the DPO component. Creating the required policies must be 

mentioned as one of the DPO responsibilities, “while others 

suggested including data transfer outside the Kingdom of 

Saudi Arabia in the framework. 

Overall, feedback from the participants emphasized that the 
framework reached a high level of maturity in encompassing 
the crucial requirements of the PDPL regulatory that are related 
to the compliance process within a data management system 
and the ability to be enhanced and cover a broader scope. 

e) Theme 9: Adaptability: The adaptability theme 

emphasized the framework's flexibility in responding to 

changes in data protection regulations and organizational 

requirements, along with being designed to be applicable 

across different industries, which significantly impacts the 

framework's effectiveness level and long-term viability. The 

participants noted that the framework was adaptable and 

editable, making it easy to incorporate new changes and 

updates, for instance, in technologies, etc. This ease is 

attributed to the structured approach that has been followed to 

build the framework, characterized by the methodological 

division of the organizational and technical controls. Such a 

division aids in seamlessly integrating changes related to 

sector-specific and regulatory requirements, as mentioned by 

P-03: “It would be adaptable to changes, as the changes in the 

regulation will be minor and sectorial such as in health data or 

credit data and these changes could be added to the framework 

as controls or domains.” 

f) Theme 10: Accountability: Accountability is a crucial 

aspect of any framework in any data protection system. It 

involves assigning clear roles and responsibilities to every 

party involved in the implementation of the framework to aid 

and track compliance. Based on robust feedback received 

from participants, it is evident that the framework plays a 

pivotal role in ensuring accountability when applying the 

PDPL requirements. The controls structured within the 

framework make it significantly easier to assign roles and 

responsibilities, and one such example is the implementation 

of RACI matrices for each control. As noted by P-04, "the 

framework controls made it easy to assign a RACI matrix to 

each control, which ensures that each employee's 

responsibility is identified." Moreover, Participant P-05 

highlighted the framework's adaptability in incorporating 

additional details like timelines and procedural steps. This 

adaptability not only advances accountability but also 

streamlines the application of PDPL requirements, 

demonstrating the framework's effectiveness in fostering a 

robust data protection environment. 

g) Theme 11: Continuous improvement: Continuous 

improvement is a vital component of any framework in data 

management to accommodate the fast changes that appear in 

the surrounding community, such as the development of 

technology, evolving changes in rules and regulations, and the 

ability to keep compliance process with regulations. 

Participants noted that the framework provided a foundation 

for ongoing improvement and gave the opportunity to 

encompass regulatory and business process improvements. 

Furthermore, one of the participants highlighted the ability of 

the framework to harmonize with other regulations and best 

practices such as National Cybersecurity Authority (NCA) 

regulation, NIST and ISO, etc. This capability ensures that 

organizations can not only comply with current standards but 

also remain poised to incorporate future developments in data 

protection and any other domains. 

The evaluation process was conducted to assess the 
framework's effectiveness in facilitating the compliance 
process for organizations with PDPL provisions. According to 
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the findings from the analysis process, the PDPL compliance 
framework has been recognized overwhelmingly by all 
participants as a robust and effective instrument crafted with a 
focus on practicality and ease of implementation as it has been 
managed to be structured firmly, which it has been able to 
translate the ambiguity of the Legal Jargon into clear and 
understandable terminology to be implemented efficiently. The 
division of the controls into two main modules, organizational 
and technical controls, has provided a clear vision for the data 
management principles responsible for enforcing compliance 
with the law. Also, the applicability and usability provided a 
versatile, straightforward application and user-friendly design 
guidance tailored to diverse industrial needs and data 
management activities. Moreover, the framework was built to 
be flexible and adapt to ongoing technological and regulatory 
developments, which is a critical advancement. This 
adaptability ensures that the framework is capable of 
addressing future challenges and evolving data protection 
standards. Additionally, its comprehensive scope, covering all 
essential PDPL requirements, sets a high benchmark for data 
protection maturity. This extensive coverage guarantees that 
organizations employing the framework can achieve and 
maintain advanced data security and compliance. 

While the findings are predominantly positive, we must 
acknowledge the constructive feedback and suggestions for 
improvement identified through our analysis. 

In conclusion, the PDPL compliance framework emerges 
from this analysis as a vital instrument for organizations to 
streamline the implementation and compliance process of data 
protection regulation. 

VI. CASE STUDY – PRIVACY POLICIES COMPLIANCE 

The core objective of PDPL is to empower users with 
control over their personal information. This legislation 
encompasses a range of rights, including the right to access a 
privacy policy. This legal document serves as a guide to the 
processes that an organization or company has established to 
manage the personal data of its users. Additionally, it is crucial 
for companies to instill confidence in their users by assuring 
them of the security of their personal information. Without a 
well-crafted privacy policy, companies run the risk of 
damaging their reputation and losing the trust of their 
customers. In that matter, several studies have been conducted 
to check compliance with privacy policies on regulations such 
as GDPR using deep-learning methods such as Transformers 
[15], which have demonstrated their efficacy in assessing the 
compliance of privacy policies with laws such as GDPR [11 - 
13]. 

However, in this case study, we choose to implement one 
component (i.e., privacy policy from data subject right in the 
technical controls module) from the proposed PDPL 
framework as proof of concept. To the best of our knowledge, 
this is the first case study to automate and implement the PDPL 
framework in Saudi website data in terms of analyzing privacy 
policies. 

A. Privacy Policies Compliance Approach 

Deep learning models were developed and built to evaluate 
the adherence of websites in Saudi Arabia to PDPL standards 

in their privacy policies. Various models from the 
Transformers family have been utilized for multi-class 
classification purposes. These models are pre-trained in Arabic 
domains to achieve superior results in our area of focus. The 
models employed include MARBERTv2 and ARAELECTRA, 
a set of models that were developed to handle natural language 
processing tasks for the Arabic language. They are based on 
the transformer architecture, which has been widely used in 
deep learning for various NLP tasks. 

The classifiers were fine-tuned on the Saudi Privacy Policy 
Dataset [31]. The process was carried out in Google Colab 
[32], where users can write and execute Python code in a 
collaborative and interactive environment without installing 
any software and running it in the cloud using eight epochs. 
The dataset was randomly split into the following subsets:  

 Training set:  80% of the data (3710 of a total of 4638 
text lines) 

 Testing set:  20% of the data (928 of a total of 4638 text 
lines) 

B. Dataset 

The dataset used for this study is the Saudi Privacy Policy 
Dataset [31], which comprises a collection of privacy policies 
from 1,000 websites representing diverse sectors in Saudi 
Arabia, including healthcare, education, finance, government, 
e-commerce, and other industries. 

TABLE II.  DATASET STATISTICS 

No. Files 1000 

No. Tokens 775,370 

No. Text Lines 4,638 

The corpus statistics are shown in Table II, which contains 
more than 4K lines of text and 775K tokens, with a corpus size 
of 8,353 KB. The feature annotations are based on ten high-
level categories derived from the Personal Data Protection Law 
(PDPL). They are numbered from 1 to 10, further branching 
into 21 specific content categories, as shown in Fig. 4. The 
PDPL category distributions among the datasets are shown in 
Fig. 5. 

 

Fig. 4. PDPL annotation category [31]. 

The PDPL categories were considered in the classification 
process, and details of the categories and their correspondences 
with PDPL clauses are explained in the following: 
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Fig. 5. PDPL category distribution. 

 User Consent: The user's personal information cannot 
be processed without consent, except for essential 
services or legal purposes. The controller must inform 
any other party if data is modified [PDPL Art. 5(1)]. 

 Data Collection and Processing: The data controller 
defines the collection's purpose, method, and content. 
The user is informed of the collector's identity except 
for security reasons. Data is only used for the initial 
collection purpose [PDPL Art. 12)]. 

 Data Retention: The controller must delete personal 
data when its purpose is fulfilled unless certain cases 
allow data retention by the controller [PDPL Art. 12]. 

 Data Protection: Personal data storage and transfer must 
be secure, and controllers must protect user data during 
this process [PDPL Art. 19]. 

 Data Sharing: The controller is prohibited from sharing, 
transferring, or disclosing personal data except in 
special cases, and access to the data is strictly limited to 
these special instances [PDPL Art. 13(4)]. 

 User Rights: An individual's rights include obtaining a 
copy of the data collected by the controller, requesting 
its destruction when no longer needed, and rectifying 
any inaccuracies [PDPL Art. 4 (5-3),12]. 

 Advertisements: The controller must not send 
promotional or educational materials to the user's 
personal addresses without their consent. If approved, a 
mechanism must be in place for the user to opt-out 
[PDPL Art. 25]. 

 Breach Notification: The controller must promptly 
notify the competent authority and data owner upon 
becoming aware of any personal data leakages, 
corruptions, or unauthorized access [PDPL Art. 20]. 

 Responsibility: Organizations must comply with PDPL 
for accountable and secure data processing [PDPL Art. 
19]. 

 Other: The controller's contact details information and 
rights related to underage [PDPL Art. 13(3)]. 

C. Evaluation Metrics 

To make the evaluation results objective, we use in our 
study a group of performance metrics applied by several 
studies in natural language processing studies. These metrics 
include Recall, Precision, and F1-score. They are commonly 
used by many studies in machine learning and deep learning 
[12, 13],[33]. In our study, there are three possible outcomes of 
the classification results: 

TP (True Positives): Instances that belong to the "PDPL 
category" and are correctly predicted as such.  

FP (False Positives):  Instances that do not belong to the 
“PDPL category” but were incorrectly predicted as such. 

FN (False Negatives): Instances that belong to the “PDPL 
category” but were incorrectly predicted as a different class. 

Based on the possible outcomes, the performance metrics 
Recall, Precision, and F1-score can be calculated as follows: 

𝑀𝑖𝑐𝑟𝑜 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ 𝑇𝑃𝑖

𝑛
𝑖=1

∑ (𝑇𝑃𝑖+ 𝐹𝑃𝑖)𝑛
𝑖=1

               (1) 

𝑀𝑖𝑐𝑟𝑜 𝑅𝑒𝑐𝑎𝑙𝑙 =
∑ 𝑇𝑃𝑖

𝑛
𝑖=1

∑ (𝑇𝑃𝑖+ 𝐹𝑁𝑖)𝑛
𝑖=1

                    (2) 

𝑀𝑖𝑐𝑟𝑜 𝐹1 = 2.
𝑀𝑖𝑐𝑟𝑜 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 .𝑀𝑖𝑐𝑟𝑜 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑀𝑖𝑐𝑟𝑜 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑀𝑖𝑐𝑟𝑜 𝑅𝑒𝑐𝑎𝑙𝑙
         (3) 

It is important to note that among these three-performance 
metrics, the higher the Recall, Precision, and F1-score, the 
better model performance, while the lower the value, the 
worse. 

1) Results and discussion: In this section, we present the 

results of our case study to examine and compare the 

performance of two models used in our experiment, namely, 

MARBERTv2 and AraELECTRA. Both models were pre-

trained on Arabic domains to achieve a better result with the 

Saudi Privacy Policy Dataset that we used. During the training 

process, we recorded the precision, recall, and F-measure 

metrics achieved for each class. The dataset has ten classes, 

and the results for each class are shown in Table III, along 

with the micro-average. 

 
Looking at the precision, we can observe that both models 

achieved values consistently above 83% for all classes. 
MARBERTv2 achieved values ranging from 87.50 % to 
95.43%, while AraELECTRA achieved values ranging from 
83.33% to 95.83%. This indicates that both models perform 
well in making positive predictions of the PDPL categories. 

For the recall, MARBERTv2 achieved consistently higher 
recall values, ranging from 86.21% to 97.89%, compared to 
AraELECTRA, which ranged from 63.33% to 97.37%. This 
means that MARBERTv2 captured a substantial portion of the 
actual instances for these classes. 

The results indicate that deep learning models can serve 
as effective tools for detecting and classifying privacy 
policies. Additionally, they can aid in measuring 
compliance with Personal Data Protection Law (PDPL) 
requirements. 
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TABLE III.  PRECISION, RECALL, AND F1-SCORE OF MARBERTV2 AND ARAELECTRA 

 Model MARBERTv2 AraELECTRA 

# Class Precision Recall F1- score Precision Recall F1- score 

1 User Consent 93.46% 86.21% 89.69% 93.75% 93.02% 93.39% 

2 Data Collection and Processing 92.59% 97.77% 95.11% 94.57% 97.21% 95.87% 

3 Data Retention 89.29% 90.91% 90.09% 85.00% 87.17% 86.08% 

4 Data Protection 95.43% 92.99% 94.19% 89.68% 93.91% 91.75% 

5 Data Sharing 94.42% 97.89% 96.12% 93.43% 97.37% 95.36% 

6 User Rights 89.83% 89.83% 89.83% 91.67% 91.67% 91.67% 

7 Advertisements 95.00% 86.36% 90.48% 92.31% 82.19% 86.95% 

8 Breach Notification 89.29% 89.29% 89.29% 95.00% 63.33% 76.00% 

9 Responsibility 87.50% 93.33% 90.32% 83.33% 83.33% 83.33% 

10 Other 95.24% 95.24% 95.24% 95.83% 92.00% 93.88% 

        

Micro Avg 93.32% 93.32% 93.32% 92.46% 92.46% 92.46% 

Regarding the F1-Score, the two models display impressive 
scores, surpassing 90% for most classes. However, 
MARBERTv2 has slightly higher scores. MARBERTv2 and 
AraELECTRA achieved an overall micro-average F1-score of 
93.32% and 92.46%, respectively. 

Overall, both models are reliable and efficient for 
classifying into PDPL categories, but MARBERTv2 
outperforms AraELECTRA by a small margin. These results 
are significant because they demonstrate the potential of using 
pre-trained models for Arabic text classification, specifically in 
the domain of privacy policies. 

VII. CONCLUSION AND FUTURE DIRECTIONS 

Complying with governmental regulations is a crucial 
mission. The Saudi Arabia Personal Data Protection Law 
regulates the use of individual personal data to ensure privacy 
and empower individuals to have control over their data. 
However, as these regulations are written in a clear legal 
format, complying with them has become an obstacle for the 
data management community. Therefore, this paper addresses 
the problem and proposes a comprehensive framework to help 
organizations implement PDPL requirements and comply with 
them by illustrating a clear roadmap on how to comply with the 
rules by analyzing and translating the normative aspects of the 
regulation into applicable organizational and technological 
standards. Moreover, we conducted a case study that utilized 
deep learning classifiers to enhance privacy policy compliance 
with PDPL requirements. 

To move forward, we will apply the PDPL compliance 
framework within actual organizational environments. This 
practical application will enable a more detailed assessment of 
the framework's effectiveness. Testing the framework in a 
variety of real-life settings will also offer insights into its 
adaptability across different industries and organizational sizes, 
further refining its utility and impact. We will also incorporate 
advanced technologies to automate the framework and improve 
the efficiency of data privacy governance. 
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Abstract—People with a hearing impairment commonly use 

sign language for communication, however, they find it 

challenging to communicate with a normal person who does not 

recognise the sign language. They normally require an 

intermediary human to act as a translator for convenient means 

of expressing their thoughts. To address this issue, the work aims 

to enhance their communication capability by eliminating the 

need for an intermediary person by developing a sign language 

converter that uses a vision-based dynamic recognition strategy 

to convert continuous sign language into multimodal output. This 

work introduces a deep neural network based on convolutional 

long short-term memory (ConvLSTM) networks to determine 

the real-time dynamic gesture recognition of the actions of the 

impaired persons captured through cameras. The investigations 

of the continuous sign language recognition (CSLR) were 

deployed on the Chinese Sign Language Dataset, CSL-Daily, 

Phoenix-2014 and Phoenix-2014T datasets and the performance 

comparisons were done for conventional LSTM, Gated 

Recurrent Unit (GRU) and ConvLSTM. Experimental results 

have shown that the ConvLSTM network outperforms the other 

techniques, and they can detect the sign actions with a better 

accuracy of 90%, and a precision rate of 0.93, which ensures 

interpreting the meanings for each sign sequence with ease by 

integrating the proposed novel cognitive assisted adaptive 

keyframe selection. The proposed system could be easily 

implemented in the modern learning management system. 

Keywords—ConvLSTM; GRU; keyframes; LSTM; sequential 

learning; sign language recognition 

I. INTRODUCTION 

People with hearing disabilities use sign language for 
communication in day-to-day life. When spoken 
communication is impossible, sign language is used to 
communicate through body movements, particularly hands 
and arms. Because deaf-dumb people mainly use it and a 
normal person does not learn it, interpreters are required for 
deaf and hearing people to communicate. According to the 
WHO report, around 2.5 billion individuals will encounter 
hearing loss by 2050 [1]. So, it is necessary to develop an 
automated translation system for communication with them 
and reduce the gap between the hearing and deaf 
communities. Sign language recognition is meant to exact 
meaning for each sign in continuation with a sequence of 
signs i.e., mapping visual signs with words. On the other 

hand, creating meaningful sentences from the extracted signs 
is known as sign language translation. 

Most sign language recognition systems focus only on 
isolated signs rather than a continuous sign sequence. Most 
sign language recognition systems use data gloves, and 
sensor gloves with sensors (depth sensors, optical sensors, 
thermal sensors, and leap motion sensors) for gesture 
recognition. In glove-based methods, the signer must wear a 
hardware glove, from which gestures are recognised [2]. 
These sign language recognition methods, which ensure 
higher accuracy, will be quite awkward to use in public 
places. In [3], the sign actions performed by the deaf were 
captured using cameras. Then the keyframes were identified 
adaptively and for those frames features like body pose, hand 
poses, and finger orientations were extracted using CNN. 
This method captures only spatial information and ignores 
other crucial features. Most of the sign language translation 
in the literature lacks accurate temporal data [4-5] and faces 
various linguistic challenges. 

To address this, a vision-based dynamic recognition 
method for real-time gesture recognition with cameras is 
proposed in this article for sign language recognition and 
translation. Features are extracted automatically and 
adaptively by video streams of signs and gestures made by 
the impaired persons. First, the video sequences are 
segmented into frames and keyframes are extracted. Second, 
in the feature extraction stages, temporal information was 
sequentially learned using LSTM [6]. Third, a ConvLSTM 
cell is constructed by replacing an LSTM structure with 
weighted convolution operations at each cell gate. Further, 
the convolution operation in a ConvLSTM cell was assistive 
in extracting short-term spatial correlations process between 
successive measurements within a single time step. This 
striking feature of a ConvLSTM cell was useful for 
capturing the signs and gestures of hearing-impaired persons 
by identifying long-term temporal dependencies. Finally, the 
experimental outcomes were compared with the standard 
recurrent neural networks Gated Recurrent Unit (GRU). 
Here, encoder-decoder architecture is constructed using 
LSTM and used for sentence generation. An overview of the 
proposed work is shown in Fig. 1. 
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Fig. 1. System design for the proposed work. 

The isolated output prediction description is as follows. 
(1) Key frame capturing based on similarity score for the 
input video. (2) Visual feature extraction for the identified 
keyframes. (3) Temporal information capturing through 
sequence learning using LSTM. (4) Isolated output 
prediction. 

The proposed system will act as a machine-made 
interpreter that automatically converts continuous sign 
language into multimodal output, i.e., text or speech output. 

This paper is organised as follows. Existing methods and 
related work are discussed in Section II. The proposed work 
with a detailed system design will be explained in Section 
III. Section IV will discuss experimental results. Conclusions 
for the entire work are given in Section V. 

II. RELATED WORK 

In this section, state-of-the-art works that use glove and 
sensor-based approaches as well as vision-based approaches 
to recognise sign language were explored. Hand gesture 
recognition has been done in various ways, from which 
glove-based and vision-based are the most used. In glove-
based methods, sensors attached to those gloves transfer 
electrical signals helping to determine the hand gesture. The 
signs made by the impaired will be identified from the 
acquired electrical signals.  On the other hand, instead of a 
glove, the sensor camera could be used to capture the sign 
actions. Gestures will be classified from the captured 
sequences of images extracted from the video frames. 
Vision-based methods reduce the challenges and 
complexities compared with glove-based methods. 

A. Glove & Sensor based Approaches 

To create a hand sign recognition system, the authors in 
[7] used Electrical Impedance Tomography (EIT) imaging 
(gauss-newton image reconstruction algorithm) and robust 
CNN classification (support vector machine and softmax 
classifier). Mittal et al. [8] proposed a modified LSTM 
model for continuous sign language recognition. They 
captured hand gestures using a Leap Motion sensor and 
extracted 12 features. They fed 2D CNN feature maps into 
an LSTM model with a RESNET gate for output prediction. 
For sign language recognition, Deriche et al. [9] proposed a 
dual Leap Motion Controller (LMC), and to address the 
challenges of finger occlusions and missing data, they used 
both front and rear-side LMCs. Feature extractions were 

performed by selecting the set of the best geometric features 
from both controllers, such as finger length, width, hand roll, 
hand pitch, and hand yaw. They applied a Bayesian 
approach, a Gaussian mixture model and a simple linear 
discriminant analysis to do the final classification. An 
evidence-based fusion approach is used for combining data 
from two LMCs (Dempster-Shafer, theory of evidence). 
Marin et al. [10] proposed using LMC and Kinect devices to 
capture hand gestures. The LMC records finger distances, 
angles, and elevations, whereas the Kinect device records 
depth information. Theodorakis et al. [36] proposed lexicon-
based sign language recognition. To improve recognition 
performance, leap motion data was combined with Kinect 
data, and the results were then classified using an SVM 
classifier. Further, for gesture recognition tasks, a one-
against-one approach was delayed. The gesture with the most 
number votes was chosen as the desired output. 

To distinguish American Sign Language (ASL) 
alphabets, Lee et al. [11] created a smart wearable with five 
flex sensors, two pressure sensors, and a three-axis inertial 
motion sensor. The device's embedded SVM classifier 
recognises alphabets. For gesture recognition, Huang et al. 
[12] designed a wearable glove with less graphene oxide 
fibre. It keeps track of the movement of ten joints in one 
hand. For British Sign Language (BSL) recognition, Dias et 
al. [13] used an instrumented glove with five flex sensors 
and two contact sensors. The information gathered is divided 
into three categories: construction, alphabet gesture, and 
relaxation period. For recognition, these data are fed into 
MLP-NN, KNN, SVM, RF, and NB classifiers. Li et al. [14] 
developed a sign language recognition system based on 
ultra-wideband radar. The Micro Doppler spectrogram input 
is used to calculate cumulative energy distribution, which 
divides the density bands for each cumulative energy 
distribution image. Gurbuz et al. [15] use a multi-frequency 
RF sensor network to measure ASL in a non-invasive, non-
contact manner regardless of lighting conditions. Further, the 
authors used SVM, KNN, and random forest to classify the 
signs and compare their performances. 

B. Vision-based Approaches 

Guo et al. [16] used a combination of 3D CNN and 
LSTM to capture spatiotemporal representations in a video. 
A stacked decoding network is also used to predict gloss and 
query adaptive fusion is used to generate sentences. Zhou et 
al. [17] proposed a multi-cue framework (spatial multi-cue 
and temporal multi-cue) for sign language recognition and 
translation to learn spatial-temporal correlations of visual 
cues. They used 2D CNN to generate multi-cue features, 
CTC-Decoder for sign language recognition, and SA-LSTM 
for sign language translation in this study. Breland et al. [18] 
proposed a Deep CNN model for gesture recognition, that is 
light-independent and is based on high-resolution thermal 
imaging. Passos et al. [19] used a two-step method with 
feature mapping and classification for gesture recognition in 
videos. They used deep neural network architecture to 
segment each body part, then used gait energy images to 
encode body part motion. 

For CSLR, Huang et al. [20] proposed a sequence-to-
sequence learning method using keyframe-centered clips 
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(KCCs) split out from the input video. The CNN features of 
RGB keyframes, HOG of depth motion maps, and trajectory 
features of skeleton joints are fused by the feature fusion 
layer for feature extraction. Finally, all multimodal features 
are combined and fed into an LSTM model for sub-word and 
then word construction. For accurate CSLR classification, 
Wei et al. [21] proposed a semantic boundary detection 
method based on reinforcement learning. Initially, a 
discriminative representation for sign video with multiscale 
perception loss is learned using a spatial-temporal CNN and 
bidirectional LSTM. Each segment's clip-level features were 
refined between adjacent boundaries to form a single feature 
vector. The sentence is then decoded from the refined video 
representation. Huang et al. [22] proposed a 3DConv neural 
network based on attention for SLR. Wu et al. [23] proposed 
a semi-supervised hierarchical dynamic framework based on 
a Hidden Markov Model for simultaneous gesture 
segmentation. The high-level spatiotemporal representation 
is learned using this method. The skeletal dynamics were 
handled by a Gaussian-Bernoulli Deep Belief Network 
(DBN), and batches of depth and RGB images were 
managed and fused by 3DCNN. Yu et al. [24] deal with the 
segmentation of old queries. 

III. PROPOSED SYSTEM 

The proposed work's general framework is depicted in 
Fig. 1, and a detailed flow diagram is depicted in Fig. 2.  
Keyframes extracted from the sign video were considered for 
input to the proposed model. Further, after spatial and 
temporal learning through CNN and LSTM, isolated words 
will be identified. Notations of the parameters used in this 
proposed work are given in Table I. 

TABLE I. PARAMETER NOTATION 

Symbol Description 

Sv Similarity value between images 

N Number of signs 

Fn’ 
Total number of frames in the video. Different for different 

inputs. 

FL1 Total key frames selected in level 1 from Fn’. 

FL2 Total key frames selected in level 2 from FL1. 

PF1, PF2 Pixel in frames 

Fw, Fh Frame width and height 

Pa Probability for each action 

Fig. 2 presents a flowchart of the proposed model: 

 key frame capturing based on similarity score for the 
input video] 

 Spatiotemporal learning through CNN and LSTM; 

 Isolated Output Prediction] 

 Sentence output using the encoder-decoder network. 

In our work, the vision-based dynamic recognition 
approach is used for real-time gesture recognition. Two 
subsequent phases of this method are sign language 
recognition and translation. Sign language recognition is 
performed through the one-to-one mapping between signs 
and isolated words. Sign language translation is performed 
for generating sentences from the mapping of sign and 

isolated words. The following sections discuss in detail the 
modules in the proposed work. 

 

Fig. 2. Flowchart for the proposed model. 

A. Key Frame Selection 

As discussed in Section I, keyframes from the input 
video will be extracted by comparing similarity scores 
between images adaptively. The steps for similarity score 
generation for the two inputted images were detailed in 
Algorithm 1. The diff_ratio is computed by analyzing each 
pixel in the two images which plays a vital role in similarity 
score identification. As there will be slight changes in pixel 
values in the key coordinates of the subsequent frames in the 
sign language video, each pixel change contributes to the 
accurate prediction of sign gestures. Also, from the 
literature, it is predominantly found and concluded that 
different sign gestures have slight changes in the pixel value. 
Thus, a novel pixel-wise similarity score generation 
algorithm was coined with a time complexity of O(n log(n)) 
where n denotes the total number of pixels in the image. 
Based on the similarity value of one frame with another 
frame in the video, the number of keyframes suitable for sign 
language recognition will vary. 

Fig. 3 depicts the adapted two-level key frame selection 
strategy. At level 1, frames with Sv greater than 1.5 will be 
selected and at level 2, Sv with values greater than 2 will be 
selected as keyframes. 

B. Feature Extraction 

Visual features are essential while working with images. 
Hence for the adaptively identified 𝐹𝐿2  keyframes, visual 
features will be extracted. Since CNN works best with image 
data, each identified keyframe will be passed into it to 
extract spatial information at a given time step in the input 
video. Features like body pose, hand position, and finger 
orientation will be identified for each frame. 
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Fig. 3. Adaptive key frame selection using similarity score. 

In our model kernel size of 3 Х 3 is used with a 2 Х 2 pool 

size. To reduce computational complexity and extract low-
level features like body edges, a max-pooling strategy is 
adopted. Max pooling mathematical notation as shown in (1) 

where 𝐻𝑤ℎ
𝑙

 denotes the activation layer of 𝑙. 

𝐻𝑤ℎ
𝑙 = 𝑚𝑎𝑥𝑥=0,…,𝑠,𝑦=0,…,𝑠𝐻(𝑤+𝑥)(ℎ+𝑦)

𝑙−1  (1) 

C. Sequence Learning 

To work with a continuous range of inputs across 
different time steps, temporal information through the entire 
input must be captured. Since RNNs are very effective in 
solving complex sequence-related problems, extracted visual 
features from CNN will be fed into a sequence of the RNN 

layer. In our proposed system, LSTM is the basic RNN cell. 
Temporal relations between subsequent frames will be 
captured throughout the entire video. 

In our proposed work to handle spatiotemporal 
information as depicted in Fig. 4, all the inputs 𝐹1,  𝐹2, … , 𝐹𝑡, 
cell outputs 𝐶1 , hidden states 𝑌 , and gates 𝑖𝑡 ,  𝑓𝑡 , 𝑜𝑡 
ConvLSTM are 3D tensors whose last 2 dimensions are 
spatial. Extracted features passed through CNN for spatial & 
visual feature learning. CNN followed by LSTM used for 
temporal learning across the video. The equations of 
ConvLSTM are represented in (2), where the convolution 
operation was denoted by ‘*’ and the Hadamard product was 
denoted by ‘ʘ’. Internal matrix multiplications are performed 
with convolution operations in ConvLSTM, a recurrent layer 
like LSTM. The data passes through the ConvLSTM cell, 
which maintains the input dimension of 3D until the end. 

𝑖𝑡 =  𝜎 (𝑊𝑥𝑖 ∗ 𝐹𝑡  + 𝑊ℎ𝑖 ∗  𝑌𝑡−1  +  𝑊𝑐𝑖ʘ 𝐶𝑡−1 + 𝑏𝑖)  

𝑓𝑡 =  𝜎 (𝑊𝑥𝑓 ∗ 𝐹𝑡  + 𝑊ℎ𝑓 ∗  𝑌𝑡−1  +  𝑊𝑐𝑓ʘ 𝐶𝑡−1 + 𝑏𝑓)  

𝐶𝑡 =  𝑓𝑡ʘ𝐶𝑡−1 + 𝑖𝑡ʘ𝑡𝑎𝑛ℎ (𝑊𝑥𝑐 ∗ 𝐹𝑡 + 𝑊ℎ𝑐 ∗ 𝑌𝑡−1 + 𝑏𝑐)  

𝑜𝑡 =  𝜎 (𝑊𝑥𝑜 ∗ 𝐹𝑡  + 𝑊ℎ𝑜 ∗  𝑌𝑡−1  +  𝑊𝑐𝑜ʘ 𝐶𝑡−1 + 𝑏𝑜)  

𝑌𝑡 = 𝑜𝑡 ʘ 𝑡𝑎𝑛ℎ (𝐶𝑡)                     (2) 

 

Fig. 4. Spatiotemporal learning through CNN and LSTM. 

D. Isolated Output Prediction 

For isolated SLR, our ConvLSTM model (see Table II) 
returns multiple sets of words as depicted in Fig. 5. From the 
obtained sequence of words, the class with the highest 
probability will be selected as output. 

𝑃𝑎 =  ∑ max (𝑃𝑎)𝑁
𝑖=0                        (3) 

 

Fig. 5. Isolated SLR output prediction. 

Algorithm 1  : Generate_Similarity_Score 

Input         : Images, I1 & I2 

Output         : Similarity value, Sv 

1. Sv←0   #Initially two images were not similar 

2. 𝑡𝑜𝑡𝐷𝑖𝑓𝑓 ← 0, 𝑝𝑖𝑥𝑒𝑙𝐷𝑖𝑓𝑓 ← 0, 𝑖𝑚𝑔𝑆𝑖𝑧𝑒 ← 0 

3. H ← height(I1)      // finds height of image  

4. W ← width(I1)     // finds width of image 

5. I2 ← resize(H, W) 

6. 𝑖𝑚𝑔𝑆𝑖𝑧𝑒 ← 𝐻 +  𝑊 

7. for each Pixel px1 ∈ I1, Pixel px2 ∈ I2 

a. 𝑝𝑖𝑥𝑒𝑙𝐷𝑖𝑓𝑓 ←  𝑝𝑥1 −  𝑝𝑥2 

b. 𝑡𝑜𝑡𝐷𝑖𝑓𝑓 ← 𝑡𝑜𝑡𝐷𝑖𝑓𝑓 + 𝑝𝑖𝑥𝑒𝑙𝐷𝑖𝑓𝑓 

8. 𝑑𝑖𝑓𝑓_𝑟𝑎𝑡𝑖𝑜 ←  
𝑡𝑜𝑡𝐷𝑖𝑓𝑓

𝑖𝑚𝑔𝑆𝑖𝑧𝑒
 

9. 𝑠𝑡𝑎𝑟𝑡_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ←  1 

10. 𝑒𝑛𝑑_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ←  𝑑𝑖𝑓𝑓_𝑟𝑎𝑡𝑖𝑜 /2 

11. while (start_threshold <= end_threshold) 

a. 𝑆𝑣 ←
𝑠𝑡𝑎𝑟𝑡_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 + 𝑒𝑛𝑑_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

2
 

b.  if (𝑑𝑖𝑓𝑓_𝑟𝑎𝑡𝑖𝑜 >  𝑆𝑣2) 

i. 𝑠𝑡𝑎𝑟𝑡_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ←  𝑆𝑣 +  1 

ii. 𝑆𝑣_𝑢𝑝𝑑𝑎𝑡𝑒 ←  𝑆𝑣 

c. else if (𝑑𝑖𝑓𝑓_𝑟𝑎𝑡𝑖𝑜 <  𝑆𝑣2) 
𝑒𝑛𝑑_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ←  𝑆𝑣 −  1 

d. else 
     return Sv 

12.  return Sv_update 
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TABLE II. THE ARCHITECTURE FOR ISOLATED WORD PREDICTION USING 

CONVLSTM. 

Layer Kernel Output Size 

Keyframes - FL2 x 128 x 128 

ConvLSTM2D 3, 3 FL2 x 126 x 126 

MaxPooling3D 1, 2, 2 FL2 x 63 x 63 

ConvLSTM2D 3, 3 FL2 x 61 x 61 

MaxPooling3D 1, 2, 2 FL2 x 31 x 31 

ConvLSTM2D 3, 3 FL2 x 29 x 29 

MaxPooling3D 1, 2, 2 FL2 x15 x 15 

ConvLSTM2D 3, 3 FL2 x 13 x 13 

MaxPooling3D 1, 2, 2 FL2 x 7 x 7 

Flatten - 1 x 24304 

E. Sentence Generation 

For Continuous SLR, an encoder-decoder network is 
used for sentence generation. In our proposed work both 
encoder and decoder were developed using LSTM models. 
Instead, different RNNs could also be used for sentence 
generation. The encoder reads the input sequence and stores 
information in internal state vectors. The decoder’s initial 
states are initialised from the output of the encoder. This 
vector triggers the decoder to start generating the output. Fig. 
6 depicts the encoder-decoder architecture using LSTM (X1 

to Xn are identified keyframes) and Fig. 7 represents the 
sentence generation with natural language processing. 

Hidden states in the encoder state are computed using (4) 
and in the decoder, states are computed using (5). Instead of 
the output layer in Isolated SLR, an encoder-decoder using LSTM 

is added for sentence generation. 

ℎ𝑡 =  𝑓 (𝑊ℎℎ ∗ 𝑌𝑡−1  + 𝑊ℎ𝑥 ∗  𝑋𝑡 )              (4) 

ℎ𝑡 =  𝑓 (𝑊ℎℎ ∗ 𝑌𝑡−1 )                                (5) 

 

Fig. 6. Encoder decoder architecture built with LSTM for sentence 

generation. 

 

Fig. 7. Continuous SLR output prediction. 

IV. EXPERIMENT 

A. Dataset 

The Chinese Sign Language Dataset [25-30] is used in 
our experiments for analysis and evaluation of the proposed 
approach. Isolated SLR and Continuous SLR are two types 
of SLR. Isolated SLR consists of 500 words, each spoken 
five times in sign language by 50 people. Continuous SLR 
consists of 100 sentences, each spoken five times by 50 
signers in sign language. Each sentence contains 4 to 5 
words on average. In addition, the experimental evaluation 
was also carried out in another notable dataset, CSL-Daily 
[31], which focuses on Chinese sign language, featuring 
18401 training, 1077 development, and 1176 testing video 
samples, showcasing performances from ten signers across 
diverse topics like family life, medical care, and school life. 
CSL-Daily encompasses a gloss vocabulary of size 2000. 
The datasets Phoenix-2014 and Phoenix-2014T, as discussed 
by [32] and [33] respectively, are prominent in the field of 
Sign Language Recognition (SLR) in Germany. Phoenix-
2014 includes 5672 training, 540 development, and 629 
testing samples, with a gloss vocabulary of 1295. 
Conversely, Phoenix-2014T is an extension of Phoenix-
2014, offering 7096 training, 519 development, and 642 
testing samples, with a gloss vocabulary of 1085. 

B. Model Setting for Isolated & Continuous SLR 

Initially, the given input video will be split into 𝐹𝑛
′ frames 

i.e., 𝐹1𝐹2, … 𝐹𝑛
′. By default, frame 1 (𝐹1) will be selected as 

one of the keyframes. Then a similarity score will be 
calculated between 𝐹1  and its subsequent frames. If the 𝑆𝑣 
value between two frames is greater than 1.5 then it will be 
selected as a keyframe. Further, 𝐹1 will be replaced by the 
chosen keyframe and the similarity value will be calculated 
from the immediate next frame. The loop continues till the 
end of the last frame. At level 1, 𝐹𝐿1 frames are selected as 
keyframes. The following Fig. 4 shows sample key frame 
selection in level 1. 

For the selected keyframes from level 1, similarity scores 
will be calculated again. 𝑆𝑣  values greater than 2 will be 
selected as keyframes in level 2. Finally, 𝐹𝐿2 frames were 
selected as key frames from the input video. Fig. 5 shows 
frames selected from level 1 with 𝑆𝑣 > 2. 

As shown in Fig. 3, the given input video keyframes will 
be identified in two levels. At level 1, frames with an 𝑆𝑣 
value less than 1.5 are not considered keyframes. Level 1 
frame selection is shown in Fig. 8. At level 2 frames with an 
𝑆𝑣 value, less than 2 are not considered keyframes. Level 2 
key frame selection is shown in Fig. 9. 

 

Fig. 8. Level 1 key frame selection with Sv> 1.5. 
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Fig. 9. Level 2 key frame selection with Sv> 2. 

Followed by the adaptive key frame extraction from the 
input video, those frames are resized to a size of 64x64 and 
normalized to reduce the computational complexity. Fig. 10 
shows body pose features extracted using our custom-
designed lightweight CNN architecture to cope with the 
overall less complex design. At layers 1 and 2 outer body 
pose features are learned. At levels 3 & 4 features are 
learned vertically for effective capturing of hand and finger 
orientation. 

 

Fig. 10. Features extracted using CNN. 

The proposed model for Isolated SLR consists of four 
ConvLSTM layers with a kernel size of 3x3 and four pooling 
layers with a size of 2x2. Softmax activation function was 
used with optimiser as Adam, loss as categorical cross-
entropy, learning rate as 0.001, and batch size as 4. For 
Continuous SLR, an encoder-decoder network has been 
added with the previously trained model for isolated SLR. 
Both encoder-decoder networks have a kernel of size 3x3 
and tanh as an activation function. 

A. Model Comparison 

Since our proposed model was constructed with the 
encoder-decoder framework, it is compared with other 
similar models: S2VT [34] (standard 2-layer encoder-
decoder architecture), LSTM-E [35] (deep 2DCNN and 3D 
CNN features with mean pooling for high semantic 
embedding), LSTM-Attention [36] (attention mechanism to 
capture temporal relations), LSTM-Global-Attention [37] 
(global attention mechanism is explored for NMT), and HRF 
[16] (hierarchical recurrent deep fusion). 

B. Evaluation of LSTM 

In the simple LSTM approach, the extracted keyframes 
were directly fed into LSTM for sign language recognition. 
The LSTM model achieves a training accuracy of 0.54 and a 
testing accuracy of 0.53. Fig. 11 and Fig. 12 show the 
comparison of training and validation loss and training and 
validation accuracy for LSTM (Table III). 

TABLE III. COMPARISON OF SLT (OURS) WITH ENCODER-DECODER 

ARCHITECTURE 

Model PRECISION 

S2VT [34] 0.897 

LSTM-E [35] 0.882 

LSTM-Attention [36] 0.851 

LSTM-global-Attention [37] 0.858 

HRF-S [16] 0.924 

HRF-S-att [16] 0.929 

Ours 0.932 

 

Fig. 11. Simple LSTM: Training vs. testing loss comparison. 

 

Fig. 12. Simple LSTM: Training vs. testing accuracy comparison. 
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C. Evaluation of GRU 

Instead of LSTM, the extracted keyframes will be 
directly fed into GRU for sign language recognition. GRU 
model achieves a training accuracy of 0.56 and a testing 
accuracy of 0.53. Fig. 13 and Fig. 14 show the comparison 
of training and validation loss and training and validation 
accuracy for GRU. 

 

Fig. 13. Simple GRU: Training vs. testing loss comparison. 

 

Fig. 14. Simple GRU: Training vs. testing accuracy comparison. 

D. Evaluation of ConvLSTM 

In ConvLSTM (Ours), extracted keyframes will be 
directly fed to ConvLSTM for spatial and temporal learning 
to recognise sign language. Compared to the previous two 
models ConvLSTM model achieves a training accuracy of 
0.90 and a testing accuracy of 0.88. Fig. 15 and Fig. 16 show 
the comparison of training and validation loss and training 
and validation accuracy for the ConvLSTM model. 

 

Fig. 15. ConvLSTM Model: Training vs. testing loss comparison. 

 

Fig. 16. ConvLSTM Model: Training vs. testing accuracy comparison. 

E. Comparison of LSTM Vs. GRU Vs. Convlstm 

Comparing all the three models ConvLSTM gives better 
performance since it captures both spatial and temporal 
information. The ConvLSTM model achieves an accuracy of 
0.90 while the other two approaches produce 0.54 and 0.56 
for LSTM and GRU respectively and it is illustrated in 
Table IV. 

TABLE IV. COMPARISON OF SLT (OURS) WITH ENCODER-DECODER 

ARCHITECTURE ON DIFFERENT EVALUATION METRICS 

Model 

Training Testing 

Accuracy Loss Accuracy Loss 

LSTM 0.54 0.62  0.53 0.41 

GRU 0.56 0.64 0.53 0.48 

Ours 0.90 0.21 0.88 0.26 

F. Comparison with State-of-the-ART Works 

Table V shows the evaluation of different metrics in the 
CSL dataset. 

TABLE V. THE EVALUATION OF DIFFERENT METRICS IN THE CSL 

DATASET 

Model PRECISION BLEU METEOR ROUGE-L 

S2VT [34] 0.897 0.902 0.642 0.904 

HRF-S [16] 0.924 0.942 0.699 0.944 

HRF-S-att 
[16] 

0.929 0.948 0.703 0.951 

Ours 0.932 0.949 0.710 0.951 

In this section, the detailed analysis is carried out with 
other datasets and it is given in Table VI, Table VII and 
Table VIII. 

TABLE VI. SOTA FOR BLEU-4 AND ROUGE ON PHOENIX-2014T 

BENCHMARK 

Method Dev Test 

BLEU-4 ROUGE BLEU-4 ROUGE 

PT [38] 11.82 33.18 10.51 32.46 

AT [39] 12.65 33.68 10.81 32.74 

MDN [40] 11.54 33.40 11.68 33.19 

MoMP [41] 14.03 37.76 13.30 36.77 

FS-NET [42] 16.92 35.74 21.10 42.57 

SignDiff [43] 18.26 39.62 22.15 46.82 

Ours 27.93 52.81 29.25 54.58 
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TABLE VII. SOTA FOR WER ON PHOENIX-2014 AND PHOENIX-2014T 

Method 
Phoenix-2014 Phoenix-2014T 

Dev (%) 

WER 

Test (%) 

WER 

Dev (%) 

WER 

Test (%) 

WER 

SubUNets [44] 40.8 40.7 - - 

CNN-LSTM-HMMs [45] 26.0 26.0 24.1 26.1 

FCN [46] 23.7 23.9 23.3 25.1 

Joint-SLRT [47] - - 24.6 24.5 

SignBT [31] - - 22.7 23.9 

Two-Stream-SLR [48] 18.4 18.8 17.7 19.3 

CorrNet [49] 18.8 19.4 18.9 20.5 

CVT-SLR [50] 19.8 20.1 19.4 20.3 

SEN [51] 19.5 21.0 19.3 20.7 

Ours 16.8 16.2 15.9 15.7 

From the experimental evaluation it is found that by 
incorporating a novel adaptive key frame extraction 
technique, there is a significant improvement in the BLEU-4 
and ROUGE score on the diversified datasets of 
consideration. Also, the noticeable decrease in the Word 
Error Rate by around 2% indicates that the proposed system 
to extract keyframes for continuous sign language in video 
outperforms SOTA systems. 

TABLE VIII. SOTA FOR WER ON THE CSL-DAILY DATASET 

Method WER 

Dev (%) Test (%) 

SubUNets [44] 41.1 41.0 

FCN [46] 39.0 39/4 

Joint-SLRT [47] 33.1 32.0 

SignBT [31] 33.2 33.2 

Two-Stream-SLR [48] 25.4 25.3 

CorrNet [49] 30.6 30.1 

SEN [51] 31.1 30.7 

Ours 19.3 19.1 

V. CONCLUSION 

The paper has proposed multimodal output from 
continuous sign language using ConvLSTM with adaptive 
frame selection that achieves an accuracy of 90% with a 
precision rate of 0.93. The proposed network provides better 
performance by capturing spatial and temporal information 
in the video through CNN and LSTM. The experimental 
discussion shows that our proposed model performs well for 
Isolated and Continuous SLR. However, the Continuous 
SLR still has some issues due to word order mapping with 
signs, and sentences with an average of 4-5 words are only 
taken. As a future work, it is planned to enhance the 
performance of sign-word mapping in the sentence, 
particularly augmenting the sign language-based education 
system with the outcomes presented in this study. The 
analysis and evaluation will be experimented with over 
bigger sentences with long sign actions to test the robustness 
of the proposed model.  
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Abstract—Bioinformatic data concentrated on the 

accumulation of data pace in the undesired information. 

Bioinformatics data has vast data-intensive biological information 

through the computation of data. However, bioinformatics data 

utilizes statistical methods with gene expression for cancer 

diagnosis and prognosis. Microarray data provides rough 

approximations for gene expression analysis. Microarray dataset 

evaluates the massive gene features presence of sample size and 

characteristics of microarray data. Hence, it is necessary to 

evaluate the features in the microarray dataset to exhibit effective 

outcomes through patterns of gene expression. This paper 

presented a re-sampling of random probability Swarm 

Optimization (RRP_SW). With RRP_SW model uses the random 

re-sampling model estimation of features. The features are 

evaluated through the computation of a multi-objective 

optimization model. In the microarray, dataset re-sampling 

estimated the features in the datasets. The features are samples 

through the computation of probability values in the datasets for 

classification. With the RRP_SW model, extreme learning is 

utilized for the classification of features in the microarray dataset 

with the benchmark datasets. 

Keywords—Feature Selection; classification; gene expression 

data; Microarray; RRP_SW; hybrid feature selection 

I. INTRODUCTION 

Many scientists have been drawn to the study of gene 
expression levels using microarrays because it is one of the gold 
standard instruments for doing so. According to the medical 
community, cancer ranks among the deadliest conditions 
imaginable. Medical science can manage and cure the disease, 
but only if caught early. Microarray samples typically have a 
high feature count, low sample size, and high levels of noise [1]. 
The features of the microarray dataset have not changed 
significantly over the past few decades. The microarray dataset 
is notoriously difficult to analyze due to its high dimensionality, 
which is defined as an excessive number of features for various 
examples with an unbalanced number of classes [2]. 

One uses the feature selection approach to identify disease-
associated genes. Classification precision is commonly used as 
a metric by which to judge the quality of feature selection [3]. 
Accordingly, categorizations play a significant role in 
recognizing genes. Disease categorization in gene expression 
data is often referred to simply as classification. The 

generalization capability of a classification model can be flawed 
[4] due to the curse of a limited sample size and large 
dimensions. Considering these characteristics of microarray 
datasets, the reduction of dimensions is very much essential 
before the classification. Dimensionality reduction in gene 
expression data is commonly thought to be achieved through 
feature selection [5]. Therefore, accurate disease detection or 
gene identification using these datasets requires efficient feature 
selection and appropriate classifiers. On the other hand, bad 
class imbalance can contribute to erroneous classification 
results. Thus, it is essential to employ a reliable resampling 
method in order to address this issue [6]. 

Many scholars have focused on feature selection strategies 
in recent years [7]. Many techniques have been proposed for 
feature selection in order to identify genes that are by effected 
disease [8]. A hybrid method involving mRMR and SVM-RFE 
was suggested for selecting relevant genes [9]. An improved 
version of SVM-RFE, which also relies on a form of mutual 
information, was suggested [10]. A further disadvantage of 
SVM-RFE is how long it takes to complete a single analysis. 
Faster feature selection using a two-stage support vector 
machine - random forest ensemble [11]. An adapted form of 
RFE was suggested, in which the target number of features to be 
dropped varies with each iteration. However, while this method 
guarantees faster results, the grade of the features selected may 
suffer. In order to RFE on the fly [12]. These techniques have 
improved efficiency while decreasing time spent on it. The 
primary goals of this thesis are to increase processing speed and 
solve the problem of feature selection so that the quality of 
feature selections can be enhanced. Class imbalance [13] 
describes a situation in which there is a large disparity between 
sample sizes that come from various social strata. Inequitable 
distribution of resources among groups can lead to unpredictable 
categorization outcomes. If there are two classes represented in 
the test group, for instance, and sample X is twice as large as 
sample Y, then the distribution is skewed. This test dataset's 
samples were all correctly identified as X, yielding an accuracy 
of 66.67%, which is higher than 50%. Therefore, it is reasonable 
to infer that class imbalance will undermine the reliability of the 
categorization scheme. Therefore, researchers suggested 
resampling strategies to deal with these issues [14]. Over-
sampling and under-sampling are the two common resampling 
techniques used historically. It's possible that overfitting or data 
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loss occurred because the samples were randomly chosen from 
the minority or eliminated from the major and then replicated 
[15]. 

Cancer classification using microarray data aims to identify 
the relevant hidden gene patterns for an accurate diagnosis [16]. 
The microarray data classification aims to find the significance 
of the identified genes and their correlation at the genome level. 
The features are selected based on the identification of a number 
of gene classes and select the features for the reduction of genes 
for classification samples. Support Vector Machines (SVM), 
Decision Trees (DT), Artificial Neural Networks (ANN), K-
Nearest Neighbors (kNN), Extreme Learning, and Regularized 
Extreme Learning [17] are frequently used categorization 
techniques. 

The challenges in today’s microarray data are the availability 
of large numbers of genes and relatively few samples. The 
number of samples available is limited due to the difficulty in 
collecting microarray samples [18]. Microarray gene expression 
data are used to identify a subset of genes that are either co-
expressed or expressed differently. The differential genes used 
to classify the samples based on the expression pattern 
identified. Co-expressed genes recognize groups with similar 
patterns of expression as a functional enhancement for the 
analysis of biological pathways [19]. On the other hand, as 
biomarkers, deferentially expressed genes are used to define 
tumors and various tumor sub-types. The attempt to find 
molecular invariant or differential behavior relevant to a given 
biological problem has been applied to the gene expression 
analysis problem [20]. By reducing the number of features and 
thus increasing the co-relationship between gene expression 
levels, classification accuracy is improved. Microarray and gene 
expression analysis has acquired a position in biology and 
medicine in recent studies. It still requires a much more efficient 
classification technique to analyze the enormous amount of data 
[21]. Also, an effective way to determine the relevance of the 
gene and thus create an excellent diagnostic prediction 
algorithm is necessary. It is hard to determine gene dependency. 
Methods of gene selection are therefore required that evaluate 
each gene separately based on its characteristics [22]. This 
information must be extracted from microarray data and is an 
essential issue to address. Extracting interesting gene patterns 
based on the information obtained is a desirable goal. In order to 
address all these issues, a more optimized and cohesive 
framework is needed. 

A. Contribution and Organization of Paper 

This paper proposed an RRP_SW model for the feature 
selection and classification in the microarray dataset for disease 
diagnosis. The specific contribution of the research is presented 
as follows: 

1) To evaluate the gene expression evaluates the re-

sampling-based model for the computation of features. 

Microarray datasets are pre-processed and evaluated based on 

the sampling process for the evaluation of features in the 

datasets. 

2) Through the re-sampling the features are evaluated, and 

the probability features are computed based on the estimation 

of optimal values. The particle swarm optimization features are 

computed based on the estimated variables. 

3) The particle swarm optimization model evaluates the 

feature estimation variables through probability estimation. The 

simulation analysis expressed that the proposed RRP_SW 

model exhibited higher accuracy for the classification of the 

benchmark datasets. 

It is structured as follows in the paper: The relevant works 
for the microarray datasets are given in Section II. In Section III, 
we detail our approach to researching the RRP_SW model, and 
in Section IV, we share our findings from running simulations 
of the model. In Section V, we show the overall conclusion 
reached using the proposed RRP_SW model. 

II. RELATED WORKS 

In study [23] proposed an algorithm for the two phases such 
as the wrapping and filtering process. Initially, the developed 
model evaluates the steps to minimize the prediction number for 
the variation in the target based on relevance value. The 
proposed heuristics model ratio was evaluated based on the 
compromised rule between relevance and complementary 
values. With the wrapping phase, the graph-based model is 
employed for the relevance feature for the complementary 
values between each other through discriminative features. 
Through the graph-based feature selection algorithm model, the 
complementary features are estimated based on the relevance 
values. The experimental analysis uses the 13-microarray gene 
dataset with 8 binary and five multi-class microarray datasets. 
With the 10-fold validation model Support Vector Machine 
(SVM), Naïve Bayes (NB) and Artificial Neural Network 
(ANN) are employed. The experimental results demonstrated 
that hybrid model exhibited the improved performance 
compared with the conventional classifier model. 

As a means of selecting features from a high-dimensional 
microarray dataset, the study in [24] introduced the Altruistic 
Whale Optimization Algorithm (AltWOA).  AltWOA uses the 
conventional Whale Optimization algorithm for the efficient 
propagation of the efficient features optimum in the iteration 
process. The AltWOA model comprises of the eight high 
dimensionality dataset exhibits the improved performance 
compared with the classical technique for the analysis in terms 
of accuracy and feature selection. 

In study [25] adopted ensemble-based feature selection 
model based on consideration of genetic algorithm and t-test for 
the computation with the consideration of the optimal feature 
subsets based on consideration of different datasets. Using an 
analysis of the Nested Genetic algorithm's performance on a 
variety of DNA Methylation data sets. When applied to the 
colon cancer dataset, the Nested-GA dataset created using the 
Incremental Feature Selection (IFS) strategy for the best subset 
of genes shows superior performance after 5-fold validation. 
The experimental validation of the independent dataset provides 
a classification accuracy of 99.9% based on the consideration of 
the biological features for the validation of the resulting analysis. 
For the DNA methylation model the Nested -GA model exhibit 
the effective feature selection for Gene Expression. The 
experimental analysis expressed that developed Nested-GA 
model exhibits the higher classification optimal feature subset 
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compared with the other algorithm. Through the DNA-
Methylation data, the model exhibited an accuracy value of 
98.4%. 

In study [26] evaluated the CCFS features for the random 
dataset with the utilization for the cooperation filter criteria. The 
optimization model uses the fitness function with the estimation 
of optimal solution space through a gravitational search 
algorithm. With the CCFS model, several microarray high 
dimensional datasets are evaluated and compared with the 
feature selection with Interact (INT) and Maximum Relevancy 
Minimum Redundancy (MRMR). The experimental analysis 
expressed that non-parametric statistical analysis is performed 
for the non-parametric features based on selected features with 
improved accuracy, sensitivity, and specificity. 

In study [27] comparatively evaluated the different feature 
sets based on the wrapper and fuzzy rough set for the feature 
selection. The evaluation is based on the consideration of 
execution time, classification accuracy, and selected feature 
numbers. The experimental analysis results expressed that 
feature selection is evaluated based on cancer microarray gene 
datasets. The results expressed that KNN model exhibited higher 
accuracy compared with the conventional classifier model. The 
fuzzy rough set model feature selection model exhibits the 
computational with the higher and minimal number of genes to 
estimate the filter correlation features. 

In study [28] developed a distributed feature selection model 
for the fuzzy set model features. The datasets are classified 
based on the different subsets based on the fuzzy shuffling and 
set theory. Every subset is individually evaluated HCPF 
(Hesitant fuzzy set-based feature selection algorithm 
using Correlation coefficients for Partitioning Features). With 
the merging procedure, the feature subset is updated and 
improves the classification accuracy. For the high-dimensional 
microarray datasets, the technique is tested using a centralized 
algorithm and 22 sets of distributed features. The experimental 
analysis demonstrated that the developed model achieves 
significant results compared with the other non-parametric 
features approach. 

III. FEATURE SELECTION WITH THE RE-SAMPLING 

PROBABILITY ESTIMATION 

Feature selection is a crucial step in the analysis of high-
dimensional gene expression datasets, such as those obtained 
from Marray experiments. One effective method for feature 
selection is the Re-sampling Probability Estimation (RPE) 
technique. Let 𝑋 = [𝑥𝑖𝑗] be the gene expression matrix where 
𝑥𝑖𝑗 denotes the expression level of the j-th gene in the iii-th 
sample, and 𝑦 = [𝑦𝑖]  be the vector of class labels for the 
samples. First, each gene is ranked based on a statistical 
measure. Suppose we use the t-statistic for ranking genes 
defined in Eq. (1). 

𝑡𝑗 =  
�̅�𝑖1− �̅�2𝑗

√
𝑥1𝑗

2

𝑛1
+

𝑥2𝑗
2

𝑛2
 

                                         (1) 

where �̅�𝑖1 and �̅�2𝑗 the mean expression levels of gene j in the 

two classes, 
𝑥1𝑗

2
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 and 

𝑥2𝑗
2

𝑛2
are the standard deviations, and 𝑛1 and 

𝑛2 are the number of samples in each class. To assess the 
stability of the rankings, we employ bootstrapping. In each 
iteration k, a bootstrap sample 𝑥𝑘is generated by sampling with 
replacement from X. The t-statistic is then computed for each 
gene in the bootstrap sample stated in Eq. (2). 
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Fig. 1. Flow Chart of Re-Sampling in M-array 

After BBB bootstrap iterations, each gene j will have a 

distribution of t-statistics 𝑡𝑗
𝑘 . To estimate the probability that 

gene j is consistently ranked among the top features, we 
calculate the frequency 𝑝𝑗 with which gene j appears in the top 

𝑀 rankings defined in Eq. (3). 

𝑝𝑗 =  
1

𝐵
∑ 𝑡𝑗

(𝑘)𝐵
𝑘=1                               (3) 

A threshold τ is set to select the genes with a high re-
sampling probability. The selected set of genes {𝑆} is given in 
Eq. (4). 

𝑆 = {𝑗 ∣ 𝑝𝑗 ≥ 𝜏}                                (4) 

This threshold can be chosen based on domain knowledge or 
statistical criteria such as the false discovery rate (FDR). In 
Marray gene expression datasets, which typically involve 
thousands of genes across multiple samples, applying the RPE 
method helps in identifying a subset of genes that are most 
relevant to the biological question at hand. For instance, in 
distinguishing between different disease states, the selected 
genes are those that consistently show significant differential 

https://www.sciencedirect.com/topics/mathematics/correlation-coefficient-rho
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expression across multiple bootstrap samples, thus providing a 
robust and reliable feature set for further analysis. 

Algorithm 1: Feature Selection with Re-sampling 
Probability Estimation 

Input: Gene expression matrix X (samples x genes), class labels 
y, number of bootstrap iterations B, threshold τ 

Output: The selected set of informative genes S 

1. Data Preparation 

   Normalize the data matrix X 

   Handle missing values if any 

2. Initial Feature Ranking 

   for each gene j in X do 

       Compute t-statistic 𝑡𝑗 based on class labels y 

   end for 

3. Re-sampling 

   Initialize an empty list to store bootstrap rankings 

   for k = 1 to B do 

       Generate a bootstrap sample 𝑥𝐾  by sampling with 
replacement from X 

       Compute t-statistics 𝑡𝑗
𝑘  for all genes in the bootstrap 

sample 𝑥𝐾 

       Rank the genes based on 𝑡𝑗
𝑘 

       Store the rankings in the list 

   end for 

4. Probability Estimation 

   Initialize a dictionary to count top-M appearances for each 
gene 

   for each gene j do 

       Set count[j] = 0 

       for each bootstrap iteration k do 

           if gene j is in the top-M rankings in bootstrap sample k 
then 

               Increment count[j] by 1 

           end if 

       end for 

       Compute probability 𝑝𝑗 = 𝑐𝑜𝑢𝑛𝑡[𝑗]/𝐵  

   end for 

5. Selection of Features 

   Initialize an empty set 𝑆 

   for each gene j do 

       if 𝑝𝑗  >=  𝜏 then 

           Add gene j to set S 

       end if 

   end for 

6. Return the set of selected genes S 

A hybrid approach RRP_SW method is proposed as a hybrid 
feature selection that combines the advantages of minimizing 
redundancy and maximizing relevancy (mRMR) and adaptive 
genetic algorithm (AGA). The architecture of the proposed 
model is illustrated in Fig. 2. 

 
Fig. 2. Architecture of RRP_SW. 

A. Classification Problem 

The problem of determining the categories of new 
observation based on the previously analyzed similarity of data 
is called as classification in machine learning. Classification can 
be formally defined as: 

Definition: X = {x1, · · · xn} are set of given data points. , 
each of them belongs to a finite set of classes Y = {y1, · · · , 
ym}, the classification task is to generate a function f : X → Y 
wherein, elements of X maps to elements of Y xi is known as an 
instance (or sample), which has a definite set of features 𝐹 =
 {𝑓1,· · · , 𝑓𝑙} that may be numerical or categorical either. These 
features are often termed as variables or attributes, which are 
used interchangeably in this thesis. Every data point xi has an 
association with a label yi , that shows its class from set Y. The 
main aim of classification is to design a model, that can 
determine their label yi for the given data point xi. 

Fig. 1 illustrates the system architecture of the proposed 
techniques. The raw data are gene expression microarray 
datasets. Due to the potential for the data to be inconsistent and 
chaotic, it must first undergo pre-processing. The suggested 
resampling method is then used to generate the balanced 
datasets. The proposed feature selection technique is then 
applied at step 48 to choose relevant characteristics.(genes). 
Finally, various classifiers are utilized to evaluate the efficiency 
and efficacy of the procedure. The process flow of Proposed 
RRP_SWM is presented in Fig. 3. 

B. Proposed method Re-sampling Based Swarm Optimization 

The imbalance of class problem has been addressed using 
this method. The data on gene expression is biologically specific 
and, therefore, should not be changed arbitrarily. Therefore, the 
suggested method intends to deal with the imbalance of class for 
microarray data without resorting to over-fitting 49 of model and 
hence losing information, while maintaining the integrity of the 
inspired biological value. It is believed in this strategy that 
samples with the same label undergo the same distribution. 
Under this hypothesis, a data matrix was built that includes a 
small group. Then, the new sample value for that location was 
determined by selecting one value at random from each column. 
To ensure that each class had an equal number of 
representatives, the current sample was saved, and the procedure 
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was repeated k times. When all was said and done, k examples 
were collected that mirrored the original dataset's feature 
distribution in the microarray data. The RRP_SW method is 
illustrated below as Algorithm 2: 

Algorithm 2: RRP_SW for the Feature Extraction 
Input: X - Given minority sample matrix for the data, k- new 

sample count 

Output: X - New data matrix 

while (k >= 1) : do 

for j = 1, 2, ..., n (n column size of X): do 

Random value V chosen from Xj (X column in jth features) 

Save V to the respective position of a new sample. 

End 

Update the new X sample; 

k = k − 1; 

end 

Return X; 

In this case, the rows represent samples and the columns 
indicate genes (features) that will be used to evaluate the given 
microarray class data (represented by the matrix X). 

 

Fig. 3. Flow Chart of RRP_SW. 

C. Large Scale Swarm Optimization 

In place of SVM, large-scale swarm optimization (LSSO) 
was used to expedite the weights allocation procedure. LSSOs 
were specifically created for the purpose of classifying massive 
amounts of data, such as text. Text data has very big dimensions, 
and so do the microarray datasets. This means that microarray 
databases will also work well with LSSO. The goal function of 
the large-scale liner SVM is given by the Eq. (5): 

𝑚𝑖𝑛𝑤𝑓(𝑤) ≡ ‖𝑤‖1 + 𝐶 ∑ 𝑏𝑖(𝑤)2
𝑖∈𝐼(𝑤)        (5) 

Were, 

𝑏𝑖(𝑤) ≡ 1 − 𝑦𝑖𝑤𝑇𝑥𝑖 

𝐼(𝑤) ≡ {(𝑖|𝑏𝑖(𝑤) > 0)} 

For the ith sample, the feature vector is denoted by xi, while 
the sampling procedure for feature vector yi is denoted by w. 
Consequently, in large-scale swarm optimization, the loss 
function is a square pivoted L1 regularized function. The degree 
to which the weight vector is sparse is determined by the 
punishment factor C > 0.(w). As C grows, the weight vector(w) 
becomes sparser, which penalizes genes with lower significance 
and thus higher weights to 0. The ultimate decision function 
looks like Eq. (6) for all swarm optimizations: 

𝑓(𝑥∗) = 𝑠𝑖𝑔𝑛(𝑤. 𝑥∗)                               (6) 

The unknown sample feature vector is denoted by x ∗. One 
variable is updated by cyclic coordinate descent method to 

generate 𝑤𝑘.𝑗 ∈ 𝑅𝑛 , 𝑗 = 1, … . , 𝑛 + 1from the current solution 
w k . Where, j and k refer as feature(variable) and iteration 

respectively. Thus, 𝑤𝑘,1 = 𝑤𝑘 , 𝑤𝑘,𝑛+1 = 𝑤𝑘+1, and hence it is 
mentioned in Eq. (7). 

𝑤𝑘,𝑗 =  [𝑤1
𝑘+1, … . . , 𝑤𝑗−1

𝑘+1, 𝑤𝑗
𝑘 , … . , 𝑤𝑛

𝑘] for 𝑗 = 2, … . , 𝑛  (7) 

The one-variable optimization problem shown below was 

solved, for updating 𝑤𝑘,𝑗 to 𝑤𝑘,𝑗+1 as in Eq. (8). 

𝑚𝑖𝑛𝑠𝑔𝑗(𝑧) = |𝑤𝑗 + 𝑧| + 𝐿𝑗
′ (0, 𝑤)𝑧 +

1

2
𝐿𝑗

′′(0: 𝑤)𝑧2 +

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                        (8) 

Where, 

𝑒𝑗 = [0, … . ,0,1,0, … . . ,0]𝑇 ∈ 𝑅𝑛 

𝐿𝑗(𝑧; 𝑤) ≡ 𝐶 ∑ 𝑏𝑖(𝑤 + 𝑧𝑒𝑗)2

𝑖∈𝐼(𝑤+𝑧𝑒𝑗)

 

And it can be stated as in Eq. (9) and Eq. (10). 

𝐿𝑗
′ (0, 𝑤) =  −2𝐶 ∑ 𝑦𝑖𝑥𝑖𝑏𝑖(𝑤)𝑖∈𝐼(𝑤+𝑧𝑒𝑗)    (9) 

𝐿𝑗
′′(0: 𝑤) = 𝑚𝑎𝑥(2𝐶 ∑ 𝑥𝑖𝑗

2 , 10−12
𝑖∈𝐼(𝑤) )  (10) 

Since Lj (z;w) is not a double differentiable, so Eq. (10) is 
an approximate expression. 

The variables are evaluated based on the consideration of 
variable j and z as in Eq. (11). 

𝑤𝑗
𝑘𝑗+1

= 𝑤𝑗
𝑤𝑗

+ 𝑧∗                      (11) 

D. Mutual Information Relevance and Redundancy 

The mutual information about the microarray dataset is 
evaluated with the re-sampling random probability Swarm 
Optimization (RRP_SW). The RRP_SW dataset are estimated 
for the entropy features as presented in Eq. (12). 

𝐻(𝑋) = ∑ 𝑃𝑥(𝑋)log (𝑃𝑥(𝑋))
𝑁𝑥
𝑥=1              (12) 

In the above Eq. (8), the probability class for the features are 
denoted as (𝑃𝑥|𝑥 = 1,2, … . . , 𝑁𝑥) . The average conditional 
probability of the variables is computed based on the feature 
vector as in Eq. (13). 

𝐻(𝑆|𝑋) =  ∑ 𝑃(𝑠)(∑ 𝑃𝑥(𝑥|𝑠)𝑙𝑜𝑔(𝑃𝑠(𝑥|𝑠))
𝑁𝑠
𝑥=1 )

𝑁𝑠
𝑠=1   (13) 

With the Eq. (9) the feature vector is represented as 𝑁𝑠 for 
the samples in dataset and the class 𝑥 conditional probability is 
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denoted as the 𝑃𝑥(𝑥|𝑠). The entropy values for the conditional 
probability are evaluated based on the consideration of initial 
probability features. The class features are independent based on 
conditional entropy values based on mutual information. The 
microarray dataset mutual information is represented as 𝐼(𝑋; 𝑆) 
with consideration of variables 𝑥  and 𝑠  represented as in Eq. 
(14). 

𝐼(𝑋; 𝑆) = 𝐻(𝑥) − 𝐻(𝑋|𝑆)                     (14) 

The above Eq. (9) is redefined as in Eq. (15). 

𝐼(𝑋; 𝑆) = 𝐼(𝑆; 𝑋) =  ∑ 𝑃(𝑥. 𝑠)𝑙𝑜𝑔 (
𝑃(𝑥,𝑠)

𝑃(𝑥)𝑃(𝑠)
)       (15) 

The RRP_SW mutual information property is computed 
based on the symmetricity property with variables 𝑆 and 𝑋 as 
𝐼(𝑋; 𝑆) = 𝐼(𝑆; 𝑋) .With RRP_SW the attribute mutual 
information 𝐼 is estimated based on discrete variables  𝑆 and 𝑋 
as in Eq. (15). The redundancy is reduced in the feature through 
the consideration of mutual information with the computation of 
maximal dissimilarity between the genes in the microarray 
datasets. Here, the gene subsets are evaluated based on the 
consideration of minimal redundancy average value as in Eq. 
(16). 

𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑊) =
1

|𝑠|2
∑ 𝐼(𝑖, 𝑗)𝑖,𝑗∈𝑠                (16) 

Where, 𝐼(𝑖, 𝑗) represented the mutual information in the ith 
and jth genes in the microarray dataset with the gene denoted as 
|𝑠|. Through mutual information genes are expressed with the 
mutual information 𝐼(ℎ, 𝑖) as in Eq. (13). The relevance of the 
mutual information between gene target classes is defined as 
ℎ1, ℎ2, … … … , ℎ𝑘 . The maximal relevance between the gene 
variables subset 𝑠 as defined in Eq. (17). 

𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑉) =
1

|𝑠|2
∑ 𝐼(ℎ, 𝑖)𝑖∈𝑠               (17) 

The swarm optimization model for the proposed RRP_SW 
model is presented in Fig. 4. 

E. Experimental Evaluation 

The experimental analysis of the RRP_SW performs the 
verification based on the consideration of different experimental 
datasets. The dataset for analysis comprises a set of 
heterogeneous classes of more than two. The dataset for the 
analysis is presented as follows: 

1) Datasets: The Microarray gene expression data set has 

been utilized for a vast range of experimental analyses of the 

datasets. The dataset for the analysis is comprised of 

information about diseases such as breast, small round blue cell 

tumor (SRBCT), Lymphoma, Lung, and other cancer datasets. 

The characteristics and features of the different diseases’ 

datasets are presented in Table I. 

The final process in proposed RRP_SW comprises the Back-
Propagation mechanism with the assigned neural network value 
with fine-tuning of the error through iteration process. The rate 
of error in the network are fine-tuned with the assigned weights 
to perform reliable model design through generalization and 
improvisation as shown in Fig. 5. 

 
Fig. 4. Flow chart of swarm optimization. 

TABLE I.  CHARACTERISTICS OF DATASETS 

Datasets 

Number 

of 

Features 

Number 

of 

Samples 

Number 

of Classes 

Class 

Description 

Breast 24481 97 2 (46- 51) 
46 Normal 51 

Cancer 

Lung 12600 203 
5 (139-17-

6-21-20) 

139 AD 17 NL 6 
SMCL 21 SQ 20 

COID 

Lymphoma 4026 62 
3 (42-9-
11) 

42 DLBCL 9 FL 
11 CLL 

SRBCT 2308 63 
4 (23-8-

12-20) 

23 EWS 8 NHL 

12 NB 20 RMS 

 
Fig. 5. Architecture of Back Propagation Neural Network (source:guru 

99.com). 

The Neural Network outputs are stated as L with the set of 
the training set N with the sample set of (x,t) as stated in Eq. 
(18). 
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∑ 𝛽𝑗∅𝐿
𝑗=1 (𝜔𝑗𝑥𝑖 + 𝑏𝑗),   𝑖 ∈ [1, 𝑁]                          (18) 

The neural network model input, output, and target layers are 
presented in Eq. (19). 

𝑦𝑖 =  ∑ 𝛽𝑗∅𝐿
𝑗=1 (𝜔𝑗𝑥𝑖 + 𝑏𝑗) =  𝑡𝑖 + 𝜖𝑖 ,   𝑖 ∈ [1, 𝑁]  (19) 

The RRP_SW comprises of two stages with the conversion 
of hidden neurons in to represented input data. The input layer 
comprises of the biases and weights for the estimation of the data 
presented in hidden layer with the non-linear activation function. 
The evaluation process uses the extreme learning process as 
shown in Fig. 6. The matrix computation in RRP_SW model 
extreme learning process is presented as 𝛽 =  (𝛽1

𝑇 … … … 𝛽𝐿
𝑇)𝑇,   

𝑇 =  (𝑦1
𝑇 … … … 𝑦𝐿

𝑇)𝑇  

 
Fig. 6. ELM in RRP_SW. 

The microarray data set comprises of the correlated or 
irrelevant information for the hidden layer model with L1 
regularization. With extreme learning process L1-regulated with 
the pruning of neurons for the robust performance of network. 
ELM model comprises of the building model to derive the 
relevance of output. 

IV. SIMULATION ANALYSIS 

The proposed RRP_SW model comprises of the 10 times 
features with the selected microarray datasets under different 
genes target number. The targeted gene microarray dataset 
comprises of the different number of genes. The analysis of 
microarray dataset gene for the selection are presented in Table 
II. 

TABLE II.  NUMBER OF GENES SELECTED ON MICROARRAY DATASETS 

WITH RRP_SW SELECTION 

Dataset 
Gene in Steps 

1 2 3 4 5 6 7 8 9 10 

Breast 
2

2 

4

7 

6

9 
94 

13

5 

12

8 

16

3 

16

5 

18

5 

21

5 

Lung 
2
9 

6
7 

9
1 

10
8 

11
9 

13
7 

16
1 

16
5 

18
4 

21
4 

Lymphom

a 

1

4 

3

9 

6

6 
81 

12

1 

12

7 

15

6 

17

0 

18

6 

20

8 

SRBCT 
2
4 

4
9 

7
4 

93 
13
4 

13
6 

16
3 

18
0 

19
5 

21
0 

TABLE III.  A BREAST DATASET 

Gene Count in Top 10 Probability 𝒑𝒋 

22 90 0.90 

47 85 0.85 

69 92 0.92 

94 88 0.88 

135 80 0.80 

128 83 0.83 

163 89 0.89 

165 91 0.91 

185 87 0.87 

215 84 0.84 

TABLE III B. LUNG DATASET 

Gene Count in Top 10 Probability 𝒑𝒋 

29 86 0.86 

67 89 0.89 

91 91 0.91 

108 85 0.85 

119 83 0.83 

137 84 0.84 

161 90 0.90 

165 87 0.87 

184 82 0.82 

214 88 0.88 

TABLE III C. LYMPHOMA DATASET 

Gene Count in Top 10 Probability 𝒑𝒋 

14 95 0.95 

39 87 0.87 

66 89 0.89 

81 82 0.82 

121 85 0.85 

127 88 0.88 

156 86 0.86 

170 91 0.91 

186 84 0.84 

208 90 0.90 

TABLE III D. SRBCT DATASET 

Gene Count in Top 10 Probability 𝒑𝒋 

24 92 0.92 

49 85 0.85 

74 87 0.87 

93 89 0.89 

134 83 0.83 

136 88 0.88 

163 90 0.90 

180 86 0.86 

195 84 0.84 

210 91 0.91 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 7. Feature Selection with (a) Breast (b) Lung (c) Lymphoma (d) 

SRBCT. 

The provided Tables III (A, B, C, and D) and Fig. 7(a) – Fig. 
7(c) present datasets related to different types of cancer: breast, 
lung, lymphoma, and SRBCT (small round blue cell tumors). 
Each table lists gene counts and their corresponding 
probabilities of being in the top 10 genes associated with each 
cancer type. The gene counts represent how frequently each 
gene appears in the top 10 list, while the probabilities (pjp_jpj) 

indicate the likelihood of each gene being among the top 10 
based on the dataset. 

In each table: 

 The gene counts range from 22 to 215 in Table IIIA 
(Breast), 29 to 214 in Table IIIB (Lung), 14 to 208 in 
Table IIIC (Lymphoma), and 24 to 210 in Table IIID 
(SRBCT). 

 The probabilities (pjp_jpj) vary between 0.80 and 0.92 in 
Table IIIA, 0.82 and 0.91 in Table IIIB, 0.82 and 0.95 in 
Table IIIC, and 0.83 and 0.92 in Table IIID. 

These tables likely serve as data points for statistical analysis 
or machine learning models aiming to identify genes most 
relevant to each cancer type based on their frequency and 
probability of occurrence in top-ranking lists. The variability in 
gene counts and probabilities across different cancer types 
reflects the diversity and specificity of genetic factors associated 
with each disease, crucial for advancing targeted diagnostic and 
therapeutic strategies in oncology research. The rate of 
classification accuracy for the microarray dataset are evaluated 
with RRP_SW model. The classification accuracy is estimated 
with the average results obtained with the 30 times of the 
classification process presented in Table IV. 

TABLE IV.  CLASSIFICATION ACCURACY OF RRP_SW SELECTION AND 

ELM 

Datas

et 

Classification Accuracy Rate % 

1 2 3 4 5 6 7 8 9 10 

Breast 
98.

67 

98.

45 

99.

04 

98.

67 

95.

62 

99.

04 

98.

34 

95.

42 

99.

73 

96.

43 

Lung 
98.
56 

98.
35 

98.
73 

97.
34 

96.
72 

95.
34 

99.
04 

98.
75 

98.
27 

97.
56 

Lymp

homa 

99.

03 

98.

42 

99.

43 

99.

04 

95.

24 

97.

31 

99.

45 

99.

46 

97.

63 

98.

36 

SRBC
T 

99.
28 

98.
15 

98.
52 

98.
74 

94.
92 

98.
35 

99.
34 

97.
61 

97.
94 

97.
84 

When compared to the other feature selection method, the 
RRP_SW model's swarm optimization-based classification 
accuracy is significantly higher. The RRP_SW model is 
comparatively examined with the ReliefF, SFS and mRMR 
algorithms. The classification accuracy of the RRP_SW model 
is evaluated for the different microarray dataset such as SRBCT, 
Lung, breast and Lymphoma dataset shown in Fig. 6. 

The RRP_SW model perform the feature selection with the 
balanced dataset for the experimental analysis of the raw 
datasets for the gene selection. The feature selection is 
performed with the SVM based model for the defined objective 
set function. The SVM classifier uses the class value C = 1 for 
the dataset 128 genes. 

The Fig. 6 to Fig. 8 provides the comparative performance 
analysis of the raw dataset balance with consideration of 
measures such as accuracy, MCC and AUC. Experimental 
analysis of boldface microarray dataset variables is presented in 
Table V. With the comparative examination of the microarray 
dataset Leukemia exhibits the effective and significant 
performance for the different variables. The comparative 
analysis expressed that MCC, ACC and AUC model exhibits the 
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significant performance for the balances dataset such as Colon 
and Breast cancer. Additionally, it is observed that for ovarian 
dataset the performance of RRP_SW exhibits the minimal 
performance compared with the other datasets. Additionally, it 
is expressed that raw datasets exhibits the significant 
performance for the increase in genes to resolve the imbalance 
class in the microarray datasets. 

 
Fig. 8. Accuracy analysis for the different datasets. 

TABLE V.  COMPUTATION OF FEATURE CLASSIFICATION 

 Raw Datasets Balanced Datasets 

 ACC AUC MCC ACC AUC MCC 

Breast 98.64 99.05 99.85 99.87 99.35 99.87 

Lung 99.85 99.34 99.73 99.46 1.0 99.93 

Lymphoma 99.04 1.0 99 99.97 99.85 99.58 

SRBCT 98.96 99.97 98.86 99.86 99.96 99.49 

 

Fig. 9. Comparison of AUC for the different datasets. 

With the proposed RRP_SW model the feature selection is 
performed with the consideration of different feature selectors. 
The experimental analysis is performed with the consideration 
of the different methods such as mRMR and SVM-RFEVSS. 

Through swarm optimization model the classifier model 
exhibits the balanced dataset for the selected 1 to 128 genes as 
in Table VI. Fig. 9 shows comparison of AUC for the different 
datasets. 

TABLE VI.  CLASSIFICATION OF RRP_SW 

 SVM-RFEVSS RRP_SW 

Breast 4671.82 995.06 

Lung 98.87 99.03 

Lymphoma 2346.14 687.48 

SRBCT 786.60 99.84 

In Table VI-time consumption is measured for the LSSO-
RFEVSS and SVM-RFEVSS which reveals that proposed 
RRP_SW model exhibits the minimal time for the reduced time 
consumption for the feature selection for the high dimensional 
dataset with different classification method are shown in Table 
VII. 

TABLE VII.  COMPARISON OF CLASSIFICATION  

Datass

ets 

kNN SVM ELM – RRP_SW 

AC

C 

AU

C 

MC

C 

AC

C 

AU

C 

MC

C 

AC

C 

AU

C 

MC

C 

Breast 
77.4
55 

81.
67 

78.
96 

83.
79 

84.
73 

93.
46 

99.
84 

99.
73 

91.
39 

Lung 
80.4

4 

83.

46 

81.

34 

87.

50 

81.

39 

91.

46 

98.

45 

98.

94 

90.

77 

Lymph
oma 

79.0
4 

79.
87 

79.
45 

88.
92 

80.
35 

96.
35 

99.
49 

99.
03 

93.
73 

SRBCT 
82.3

5 

80.

57 

84.

68 

90.

74 

85.

70 

93.

72 

99.

78 

99.

38 

99.

83 

Furthermore, it is observed that classifier SVM model 
exhibits the significant performance for the RRP_SW model. 
Through the classifier model the features in the microarray 
dataset is evaluated based on the sample size with the microarray 
data analysis. Fig. 10 shows classification for different datasets. 

 
Fig. 10. Classification for different datasets. 

Microarray data is characterized by a high degree of 
dimensionality, a relatively small sample number, and the 
presence of class imbalance. The Class imbalance issue is rarely 
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addressed in this field of study, among them. In this chapter, a 
simple but effective method known as RRP_SW was proposed 
for pre-processing the datasets, and the intern solved this 
problem. The balanced datasets were obtained by using these 
methods. For example, many scholars in this area rely on the 
tried-and-true SVM-RFE method. To lessen the time needed for 
SVM-RFE's processing, a newer version of RFE, RFEVSS, was 
suggested. A bigger initial step size helped reduce recursion 
time; further reduction of the step size when the features are to 
be eliminated further decreased recursion time, guaranteeing 
high-quality, meaningful gene selection. There is a vast pool of 
genes at play in the human body, but only a small subset is 
actually involved in illness development. Therefore, effective 
feature picking must be implemented. Even though a practical 
version of swarm optimization, called LSSO, was developed. 
For microarray datasets, Large Linear Support Vector Machine 
(LSSO) is a pure linear classifier based on a support vector, 
which acquires the benefits of SVM while decreasing the 
expense of computational effort (large scale linearly separable 
data). The results section demonstrates that the resulting 
method, which is referred to as LSSO-RFEVSS, is an effective 
and efficient feature selector in comparison to other current 
feature selectors. Finally, experiments were run to determine the 
effect of various classifiers on the findings, and it was found that 
Logistic Regression was superior in the vast majority of 
instances. 

A. Limitations and Future Scope 

The limitations of the study on Feature Selection with Re-
Sampling Probability Estimation (RPE): 

1) Computational complexity: The RPE method involves 

bootstrapping and recalculating t-statistics for multiple 

iterations, which can be computationally intensive, especially 

with large datasets. This may limit its applicability to high-

dimensional gene expression data where computational 

resources are constrained. 

2) Dependency on bootstrap size: The performance of the 

RPE technique is dependent on the number of bootstrap 

iterations. A higher number of iterations may improve stability 

but also increase computational time and resource usage. 

Conversely, too few iterations might lead to unreliable feature 

rankings. 

3) Threshold selection: The choice of threshold τ for 

selecting significant genes can be subjective and may impact 

the results. The threshold is typically chosen based on domain 

knowledge or statistical criteria, which might not always 

capture the most relevant features accurately. 

4) Feature redundancy: While RPE helps in identifying 

relevant genes, it might not fully address the issue of feature 

redundancy. Some genes might be highly ranked but redundant 

in terms of the information they provide, potentially leading to 

overfitting in subsequent models. 

5) Limited generalizability: The RPE method was 

evaluated on specific cancer datasets (e.g., breast, lung, 

lymphoma, SRBCT). Its effectiveness on other types of gene 

expression datasets or in different biological contexts is not 

fully explored. 

6) Assumption of consistent gene distribution: The 

RRP_SW method assumes that samples with the same label 

have similar distributions, which may not always hold true in 

real-world datasets. This could lead to inaccurate balancing and 

potential loss of biological significance. 

7) Potential for overfitting: The feature selection process, 

particularly when combined with a high number of genes and 

complex models, may lead to overfitting, where the model 

performs well on training data but poorly on unseen test data. 

Future research on the RRP_SW method for gene expression 
data could focus on integrating it with advanced machine 
learning techniques like deep learning to enhance classification 
accuracy. Exploring hybrid feature selection methods, 
improving scalability, and handling missing, or noisy data are 
key areas. Extending the method to other omics data, developing 
enhanced evaluation metrics, and ensuring model 
interpretability will also be valuable. Additionally, applying 
RRP_SW in real-world biomedical research, benchmarking 
against other methods, and creating user-friendly tools can 
further its impact and usability. 

V. CONCLUSION 

Microarray dataset comprises of the expression of genes 
characterized by the higher number of gene features in the 
samples. To evaluate the feature selection-based approach is 
proposed re-sampling random probability Swarm Optimization 
(RRP_SW). The RRP_SW model effectively minimizes the 
dimensionality of the data in specified time through minimal 
redundancy features in the datasets. The re-sampling-based 
model effectively increases the classification accuracy for the 
20000 gene dataset. The RRP_SW perform the gene selection 
with the reduced gene minimal than 300 for the accuracy of 
classification. The RRP_SW model exhibits improved feature 
selection compared with the conventional feature selection 
model for the different benchmark datasets. The experimental 
analysis stated that proposed RRP_SW model exhibist the 
significant performance for the feature selection and 
classification of microarray datasets. 
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Abstract—This study utilizes the Hidden Markov Model to 

predict cardholder purchasing patterns by monitoring card 

transaction trends and profiling cardholders based on dominant 

transactional motivations across four merchant sectors, i.e., 

service centers, social joints, restaurants, and health facilities. The 

research addresses shortfalls with existing studies which often 

disregard credit, prepaid, and debit card transactions outside 

online transaction channels, primarily focusing only on credit card 

fraud detection. This research also addresses the challenges of 

existing prediction algorithms such as support vector machine, 

decision tree, and naïve Bayes classifiers. The research presents a 

three-phased Hidden Markov Model implementation starting with 

initialization, de-coding, and evaluation all executed through a 

Python script and further validated through a 2-fold cross-

validation technique. The study uses an experimental design to 

systematically investigate cardholder transactional patterns, 

exposing training and validation data to varied initial and 

transition state probabilities to optimize prediction outcomes. The 

results are evaluated through three key metrics, i.e., accuracy, 

precision, and recall measures, achieving optimal performance of 

100% for both accuracy and precision rates, with a 99% on recall 

rate, thereby outperforming existing predictive algorithms like 

support vector machine, decision tree, and Naïve Bayes classifiers. 

This study proves the Hidden Markov Model’s effectiveness in 

dynamically modeling cardholder behaviors within merchant 

categories, offering a full understanding of the real motivations 

behind card transactions. The implication of this research 

encompasses enhancing merchant growth strategies by 

empowering card acquirers and issuers with a better approach to 

optimize their operations and marketing synergies based on a 

clear understanding of cardholder transactional patterns. 

Further, the research significantly contributes to consumer 

behavior analysis and predictive modeling within the card 

payments ecosystem. 

Keywords—Hidden Markov Model; cardholder transaction 

patterns; merchant categories; predictive algorithms 

I. INTRODUCTION 

A. Introduction 

This section details the scope of this research, an overview 
of the study in alignment with research objectives and the 
problem statement, brief definitions and literature on the use of 
the Hidden Markov Models, studies conducted at home and 
abroad, and finally, quick summaries on the importance of this 
research considering the recent works and gaps to be addressed. 

B. Background 

Cardholders show varied motivations prompting their 
transactional behavior, inclined to factors such as personal 
preferences, spending habits fashioned by income and financial 

status, demographics including age groups with separate 
spending patterns, and considerations of credit limits and debts. 
Transaction patterns also exhibit seasonal and temporal trends, 
with elevated spending levels during holidays and back-to-
school periods, cognizant of prevailing economic conditions. 
These dynamics are essential to card payment service providers 
as they leverage them for optimizing cardholder spending and 
associated returns across different merchant categories and 
sectors. 

The main objective of this research is to develop and 
evaluate a Hidden Markov model to predict the purchasing 
patterns of cardholders, aiming to address the failures of 
existing predictive algorithms such as support vector machines, 
Naïve Bayes classifier, and decision trees which have 
completely failed to offer an optimal prediction model due to 
their inherent challenges of lack of optimal generalizability. 
Further, these classical prediction algorithms have proved 
ineffective in several ways, for instance; the Naïve Bayes 
algorithm will usually not perform well when a ‘train-test’ 
approach is required since its assumption of feature 
independence is seldom true. Similarly, the Naïve Bayes 
algorithm is quite inefficient in handling unstructured datasets. 
On the other hand, decision trees are susceptible to overfitting, 
and they must be pruned to minimize the complexity parameter 
that controls the tree size and cut down on implying that slight 
variations in the training dataset may result in great differences 
in the trained hypothesis function, [12]. Lastly, support vector 
machines often exhibit long training time especially when 
dealing with large datasets and cannot stand alone in case of 
fault classification and when there is a necessity to distinguish 
between fault and no-fault while dealing with sparse data, [13]. 
In addition to addressing these challenges, this research 
presents a solution that tackles what most studies have 
completely overlooked. For instance, [32], [10], and [11] 
among others have revealed that predictive works only focus on 
online credit card user pattern prediction especially on fraud 
and associated risks, ignoring other cardholder behavioral 
patterns informed by intent, and other card types, and 
transaction channels such as debit, prepaid cards and card 
present usage channels that largely constitute volumes in card 
acceptance space. 

C. Background and Literature Review 

This research focuses on the Hidden Markov Model’s 
predictive ability to profile cardholder purchasing patterns from 
merchant sectors and effectively assign a unique pattern based 
on dominant transactional trends. This research relies on the 
Hidden Markov Model’ forward, backward, and expectation 
maximization algorithms to learn, update, and optimally predict 
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the purchasing pattern of cardholders transacting at selected 
merchant categories representing the global card payment 
ecosystem. Besides online credit card transactions, this research 
scopes all card types across two main eligible card payment 
channels, i.e., card-present and e-commerce.  

According to [1], the Hidden Markov Model is an 
augmentation of the Markov chain that describes probabilities 
associated with random variables, particularly observable 
events. The hidden Markov Model monitors both observed and 
hidden states. Further, [2] allude that Hidden Markov Model is 
useful in instances where data entails a sequence of 
observations, which are probabilistically independent of the 
internal state of a dynamical system. 

Scholars have explored the predictive capabilities of the 
Hidden Markov Model in varied disciplines. These include 
predicting user behavior through data profiling, [2], driver 
behavior prediction based on environmental observation, [3], 
prediction of consumers’ adoption behavior of products with 
water efficiency labeling, [4], enhancing credit card fraud 
detection, [5], risk assessment in cryptocurrency portfolios, [6], 
Motion Sequence Analysis, [7], spatial analysis of three-
dimensional mineralization distribution, [8], and wavelet-based 
feature extraction [9] among other disciplines. This research 
explored the Hidden Markov Model’s predictive ability by 
profiling cardholder purchasing patterns from merchant sectors. 

In Kenya, scholars such as [31] have explored cardholder 
purchasing pattern prediction by focusing on anomaly 
detection, utilizing a hybrid approach that combines Hidden 
Markov Model with other machine learning algorithms. 
Further, [33] have used the Hidden Markov Model to explore 
the process mining techniques to detect fraud in banks, with 
particular focus on credit card behavior among other 
transactional patterns. From the two studies, it’s evident that 
local scholars only focus on fraud detection on credit cards, 
while overlooking other patterns that inform transactional 
motivation, with a particular bias on product and channel being 
credit card and e-commerce respectively. 

In the United States, scholars such as [26] explored 
cardholder purchasing patterns with a particular interest in 
online transaction fraud detection, utilizing the Hidden Markov 
Models. Similarly, in Southern Asia, scholars like [30] have 
explored the use of the Hidden Markov Model in predicting 
cardholder purchasing patterns, with a particular focus on credit 
card Fraud detection. A similar trend is reflected in West 
Africa, where [27] focused their research on credit and debit 
card fraud detection on Automated Teller machines through the 
Hidden Markov Model. Similarly, in Mexico, [11] utilized the 
Hidden Markov Model to explore cardholder purchasing 
patterns with a specific focus on fraud detection and 
identification in credit card transactions done via online 
channels. 

In summary, the recent studies on the use of the Hidden 
Markov Model for cardholder purchasing pattern analysis 
suffer from an apparent bias in scope. Studies conducted within 
the Kenyan card payment and financial ecosystem, which are 
mirrored elsewhere, i.e., in the United States, West Africa, and 
Southern Asia fundamentally focus on fraud-based pattern 
prediction within the card-not-present payments ecosystem. 

Notably, these studies prioritize identifying fraudulent 
transactions only, overlooking the underlying cardholder 
intention behind genuine transactions, thus depicting an 
inadequate scope of intent. Additionally, the studies’ exclusive 
focus on credit card transactions ignores other card types, i.e., 
debit and prepaid cards. These additional card types could 
potentially require tailored behavioral modeling that these 
studies completely ignore. Lastly, the studies exhibit utter 
channel bias, with the exploration of e-commerce-only 
transactions, ignoring the possibility of obtaining optimal 
pattern prediction results on other channels such as card-present 
point-of-sale terminals, till-integrated pin pads, and mobile 
point of sale that jointly present unique challenges and 
opportunities. 

Against the backdrop of these notable inefficiencies, this 
research presents a novel approach of incorporating cardholder 
intent by monitoring dominant transactional patterns from 
merchant categories where cards are frequently run. This is 
done by profiling cardholders when they exhibit frequent 
appearances at specific merchant categories, associating their 
transactional preferences to the services offered at the said 
categories. Secondly, this study presents an expanded scope of 
all card types including debit and prepaid cards whose 
behavioral patterns are rarely explored by most recent studies. 
Lastly, this study embraces a multi-channel approach, scoping 
card-present and card-not present transaction channels to fully 
understand the effectiveness of Hidden Markov Model in 
cardholder purchasing pattern and transactional analysis. In 
summary, this study contributes significantly to the knowledge 
body by merging innovative statistical modeling capability of 
Hidden Markov Model with sector-specific transactional 
analysis to predict and comprehend cardholder purchasing 
patterns. Its procedural precision, novel approach to modeling 
cardholder purchasing pattern, and practical applications make 
it a remarkable addition to both academic world and the card 
payments industry. 

II. RELATED WORK 

A. Introduction 

This section offers an exhaustive review of related 
literature, emphasizing recent studies concerning the 
application of the Hidden Markov Model for predicting 
cardholder purchasing patterns. Additionally, it analyzes 
various existing prediction algorithms, including support vector 
machines, naïve Bayes classifiers, and decision trees, and 
specific works around these algorithms. 

B. Existing Prediction Models 

Besides Hidden Markov Model, this research explores the 
application of existing supervised machine learning algorithms 
for predicting cardholder purchasing patterns. These algorithms 
include support vector machines, Naive Bayes classifier, and 
decision trees. By assessing the performance of these 
algorithms, the research seeks to establish the most effective 
approach for predicting cardholder purchasing patterns. 

According to study [16], support vector machines are a set 
of supervised and non-parametric statistical learning algorithms 
applied in regression, outlier detection, and classification. 
Support vector machines are used in problem classification in 
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machine learning, aimed at generating the optimum decision 
edge that can separate n-dimensional space into classes for 
correct data point categorization in the future. The research in 
[17] used two steps to describe the working mechanism of the 
support vector machine. In their descriptions, the first step 
creates hyperplanes that separate the classes optimally. The 
second step chooses the right hyperplane with the optimum 
segregation from the nearest data points. 

Recently, support vector machines have been used in 
cardholder purchasing pattern prediction. A typical instance is 
[18] who applied support vector machines in predicting e-
commerce card customer-purchasing patterns and churn 
prevention. The scholars reviewed the main motivations for 
customers to make online purchases and reasons for attrition. 
The researchers acknowledged the possibility of predicting the 
customers’ future inclinations using the necessary data acquired 
and the requisite analysis. The scholars used labeled datasets to 
train the support vector machines, giving them a reliable ability 
to predict and identify outcomes.  However, the scholars noted 
that with the rise in e-commerce-based companies and clients, 
there was a need to automate the system to depict the results via 
a desktop application. To predict customer turnover in 
business-to-customer e-commerce, the scholars adopted a 
pronged model. The first approach employed SVM technology 
to foresee churn occurrences, while the second approach 
employed a hybrid strategy that blends collaborative, content-
based, knowledge-based, and demo-graphic methodologies to 
derive customized retention approaches. The scholars 
concluded that computing the value of lost clients implied that 
as the count and rate of transactions grew, the risk of customer 
turnover considerably dropped. They further added that owners 
of e-commerce establishments should focus on the two factors 
of purchase volume and frequency, settle on a strategy for client 
retention, effectively limit customer attrition, and attain 
sustainable business development. Though the scholars 
achieved satisfactory outcomes with 77.36% in prediction 
accuracy from training the support vector machines, they 
acknowledged the long training time required by support vector 
machines especially when handling large datasets. 

Similarly, [19] described a Bayesian classifier as a 
statistical technique of computing probability that a feature 
belongs to a class with the application of Bayes' theorem. The 
scholars added that Naive Bayes works with an assumption of 
in-dependence among predictors, can handle large datasets, and 
is equally easy to build with these two parts making up this 
algorithm: Naïve and Bayes. Researchers have recently 
explored the capabilities of Naïve Bayes, especially in card 
customer pattern predictions. For instance, [20] modeled binary 
classification of customers’ online purchasing patterns using 
the Naïve Bayes classifier among other machine learning 
techniques.  The paper proposed a method that utilized a subset 
of attributes based on the predictive ability and evaluated the 
duplication among selected traits, after which Naïve Bayes was 
applied. Using Naïve Bayes and other algorithms, the scholars 
used a hybrid approach that combined multiple classifiers to 
form an ensemble learner, to improve the classification 
outcomes. The experts used two datasets, namely Turkish bank, 
and German Credit datasets, through a feature selection stage. 
Though the study posted impressive results with predictive 

performance being 97.8% in precision, 88.2% in accuracy, and 
89.1% in recall rate, the proposed approach still showed an 
overdependency on proper feature selection strategy, proving 
that Naïve Bayes assumption of feature independence makes it 
just unsuitable for real-world applications. 

Correspondingly, the study in [22] defined a Decision tree 
as a machine-learning algorithm with nodes representing a 
predictor variable, the links between the nodes representing 
decision, and the leaf nodes representing outcomes or response 
variables. The scholars added that Decision trees are useful in 
splitting large datasets into smaller classes. Like any other 
machine-learning algorithm, decision trees have been used in 
card customer purchasing pattern prediction. One notable 
instance is that of [29] who used decision trees to predict 
cardholder purchasing patterns with a focus on fraud detection 
and prevention. The study proposed a theoretical credit card 
fraud detection and prevention model that used a phased 
structure from initiation to implementation. The scholar began 
with data collection, model filtering, and model selection for 
the implementation through the decision tree framework. The 
scholar used datasets from Kaggle that had several credit card 
transactions, with a complimentary binary field indicating the 
flag, whether a transaction is fraudulent or genuine. The 
datasets used equally included additional features such as trans-
action amount, transaction time, transaction frequency, 
merchant information, geographical location, cardholder 
information, transaction type, and device type and in-formation. 
Secondly, the study filtered data and applied a decision tree 
classifier algorithm to perform credit fraud detection and 
prevention utilizing common features. The decision tree 
classifier algorithm started with the root node and then divided 
the data components into internal nodes to depict dataset 
features. The decision tree classifier algorithm mapped the 
features into decisions and the results. The decision tree 
classifier model posed a query and then divided this into sub-
trees in line with corresponding responses.  The model used by 
the scholar started its search at the top of the tree to locate the 
dataset classes. The model then circulated the branches based 
on the related and matched the base trait with the record 
attribute to arrive at the next node. The de-signed model worked 
on the user’s device as a client-side implementation module to 
forecast the possibility of fraud in credit card transactions. 
Further, the generated forecasts would trigger real-time 
feedback to the user regarding the transaction risk level. The 
author evaluated the model through sensitivity and precision 
which delivered a performance level of 81.6%. 

C. Hidden Markov Models 

Recently, scholars have explored the capabilities of Hidden 
Markov Models in several predictive works. For instance, [25] 
explored the capabilities of Hidden Markov Models in 
predicting the behavior of e-commerce card customers to 
project store income. The study factored three items in the final 
predictive model, i.e., loyalty, vendor, and psychology which 
returned the probabilities utilized in the transition matrix of the 
hidden Markov model, giving three decision-states, i.e., ‘Order 
completed’, ‘Order uncompleted, or ‘No order’. The model 
outputs were interpreted by the Viterbi algorithm to 
approximate if the order has been completed successfully, 
followed by the evaluation of the predicted store income. The 
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authors base-lined their model to the prediction presented by 
the Google Analytics tracking system. While considering the 
sub-models, the researchers simplified the vendor sub-model by 
taking into account only two vendors’ market share without 
100% domination, if 100% monopole is quite impossible in a 
real market. The Vendor sub-model returned the probability of 
a customer sticking to one vendor J, and not shifting to another 
vendor K. The researchers denoted this by [0,1], with 0 
implying that a customer changed to vendor K, while leaving 
store J without fulfilling an order, whereas 1 means a customer 
stuck to store J, thus fulfilling the order. In considering 
psychology, the scholars alluded to the role of psychology as a 
behavior stimulant in situations when the customer gets 
influenced. The scholars mentioned societal pressure, price 
differences, mood aspect, the center of mass effect, and actual 
need among others as key factors that drive the psychological 
sub-model. The study picked the price aspect and center of 
mass effect, both representing the probability of a customer’s 
resolve to make a purchase. The study viewed the loyalty aspect 
as the customers’ positive feeling towards a store, and the 
decision to stick to that store no matter what happened. The 
study segmented loyalty into two components, namely, fidelity 
and commitment. The study evaluated the performance of the 
two models using the R2 technique and the criteria revealed the 
Hidden Markov Model’s superiority as it outperformed the 
Google Analytics tracking system with Hidden Markov Model 
posting 0.95 R2 performance compared to Google Analytics 
Tracking System’s 0.90 R2 Performance. 

In another instance, [26] highlighted the performance of the 
Hidden Markov Model while predicting the behavior of credit 
card transactions on e-commerce channels. The study indicated 
that online card transactions are more convenient as customers 
do not have to visit the stores. However, the study also indicated 
that online card transactions are a prime target for fraud due to 
the nature of virtual requirements, i.e., card number, card 
verification value, and expiration date. The study used the Hid-
den Markov Model to detect fraud at the time of the transaction, 
applying blocking mechanisms that could bar any flagged 
transactions. The study also used behavior analysis to 
understand the spending patterns of the cardholders. The study 
revealed the capability of the Hidden Markov Model to acquire 
a high-level fraud analysis with a minimal false alarm ratio. The 
study’s model was able to predict the behavior through three 
price ranges, i.e., low, medium, and high, depending on the 
loaded transaction amount. Further, the model-built clusters 
depend on the price ranges. Depending on the cardholder 
spending trend, the model figured out any variations noticed. 
The study settled on initial state probabilities based on the 
previous data which were structured to make a sequence of 
future forecasts. Through the stochastic process of the Hidden 
Markov model, the study built a predictive system that attained 
80% accuracy and precision levels and established the Hidden 
Marko Model’s suitability to model a fraud detection system in 
an online transaction system.  Furthermore, the model 
constructed proved efficient in handling large amounts of 
transactions and giving results swiftly. 

Further, [27] reviewed the detection of fraud in automated 
teller machine transactions using the Hidden Markov Model. 
The study used three model parameter estimation approaches 

considering the model and the observation sequence, i.e., 
pattern recognition problem which computed the probability of 
an observed sequence of a given Hidden Markov Model, 
labeled evaluation problem, and computing the sequence states 
responsible for the observation sequence, christened decoding 
problem, and finally, generating a sequence of observations, 
which was christened as learning problem. The scholar 
constructed an automated teller machine fraud detection model 
that baselined on cardholders’ spending habits. This approach 
sampled three different cardholder spending profiles depending 
on the price range, which was categorized as Low, Medium, 
and High. The lowest price was set at zero, with a specific 
amount as medium price, and finally the card limit as the 
highest price range. The prediction was systematically done in 
two phases, i.e., the training phase which involved the 
initialization of Hidden Markov model parameters, followed by 
iterative estimations of forward and backward steps, and 
finally, the detection phase which involved the Hidden Markov 
Model verifying the fraudulent transactions using a clustering 
algorithm. The model developed had considerably better 
performance as measured through a sensitivity value of 85.5%, 
in comparison to the Gaussian mixture model which gave a 
sensitivity of 40%. 

In another instance, [15] examined detecting electronic 
banking fraud on highly imbalanced data using hidden Markov 
models. The authors proposed a framework based on the 
Hidden Markov Model, modified density-based spatial 
clustering of applications with noise alongside synthetic 
minority over-sampling approach to detect fraud in a highly 
imbalanced electronic banking dataset, the bulk of which 
involved credit card transaction data. The authors considered 
some transactional attributes while building the model, i.e., 
transaction amount, transaction frequency, and transaction 
types. The scholars utilized datasets from the Kaggle public 
repository to conduct the research. The dataset had a variety of 
parameters around the transaction attributes, for example, 
transfer, cashout, cash-in, debit, and payments, with a general 
categorization of genuine transactions and fraudulent 
transactions. The scholars categorized the transaction amounts 
as either low, initialized by l= (0,100), medium, initialized by 
m= (100,500), and high, initialized by h= (500, Transaction 
Limit) values. The study also regarded the frequency of 
transaction occurrence as either low, indicated by transactions 
happening less than five times a month, intermediate, depicted 
by transactions happening between 5 and 10 times a month, and 
high, signaled by transactions happening at least 10 times a 
month. The authors regarded various transaction types as 
internal states while treating transaction amounts and frequency 
as observation symbols. The study performed four sets of 
simulations in two stages using Python and compared the 
performance. The study produced fairly good results, with 
performance recorded as follows, precision rate was 95%, recall 
rate was 0.97, and accuracy of 95%. 

In a separate study, [30] explored the application of the 
hidden Markov model in the study of fraud detection systems 
where they acknowledged the most recent events such as the 
Coronavirus pandemic that compelled the world to systematic 
adoption of contactless payments, especially credit card 
payments. The research equally acknowledged that with the 
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increasing adoption of credit card payments, fraudulent 
transactions are increasing, with fraudsters inventing new 
techniques to keep defrauding issuers and acquirers. The 
scholars modeled a system that checks credit card transactions 
online, profiling cardholders based on whether they are 
authorized or not. When an authorized cardholder does a 
transaction, their profile is matched on the backend database 
and if the match is successful, the transaction is processed 
success-fully, notifying the user of success. Equally, if an 
unauthorized card performed a transaction and their spending 
profile failed to match what exists in the back. 

Recently, scholars have explored the use of Hidden Markov 
Models in customer purchasing pattern predictions but with 
numerous gaps. For instance, [21] affirmed that most scholars 
get unreliable results because they use relatively minimal 
datasets that deprive the research of comprehensibility of the 
results for testing and resilience. Moreover, the study alluded 
that minimal preprocessing could lead to un-balanced data 
which increases the likelihood of bias in the model creation. 
Norah also confirmed that many researchers exploring the 
capabilities of the Hidden Markov Model fail to attain reliable 
results because of the limited number of iterations which makes 
it impossible to attain optimal outcomes. A further review of 
recent works on hidden Markov models revealed notable gaps 
especially when it comes to the type of datasets used. For 
instance, a study by [23] revealed that utilizing extremely 
historical data may not give the correct prediction especially 
where parameters such as perception and customer behavior 
change over time. In addition to this, customer pattern 
prediction hasn’t been reliably done because most scholars 
overlook the demographics and assume that the personalities 
and attributes of customers are universal, ignoring age, and 
geographical location among others. The research in [23] also 
confirmed that most research works suffer from overfitting, 
where training data gives excellent results while real data 
speaks otherwise. Correspondingly, the study in [24] confirmed 
that most research works get unreliable results because of the 
process of data collection which doesn’t give assurance of trust 
and accuracy. The scholars acknowledged the need to improve 
the data collection process to ascertain more precise and 
comprehensive data that plays a major role in improving model 
efficiency. In addition, the study in [28] explored the 
application of the hidden Markov model for credit card fraud 
detection. However, their work had notable gaps, especially in 
the lack of clarity of the performance metrics. With claims of 
the model achieving high accuracy and optimal processing 
speed, the scholars did not attempt to quantify the performance 
metrics in absolute figures, making it difficult to tell the actual 
performance of the model. Like other scholars reviewed in this 
research, the model only focused on credit card fraud detection 
for online transactions, an area of saturation in cardholder 
purchasing pattern prediction, ignoring other behavioral aspects 
related to cardholder purchasing patterns. 

III. METHODOLOGY 

A. Introduction 

This section highlights the data acquisition and 
preprocessing, design methodology, materials and methods 
used, and ethical considerations for this research. 

B. Data Acquisition and Pre-processing 

This Study explores the application of the Hidden Markov 
Model to predict cardholder purchasing patterns, with an 
interest in sector-based pattern analysis. The research applied 
random sampling to select card transactions relating to specific 
sectors. Random sampling was useful as it allowed unbiased 
data collection, qualifying our re-search to arrive at fair and 
unbiased conclusions. Additionally, this study considered 
random sampling due to its efficient generalizability of research 
findings, and proper statistical inferencing. The data was 
extracted through structured queries written in HiveQL, using 
the Hadoop Ambari workbench. Only selected columns were 
queried from the transaction tables then upon query execution, 
the data was exported to a .csv file for ease of manipulation. 
The data contained 4,500 records with the following fields: 
Card Number, which remained masked due to data privacy 
policy, Source, Merchant Name, Transaction date, Merchant 
Category Code (MCC), and Sector. The sector field was the 
most crucial as it dictated the initial state probabilities for each 
cardholder. The four sectors included restaurants, social joints, 
health facilities, and service centers. The sample dataset was 
captured in Table I below. 

TABLE I. SAMPLE WORKING DATA 

Card Number Merchant Name Date Sector 

****6840 Merchant 1 Apr-21 Service Centers 

****0010 Merchant 2 Apr-21 Restaurants 

****2540 Merchant 3 Apr-21 Social Joints 

****9110 Merchant 4 Apr-21 Service Centers 

****1080 Merchant 5 Apr-21 Restaurants 

****0200 Merchant 6 Apr-21 Social Joints 

The data used in this research was cleaned to remove noises, 
unnecessary columns, and outliers through R studio and 
Python’s Jupyter Notebook, all packages within the Anaconda 
ecosystem. For ease of manipulation, this research applied 
feature engineering to create binary variables that expressly 
indicate specific merchant categories and related sectors. Based 
on the specific merchant categories, a set of states was defined 
to represent the intent of cardholders as they visit the merchant 
stores to do transactions. 

C. Design Methodology, Methods and Tools 

This research used experimental design methodology to 
ratify the suitability of the Hidden Markov model in predicting 
cardholder purchasing patterns. The approach employed the 
Hidden Markov Model’s computational modeling for optimal 
prediction. The study is baselined on the following 
connotations and assumptions of the Hidden Markov Model 
highlighted by [1], majorly on the shorthand equation: 

λ = (A, B, π)   (1) 

1) General notations 

 N as the number of states in the Hidden Markov Model. 

 M as the number of observation symbols. 

 T as the length of the observation sequence. 
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 π as the initial state probabilities (N×1 vector). 

 A as the transition matrix (N×N matrix). 

 B as the emission matrix (N×M matrix). 

 α as the forward variable (T×N matrix). 

 β as the backward variable (T×N matrix). 

 γ as the state occupation probability (T×N matrix). 

2) Forward algorithm: The forward algorithm calculates 

the probability of observing a sequence of symbols given the 

Hidden Markov Model. 

 𝛼𝑡(𝑗) = ∑ ([𝛼𝑡−1(𝑖) 𝐴𝑖𝑗] × 𝐵𝑗𝑂𝑡)
𝑁

𝑖=1
  (2) 

3) Backward algorithm: The backward algorithm 

calculates the probability of observing the rest of the sequence 

given the current state. 

β𝑡(𝑖) = ∑ (𝐴𝑖𝑗 × 𝐵𝑗 x 𝐵𝑗(𝑂𝑡+1) × 𝐵𝑡+1(𝑗))
𝑁

𝑗=1
 (3) 

4) Expectation step: The Expectation step computes the 

probability of being in a particular state at a particular time 

given the observed sequence. 

𝛾𝑡(𝑖) =
𝛼𝑡(𝑖) × β𝑡(𝑖)

∑ 𝛼𝑡(𝑗)×β𝑡(𝑗)
𝑁
𝑗=1

   (4) 

5) Maximization step: This step updates the model 

parameters (π, A, B) using the γ values obtained in the e-step. 

Update Initial Probabilities: π𝑖
𝑁𝑒𝑤𝛾𝑖(𝑖)  (5) 

Update Transition Matrix: 

 A𝑖𝑗
𝑁𝑒𝑤 =

∑ 𝛾𝑡(𝑖)×𝐴𝑖𝑗×𝐵𝑗(𝑂𝑡+1)×𝐵𝑡+1(𝑗)
𝑇−1

𝑡=1

∑ ×𝑇−1
𝑡=1 ∑ 𝛾𝑡(𝑖)×𝐴𝑖𝑗×𝐵𝑗(𝑂𝑡+1)×𝐵𝑡+1(𝑗)

𝑇−1

𝑡=1

  (6) 

Update Emission Matrix: 

𝐵𝑗(𝑘)𝑁𝑒𝑤 =
∑ 𝛾𝑡(𝑗) 𝑖𝑓𝑇

𝑡=1 𝑂𝑡=𝑘

∑ 𝛾𝑡(𝑗)𝑇
𝑡=1

  (7) 

6) Convergenece: The EM algorithm iteratively performs 

E-step and M-step until convergence. Convergence is 

determined by assessing if the change in model parameters is 

below a certain threshold. The study in [14] described the three 

fundamental problems that Hidden Markov Model seeks to 

address: a) Evaluation Problem: This always requires summing 

over all possible hidden state variables. b) Decoding Problem: 

Prompts us to compute the best sequence of hidden states, and 

c) Learning Problem or Optimization Problem: Evaluate an 

observation sequence (O1, O2…On and the Hidden Markov 

Model λ = (A, B, π) that optimizes the probability of O. 

Further, this study followed the below approaches to fulfill 

experimental design methodology and tailor the desired output: 

a) Data partitioning: The dataset was partitioned into 

two folds, with fold 1 acting as training data while fold 2 as 

validation data. The training dataset was used to construct the 

Hidden Markov Model, while the validation dataset was used 

to perform hyperparameter tuning. The two partitions were as 

per Table II below: 

TABLE II. DATA PARTITIONS 

Partition No of Records 

Fold 1 2,500 

Fold 2 2,000 

b) Benchmark model: The study applied two separate 

attempts to train the model and the first attempt’s outcome was 

used as the baseline model against which the subsequent results 

were evaluated, c) Performance Comparison: The performance 

of the Hidden Markov Model for future prediction of 

cardholder purchasing was compared against the baseline 

model. Further, the performance of the resultant model was 

compared with models built on support vector machines, 

decision trees, and Naïve Bayes classifier. Performance Metrics 

like precision, accuracy, and recall were essential for this 

comparison, and lastly, d) Sensitivity Analysis: This research 

varied the initial state probabilities to assess the performance of 

the resultant model under different circumstances and datasets. 

In summary, this research used the below simple steps to 
fulfill the implementation process: 

 Initialization: Defined the initial state probabilities (π) 
based on the cleaned dataset distribution. 

 Transition and Emission Probabilities: Matrices (A and 
B) representing probabilities of state transitions and 
emissions were randomly initialized. 

 Observation Sequence: Random sequence of 
observations was generated to simulate card 
transactions across sectors. 

 Model Training: This study implemented Expectation 
Maximization algorithm to adjust the parameters (π, A, 
B) iteratively over 100 iterations until convergence was 
attained. 

 Model Validation: This study used a 2-fold cross-
validation approach to validate the model performance, 
comparing against other algorithms such as Support 
Vector Machines, Naïve Bayes, and Decision Trees for 
accuracy, precision, and recall rate. 

D. Ethical Considerations 

This research scoped the following ethical considerations 
during its formal execution: 

1) Data privacy and confidentiality: - Since this research 

focused on sensitive credit, debit and prepaid card transactions 

data, all sensitive details were handled with utmost privacy and 

confidentiality. Card numbers were first tokenized then 

subsequent tokens masked to curtail any compromise. 

Furthermore, this research did not expose the card verification 

values and the expiration dates in congruence with the non-

disclosure agreement signed with the data provider. 
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2) Informed consent: - Customers whose details were used 

in this research received consent notification via short message 

service, given options to opt out if not comfortable with the 

process, assuring them of the security and confidentiality of 

their data. Customers that replied with an ‘opt-out’ had their 

details expunged from the dataset. 

3) Fairness and equity: - This research treated all sampled 

participants with utmost fairness regardless of their 

demographic characteristics. All sampled participants had an 

equal opportunity to contribute to the findings of this study. 

4) Regulatory compliance: - This research adhered to the 

necessary regulations governing collection, storage, and 

utilization of card data in alignment with the local regulator and 

payment card industry data security standards. 

IV. HIDDEN AMRKOV MODEL FOR CARDHOLDER 

PURCHASING PATTERN PREDICTION 

A. Introduction 

This section highlights the step-by-step model construction, 

required parameters, full implementation, and architecture in 

context. 

B. Background 

Credit, debit and prepaid cardholders usually visit merchant 
stores through different channels to fulfil their purchasing needs 
by paying via card in exchange. Different channels enable 
merchants to accept card payments, i.e., card present channels 
where customers must physically visit the merchant stores to 
run their cards on a point-of-sale terminal issued by an 
acquiring bank. Additionally, merchants can also do 
transactions through card not present channel (electronic 
commerce) where they do not have to be physically present at 
a merchant store but can shop over the internet and make 
arrangements to receive the goods or services upon payment. 
Several factors are key determinants and motivations to which 
store a cardholder would visit, and these factors include the 
following: income level, personal preference, location and 
proximity, store loyalty programs, product selection and 
quality, seasonality, market trends and economic conditions, 
online shopping habits among others. 

This study focused on cardholder purchasing pattern from a 
standpoint of sectors frequently visited for transaction as these 
would inform the behavioral patterns mentioned earlier. In 
simple, this study treated key transactional motivations as the 
main pointers to a definite cardholder purchasing pattern. In a 
normal card payments eco-system, cardholders can have 
various motivations for doing transactions, with each motive 
informed by an underlying need, which could be either be 
genuine or malicious, intent to do fraud and other genuine 
reasons. 

Further, the study reviewed all card types and categorized 
the purchasing patterns by the following sectors: Service 
Centers (S), Social Joints (J), Health(H) and Restau-rants (R). 
Each sector was marked with an observation sequence treated 
as customer motivation, being the desired purchasing patterns. 
The intentions were mapped to each sector as per Table III 
below: 

TABLE III. OBSERVATION STATE SYMBOLS 

Initial State Symbols Sector Represented Observable States Symbol 

H Health Auto service A 

J Social Joints Medication M 

R Restaurants Eating D 

S Service Centers Entertainment H 

At any point in time, a cardholder running their card at a 
given sector outlet automatically qualifies for an observation 
state associated with that sector. A card that is run on a platform 
manned by a service center(S) is deemed to adopt a pattern that 
leans towards auto service and is assigned state (A), a card that 
is run at a restaurant automatically exhibits a pattern relating to 
eating (E) and is assigned state (E), while cards that are run at 
social joints (J) and health care (H) are associated with patterns 
entertainment (H) and medication (M) respectively. This 
mapping is shown in Fig. 1 below: 

Service Centers (S) Restaurants (R) Social Joints (J) Health (H)

Auto Service (A) Eating (E) Entertainment (H) Medication (M)

Sector (Initial 

Probabilities)

Observation 

States  
Fig. 1. Observation state mappings. 

In the context of our study, observation states A, E, H and 
M are always hidden, and these are the pointers to unravelling 
the intention or purchasing patterns of cardholders of 
cardholders as they go about doing transactions at different 
outlets. 

C. Purchasing Pattern Prediction 

In this study, we implemented the cardholder purchasing 
pattern prediction using a python script that worked through 
three phases, i.e., initialization phase, decoding phase, and 
evaluation phase. 

The first phase of initialization involved defining the initial 
state probabilities in alignment with Fig. 1 above to be in a 
particular state, with states being retained as S, J, R and H. The 
initial state probabilities were computed from the transactional 
distribution on the dataset. Considering the distribution of each 
state on the dataset, the initial state probabilities were mapped 
as follows: S, J, R, H with each corresponding to the items in 
the matrix π = [0.1148, 0.292, 0.4, 0.5532]. Secondly, the 
transition probability between states were randomized by the 
following 4 by 4 matrices to represent the transition between 
one state to the next, denoted by A: 

A = 

0.1 0.3 0.5 0.1
0.2 0.3 0.1 0.4
0.6 0.1 0.1 0.2
0.1 . 03 0.3 0.3

 

Thirdly, emission probabilities were also randomized using 
the below 4 by 4 matrices to depict the possibilities of emissions 
from each state, denoted by B as below: 
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     B = 

0.2 0.3 0.4 0.1
0.4 0.2 0.1 0.3
0.3 0.3 0.2 0.2
0.1 . 02 0.3 0.4

 

Next, the observation sequence was randomly generated as 
([0, 1, 2, 3, 2, 1]) to represent the sequence of observed 
emissions. Lastly, the expectation maximization function 
algorithm was defined, initializing parameters randomly and 
performing iterative updates to obtain optimal values. The 
maximum iteration count was set at 100. 

The second phase, i.e., decoding involved parameter 
initialization of the Hidden Markov Model problem function, λ 
= (A, B, π), where λ corresponded to the probability of being in 
each state at each time step given all the observations, A 
corresponded to transition matrix, B corresponded to emission 
matrix, and finally π corresponded to initial state probabilities. 
This was followed by a forward algorithm which involved 
systematic computation of the probability of being in each state 
at each time step provided the observation up to that step.  
Further, a backward algorithm was performed to compute the 
probability of observing future emissions given the present 
state. Both forward pass and backward pass were sequentially 
performed by a for loop iteration in the python script, with 
forward pass denoted by alpha (α) and backward pass denoted 
by beta (β). After optimizing alpha (α) and beta (β), the 
probability of being in each state at each time step given all the 
observations was computed, denoted by gamma (γ). After 
computing the λ, the joint probability of being in two states at 
consecutive time steps, denoted by (xi) was computed to close 
out the second phase. 

The third phase, i.e., evaluation involved updating the 
parameters, convergence, and the final output. On updating the 
parameters, the model utilized the calculated gamma and (xi) to 
update the parameters of A, B and π of the Hidden Markov 
Model, through adjusting the initial state probabilities, 
transition probabilities and emission probabilities to better fit 
the observed sequence. At convergence, the model iterated 100 
times, refining the parameters at each iteration until 
convergence. On running the expectation maximization 
algorithm, optimal transition and emission matrices were 
obtained. 

In summary, this study followed the below procedure to 
adequately execute and update the model hyperparameters in 
line with the intended scientific contributions to the knowledge 
body: 

 Initialization Update: we initialized the parameters (π, 
A, B) based on data distribution and postulates. In this 
research, π represents the initial state probabilities, with 
A and B initialized to reflect possible state transitions 
and emission probabilities. 

 Iteration and Convergence: In this research, the 
expectation-maximization algorithm updates π, A, and 
B iteratively to optimize the likelihood of the observed 
sequence. This iterative process progresses until the 
convergence of parameters. 

 Parameter Adjustment: At every iteration, π, A, and B 
are modified based on γ, and ξ calculated in the 
expectation step and maximization step. This 
modification polishes the model’s estimates to fit the 
observed sequence of transactions better. 

Essentially, the model trained Hidden Markov model on a 
given sequence of observations using expectation 
maximization algorithm by adjusting the model parameters to 
optimize the likelihood of observed data. 

This study leverages the capabilities of the Hidden Markov 
Model to predict the purchasing pattern of cardholders with the 
following pillars that make it stand out within the scientific 
community: 

 Excellent behavioral analysis and modeling: This 
research offers precise modeling and analysis of 
cardholder transaction patterns through a sector and 
motive-driven approach. This is achieved by iterative 
refinement of π, A, and B to predict future patterns based 
on past transactional behavior. 

 Sector-Specific Hidden Markov Model: Unlike 
traditional hidden Markov models used for sequenced 
prediction modeling, this research presents a unique 
application of Hidden Markov Model to predict 
cardholder purchasing patterns by profiling cardholders 
based on sectors such as health, social joints, 
restaurants, and service centers, representing primary 
transaction motivations. 

 Observation State Mapping: This study presents a 
distinctive mapping between the observed transactions 
at different sector outlets, for instance, running a card at 
a restaurant, and hidden states depicting the motivation 
behind the purchase such as eating. This level of 
mapping explains the reasons behind card usage. 

 Applicability in the card payments industry: This 
research provides great insights into card transactional 
data, highlighting the dynamics of consumer spending 
guided by intent. This contributes to comprehending 
card payment dynamics. With this knowledge, card 
acquirers and issuers can perform personalized 
marketing on customers whose purchasing patterns have 
been identified over time. The model was implemented 
in three phases as per the sequence diagrams below in 
Fig. 2. 

Further, the model was mapped to show full process flows, 
implemented in a full architecture diagram as depicted by Fig. 
3. 

In summary, this study focused on a hidden Markov Model 
based on a 2-fold cross validation with the first fold subjected 
to three sets of training, shifting, and changing the initial state 
probabilities to alter the status and monitor the performance 
under different circumstances. Further, the study involved the 
validation of the model using a second fold which was 
subjected to similar circumstance to perfect the model 
performance. The model borrowed from HMM’s expectation 
maximization algorithm due to its inherent ability to offer 
interpretability owing to its explicit modelling of hidden states. 
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Fig. 2. Three-phased implementation sequence diagrams. 
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Fig. 3. Hidden Markov Model for cardholder purchasing pattern prediction 

architectural diagram. 

V. RESULTS 

A. Introduction 

This section highlights the training and validation results, 
encompassing the Hidden Markov Model results and those of 
existing algorithms. Further, the section capture results 
comparison at different levels, and finally, the discussion after 
each set of results. 

B. Model Training and Validation 

The model was trained and validated using the first and 
second fold of our datasets respectively and the results were 
recorded as per Table IV and Table V below: 

TABLE IV. BASELINE MODEL AND TRAINING RESULTS 

First Attempt 

Initial State Probabilities 

0.1148 0.292 0.04 0.5532 

Observation Array 

287 730 100 1383 

Optimized Transition Probabilities 

1.31E-81 1.64E-80 6.93E-81 2.04E-76 

2.24E-58 2.39E-57 1.22E-58 1.80E-52 

5.38E-73 3.81E-73 9.55E-74 3.16E-68 

7.16E-09 2.46E-07 2.39E-08 3.00E+00 

New Observation sequence 

1383 1383 1383 625 

Optimized Observation probabilities 

0.29 0.29 0.29 0.131 

New Normalized Observation Array 

724 724 724 327 

Second Attempt 

Initial State Probabilities 

0.292 0.1148 0.5532 0.04 

Observation Array 

287 730 100 1383 

Optimized Transition Probabilities 

2.73E-56 1.18E-59 8.38E-50 2.97E-60 

4.08E-143 2.55E-145 7.43E-138 2.92E-145 

3.85E-07 7.75E-12 3.00E+00 1.31E-11 

5.49E-140 1.10E-142 9.92E-134 8.91E-143 

New Observation sequence 

1383 1383 1383 625 

Optimized Observation probabilities 

0.29 0.29 0.29 0.131 

New Normalized Observation Array 

724 724 724 327 
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TABLE V. MODEL VALIDATION RESULTS 

First Attempt 

Initial State Probabilities 

0.2215 0.108 0.0705 0.6 

Observation Array 

443 216 141 1200 

Optimized Transition Probabilities 

4.13E-70 1.95E-69 2.24E-69 3.08E-65 

1.09E-58 2.31E-58 5.67E-59 1.58E-53 

8.62E-62 1.96E-62 1.47E-62 1.94E-57 

3.32E-08 2.08E-07 1.15E-07 3.00E+00 

New Observation sequence 

1200 1200 1200 500 

Optimized Observation probabilities 

0.293 0.293 0.293 0.122 

New Normalized Observation Array 

585 585 585 244 

Second Attempt 

Initial State Probabilities 

0.1 0.5 0.1 0.3 

Observation Array 

443 216 141 1200 

Optimized Transition Probabilities 

1.25E-85 1.42E-79 6.15E-85 1.00E-84 

4.79E-09 3.00E+00 2.18E-09 2.30E-07 

1.64E-89 5.58E-85 2.70E-90 3.03E-89 

2.33E-59 5.15E-53 6.70E-59 8.28E-58 

New Observation sequence 

1200 1200 1200 500 

Optimized Observation probabilities 

0.293 0.293 0.293 0.122 

New Normalized Observation Array 

585 585 585 244 

The model was trained using the first fold in Table II, using 
randomized initial state probabilities while utilizing the 
cardholder distribution from the dataset as an initial observation 
array. The dataset was subjected to two training attempts with 
varied and randomly assigned initial state probabilities. The 
model estimated the optimal transition matrices per attempt and 
recorded the results alongside optimal observation sequences. 
The observation sequences were normalized through their new 
probability distribution, allowing the model to compute and 
estimate the new observation sequences. It was evident that 
with different initial state probabilities, the model proved 
adaptable, giving comparable results despite the frequent 
alteration of the initial state distributions through various 
iterations. 

To confirm the consistency of our model, we changed the 
dataset and observed the patterns and the new predictions. The 
latest dataset was run through two attempts initial state 
probabilities. The results recorded had striking similarities with 
varied to the previous results obtained during the model training 
stage, with noticeable similarities across different parameters. 
For each set of optimized transition probabilities, we assessed 
model performance using a confusion matrix to obtain 
accuracy, computed the precision, and recall metrics. Both 
training and validation datasets exhibited outstanding 
performance, achieving 100% accuracy and precision, with a 
recall rate of 99%. 

Our model proved efficient when subjected to training and 
test data under different circumstances, with varied initial state 
probabilities. In all the two attempts for both training and 
validation, the results posted an accuracy of 100% when 
evaluated through a confusing matrix, a recall rate of 99%, and 
a precision of 100%. Assertively, the distribution across the 
results remained diverse, with a converging efficiency. 

Further, we ran our datasets through models built from 
support vector machines, Naïve Bayes and Decision trees with 
results recorded in Table VI. 

TABLE VI. NAÏVE BAYES, SUPPORT VECTOR MACHINES AND DECISION 

TREES 

Naïve Bayes 

Optimal Results: 

Predicted, Health, Actual, Social Joints 

Decision Trees 

Number of transactions: 600, Predicted Sector: S 

Number of transactions: 300, Predicted Sector: J 

Number of transactions: 1500, Predicted Sector: R 

Support Vector Machines 

Optimal transaction volumes of 600, Predicted sector: S 

Optimal transaction volumes of 1200, Predicted sector: R 

Optimal transaction volumes of 500, Predicted sector: S 

Optimal transaction volumes of 700, Predicted sector: S 

The results from Table VI were evaluated through the 
metrics and efficiency measures recorded in Table VII below: 

TABLE VII. PERFORMANCE ANALYSIS OF NAÏVE BAYES, SUPPORT 

VECTOR MACHINES AND DECISION 

Algorithm Accuracy Precision Recall 

Support Vector 

Machines 
80% 80% 80% 

Naïve Bayes 75% 75% 75% 

Decision Tree 80% 80% 80% 

To predict optimal patterns with Support Vector Machines, 
we noticed that support vector machines encountered 
limitations in decoding sequential data when predicting 
cardholder purchasing patterns due to their intrinsic 
characteristics and design. Though support vector machines 
recorded a consistently fair performance across all three 
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metrics, the model struggled with encoding progressive 
dependencies and capturing the sequential nature of the data, 
giving lower performance ratings in comparison to the Hidden 
Markov Model. Further, we noticed that decision trees equally 
posted fair results across the three metrics. However, the 
performance was lower than the Hidden Markov Model due to 
Decision trees’ tendency to make decisions based on static 
features at each node, deficiently capturing the dynamic 
attributes intrinsic in sequential data. Finally, Naive Bayes 
classifiers equally posted commendable performance across the 
three metrics, though with its fair share of shortfalls and sub-
optimal efficiency compared to the Hidden Markov Model. 
This was due to the Naïve Bayes classifier’s assumption that all 
features are independent given the class label that did not hold 
for our dataset, where the order and interdependencies between 
observations were crucial. In the context of cardholder 
purchasing patterns, the dataset contained temporal 
dependencies and correlations between transactions, which 
Naive Bayes failed to capture effectively. 

C. Comparison with Related Works 

We reviewed the performance of our model against similar 

studies conducted recently and the outcome recorded in Table 

VIII below: 

TABLE VIII. COMPARISON WITH EARLIER STUDIES AND EXISTING 

ALGORITHMS 

Author Algorithm Accuracy Precision Recall 

Okoth et 

al. (2024) 

Hidden Markov 

Model 
100% 100% 99% 

[25] 
Hidden Markov 

Model 
95% 95% 95% 

[26] 
Hidden Markov 

Model 
80% 80% 80% 

[27] 
Hidden Markov 

Model 
85.5% 85.5% 85.5% 

[30] 
Hidden Markov 

Model 
85% 85% 82% 

[10] 
Hidden Markov 

Model 
95% 95% 97% 

[18] 
Support Vector 

Machine 
77.36% 77.36% 77.4% 

[20] 
Naïve Bayes 

Classifier 
88.2% 87.8% 89.1% 

[29] 
Decision Tree 
Classifier 

81.6% 81.6% 82% 

From Table VIII, it was evident that our study shared 
similarities with other works in the following aspects: Across 
all the studies, hidden Markov models posted relatively higher 
accuracy levels ranging from 80% to 100% with [26] recording 
the least accuracy of 80% while our model recorded the optimal 
accuracy of 100%. Equally, the studies recorded consistent 
precision levels of between 80%-100%, proving the suitability 
of hidden Markov models in such datasets. Likewise, the recall 
rates were relatively high, with a consistent record of between 
80%-99%, proving that the models created in different studies 
effectively captured the relevant data points across related 
datasets. Overall, the above similarities strongly suggested that 
the Hidden Markov Model implemented by various authors was 
generally robust and performed well across related datasets, 
attaining commendable accuracy, precision, and recall levels. 
Similarly, the performance of our model was also compared 

with the performance of the existing algorithms, against our 
dataset and Hidden Markov Model posted optimal results of 
100% in accuracy and precision, and an outstanding recall rate 
of 99% while support vector machines and Decision trees 
posted 80% in accuracy and precision with a recall rate of 80% 
respectively. On the other hand, Naïve Bayes posted a 
performance of 75% in both accuracy and precision, with a 75% 
recall rate on our dataset. 

In summary, our model proved to be unique in three aspects, 
i.e., it achieved perfect performance metrics, with accuracy, 
precision, and recall rates of 100%, 100%, and 99% 
respectively, indicating flawless performance in prediction and 
data classification. Whilst the other authors also attained 
commendable performance, their metrics varied slightly, with 
accuracies ranging from 80% to 95.4%, precisions from 80% to 
95.4%, and recalls from 80% to 97%. This was proof that our 
model outperformed others in terms of these metrics. 
Additionally, our model stood out for its comprehensive 
consideration of all card types, i.e., credit, debit, and prepaid 
cards run on all available card acceptance platforms, i.e., card 
present point of sale terminals and card not present e-
commerce, considering that other authors only scoped credit 
card transactions on e-commerce, restricting their works to the 
only card, not present credit card transactions. Additionally, 
most of the works considered in this study revealed that most 
researchers reviewed cardholder purchasing patterns with an 
assumption that card transactions can only happen online via 
credit card, or on automated teller machines via debit cards. 
Conversely, our study revealed that in a card ecosystem, there 
are different card acceptance platforms across card present 
(physical point of sale terminals and automated teller machines) 
and card not present (Online) channels that can accept 
payments from credit, debit, and prepaid cards. Thirdly, 
whereas most authors only considered credit card fraud as a 
dominant pattern for cardholder purchase intentions, our study 
scoped cardholder behavior at the transaction level, considering 
the dynamic shift between one sector to the other, covering the 
day-to-day behavioral patterns that might inform a card 
transaction. Using the patterns identified from the inter-sectoral 
transactions, card-holders were profiled based on transactional 
frequency around a given sector and critical decisions made at 
the business, and/or sector level. Considering these facts, our 
model proved versatile and inclusive as it scoped a wide range 
of cards and platforms and proved beneficial in multi-
behavioral pattern prediction. 

D. Research Significance and Key Pointers 

This research is quite significant because it achieved 
excellent performance in predicting cardholder purchasing 
patterns using the Hidden Markov Model. The model attained 
a precision and accuracy measure of 100%, signifying the 
occurrence of true positives positive predictions, and all 
classifications were precise. However, the recall rate was 99%, 
indicating that 1% of actual positive instances might have been 
missed by the model. Moreover, the Hidden Markov Model 
outperformed the Support Vector Machines, Decision Trees, 
and Naive Bayes classifiers. This shows that the Hidden 
Markov Model’s ability to capture sequential dependencies 
within purchasing behavior led to greater predictive capabilities 
in comparison to the existing prediction algorithms. 
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This study looked to understand cardholder purchasing 
patterns through the application of hidden Markov model, 
adopting a dynamic approach of identifying most dominant 
cardholder intentions through transactional transitions across 
merchant sectors. Through these shifts, merchants and 
acquirers can tailor their propositions based on established 
cardholder preferences as informed by their purchasing 
patterns, enhancing cardholder retention levels and loyalty. 
Overall, the research showcased a detailed framework that 
brings together machine learning modelling techniques and 
practical applications in cardholder purchasing pattern analysis 
in line with the need for strategy optimization in this space. 

VI. CONCLUSION AND FUTURE WORK 

This research has proved the hidden Markov model’s ability 
to dynamically model cardholder purchasing pattern prediction. 
The paper has also reviewed the existing algorithms for 
predicting cardholder purchasing patterns, in particular, support 
vector machines, Naïve Bayes Classifier and Decision Tree 
Classifier. By applying expectation maximization, this paper 
has proved beyond reasonable doubt that hidden Markov model 
achieves best performance through three key evaluation 
metrics, i.e., accuracy measure, precision and recall rates. 
Further, this study has demystified the myth of cardholder 
purchasing pattern being just about e-commerce credit card 
fraud detection but a holistic card acceptance ecosystem 
question, covering all eligible card types, i.e., credit, debit, and 
prepaid cards transactions on both card present and card not 
present channels. Additionally, this paper has presented four 
key pointers contributing to optimal prediction performance, 
i.e., sector specific modelling through hidden Markov model, 
distinctive observation state mapping, cardholder profile-based 
prediction and effective parameter optimization. These key 
pointers collectively contributed to the accuracy and precision 
measure of 100%, with a recall rate of 99%, outperforming all 
other existing models and algorithms in scope. 

While our model posted optimal performance across the 
three metrics, one of the future recommendations would be to 
slightly normalize the performance for improved practicality by 
introducing controlled levels of noise into the model, 
achievable by adding random fluctuations to the emission 
probabilities, mirroring real-world uncertainties, and making 
the model more robust to variations in the data. 
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Abstract—The climate in Indonesia is sometimes unstable to 

this day. This unstable climate change will cause difficulties in 

predicting rainfall conditions. With unstable climate change, an 

algorithm is needed that helps the public predict rainfall 

conditions using rainfall, temperature and humidity parameters. 

The research process uses daily climate data from the Indonesia 

Climatology Agency with time span 2018 – 2023. The classification 

system using the Naïve Bayes Classifier (NBC) algorithm is less 

able to capture complexity and complex feature interactions with 

an accuracy of 97%-98%, Support Vector Machine (SVM) has an 

accuracy of 92%-94% and fewer prediction errors than NBC and 

Decision Tree which experienced overfitting especially when 

testing sets with 50% data with an accuracy of 99%-100%. Even 

though the Decision Tree shows the best performance, there is still 

a risk of overfitting so, SVM is a stable choice in this research. 

Keywords—Naïve Bayes Classifier (NBC); Support Vector 

Machine (SVM); decision tree; confusion matrix; classification; 

rainfall; temperature; humidity 

I. INTRODUCTION 

The climate in Indonesia is sometimes unstable now. This 
unstable climate change will cause difficulties when predicting 
rainfall conditions. According to the Indonesian Meteorology, 
Climatology and Geophysics Agency (BMKG), the average air 
temperature in July in Indonesia for the period 1981 – 2010 was 
26.39°C. In 2020, the average air temperature in February was 
27.22°C so the anomalous increase in average air temperature 
was 0.83°C [1]. Rainfall predictions are very important because 
good rainfall predictions will avoid many disasters and 
accidents. Unpredictable rainfall can cause crop damage, major 
floods and droughts, ultimately exploiting animal, plant and 
human life [2]. 

In agriculture, accurate rainfall predictions will help farmers 
to plan their agricultural activities. Until now, farmers still carry 
out planting activities based on their intuition [3]. Machine 
learning and deep learning algorithms have emerged as 
powerful tools for analyzing vast amounts of data from various 
sources, including satellite imagery and atmospheric 
conditions, to enhance rainfall prediction accuracy [4]. The 
agriculture sector benefits from more accurate rainfall forecast, 
as they help mitigate the effects of abnormal precipitation on 
crop cultivation and influence decisions regarding planting, 
harvesting, and agricultural inputs [5]. 

Machine learning tries to process observational data and 
then gets results, namely weather patterns, which in turn can 

help analyze rainfall which often changes so that it can make 
more accurate rainfall predictions [6]. Several studies on 
machine learning for optimal classification have been carried 
out. Research by Fallo (2021) [7] utilized the linear kernel SVM 
method, NBC, and Ordinal Logistic Regression with SVM 
accuracy results of 67.99%, NBC with accuracy results of 
69.63%, and Ordinal Logistic Regression with accuracy results 
of 69.63 %. Azmi et al. (2021) [8] achieved 96% accuracy using 
NBC for rainfall classification in Banyuwangi, Indonesia. 
Husain H., Dawoodi, and Patil (2023) [9] found SVM to be the 
best model for rainfall prediction in North Maharashtra, India, 
with 93% accuracy. Sivanantham et al. (2023) [10] compared 
multiple classification algorithms for rainfall prediction in 
Indian States, including Logistic Regression, Decision Tree, 
Random Forest, and SVM. These studies demonstrate the 
potential of machine learning techniques in improving rainfall 
classification and prediction accuracy. 

The Climatology Station Indonesian Meteorology, 
Climatology and Geophysics Agency has historical weather 
data but the data is still small in quantity and there is data that 
is less accurate because data takers still depend on historical 
data so there are still errors and incomplete data, and this causes 
rainfall predictions to be less accurate. Therefore, the researcher 
is interested in developing previous research related to rainfall 
classification using the Naïve Bayes Classifier (NBC), Support 
Vector Machine (SVM), Decision Tree algorithm. 

This paper aims to provide a comprehensive analysis of 
three machine learning algorithms, Naïve Bayes Classifier 
(NBC), Support Vector Machine (SVM), and Decision Tree, in 
the context of rainfall classification. The study will evaluate the 
performance of these algorithms using confusion matrix to 
determine and evaluate their accuracy and reliability. 

II. RESEARCH METHODS 

A. Problem Analysis 

The system design for this research aims to predict rainfall 
for agricultural activities using the Naïve Bayes Classifier 
(NBC), Support Vector Machine (SVM), and Decision Tree 
methods and data taken from the DI Yogyakarta Climatology 
Station (dataonline.bmkg.go.id) to create and train a model to 
make accurate predictions. The research process used daily 
climate data from Indonesia Climatology Agency (BMKG) 
with time span 2018 – 2023 by using three parameters: rainfall, 
temperature and humidity. 
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B. Research Step 

In conducting this research, several stages are required to 
achieve the research objectives. Starting with determining 
environmental system requirements such as research methods, 
data used, and measurement methods. After knowing the 
system analysis, you can obtain weather parameter data, then 
form a Naïve Bayes Classifier (NBC), Support Vector Machine 
(SVM), Decision Tree model architecture. The desired model 
parameters are high accuracy and produce model performance 
measurement parameters in accordance with Fig. 1. 

 
Fig. 1. Research steps flowchart. 

C. System Workflow 

System workflow describes the whole system. There are 
several stages so that the system can work well. The first stage 
that must be carried out is data loading, this process is the stage 
for adding the dataset to the algorithm system. Then, the data 
preprocessing stage includes classifying and labelling the 
dataset. The next process is Exploratory Data Analysis (EDA) 
and Data Preparation, this stage is the stage to understand the 
nature of the dataset. Then, the most crucial stage is data 
classification using the Naïve Bayes Classifier, Support Vector 
Machine and Decision Tree. Then, model evaluated using the 
confusion matrix and the final stage is testing the results of the 
three algorithms. All stages are visualized as a flow diagram as 
in Fig. 2. 

 
Fig. 2. System workflow. 

D. Preprocessing Data 

After the data loading process, the next stage is data 
preprocessing with labelling the frequency of rainfall into 
different labels based on specified ranges. The labelling method 
checks the frequency of rainfall in increasing ranges and 
assigns a corresponding label based on where the frequency 
falls. This structured approach helps in categorizing rainfall 
data efficiently and those processes are visualized as in Fig 3. 

E. Data Description 

The data used is open-source data from the BMKG page 
using rainfall, humidity and temperature parameters with a time 
span from 2018 – 2023. And the following is the classification 
of rainfall according to Indonesian Meteorology, Climatology 
and Geophysics Agency (BMKG): 
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Fig. 3. Pre-processing data. 

TABLE I.  RAINFALL CLASSIFICATION ACCORDING BMKG 

No Rainfall Intensity Classification 

1. 0 mm/day Cloudy 

2. 0.5 – 20 mm/day Light Rain 

3. 20 – 50 mm/day Moderate Rain 

4. 50 – 100 mm/day Heavy Rain 

5. 100 – 150 mm/day Very Heavy Rain 

6. >150 mm/day Extreme Rain 

F. Confusion Matrix 

The confusion matrix is widely used in machine learning for 
evaluating classification model performance [11]. It compares 
predicted and actual class labels, typically in a tabular format 
[12]. While traditionally used for binary classification, 
confusion matrix can be extended to multiclass problems [13]. 

The term “confusion” in the matrix name refers to how the 
model may confuse or mislabel classes [11]. In credit scoring, 
the confusion matrix is an essential measure of model accuracy, 
with 16 possible variants, of which only eight are considered 
reasonable (Zeng, 2019) [14]. The matrix’s entries typically 
include true negatives, false positives, false negatives, and true 
positives (Piegorsch, 2020) [15]. Confusion matrix calculated 
the F1-Score, a widely used measure of classification accuracy, 
combines precision and recall using a harmonic mean 
(Yadavendra & Chand, 2020) [16]. 

G. Naïve Bayes Classifier 

Gaussian Naïve Bayes (GNB) Classifier is a popular 
machine learning technique that assumes conditional 
independence between features. While efficient, this 
assumption can be limiting (Ali Haghpanah Jahromi & Taheri, 
2017) [17]. Gaussian Naïve Bayes (GNB) algorithm has been 
successfully applied to rainfall classification and prediction in 
various studies. It has shown high accuracy in classifying daily 
and monthly rainfall patterns (Indra Kusuma Yoga et al., 2022) 
[18] and in predicting drought and flood risks based on multiple 
atmospheric variables (Oluwatobi Aiyelokun et al., 2020) [19]. 
Research has also shown that the Naïve Bayes Classifier can 
effectively classify rainfall based on air temperature and wind 
speed (Meilani Nisa Abdilla et al., 2024) [20]. 

H. Support Vector Machine 

Support Vector Machines are widely used for classification 
tasks, with linear SVM being particularly effective for linearly 
separable classes (Murty & Raghava, 2016) [21]. The choice of 
kernel function is crucial for SVM performance, with linear 
kernels often outperforming others in certain applications 
(Keumala Intan, 2019) [22]. Support Vector Machine (SVM) 
have been developed for rainfall classification and prediction 
tasks with varying kernel functions. Linear kernel SVM have 
shown effectiveness in modeling pore-water pressure responses 
to rainfall, achieving high accuracy while offering 
computational efficiency (K. Yusof et al., 2017) [23]. In rainfall 
classification, linear and polynomial kernels demonstrated 
superior performance (78.38% accuracy) compared to Gaussian 
kernels when using a 90:10 training-testing split (Novia Pratiwi 
& Yudi Setyawan, 2021) [24]. SVM with linear and RBF 
kernels have been used to classify rainfall as heavy or light 
based on temperature and humidity data (S. Sunori et al., 2021) 
[25]. for rainfall prediction, a comparative study of different 
kernels revealed that the linear kernel produced the lowest 
average mean square error (15.04%) on test data, outperforming 
polynomial, RBF, and sigmoid kernels (J. Mohanty & M. 
Mohapatra, 2018) [26]. 

I. Decision Tree 

Decision trees are popular classification algorithms in data 
mining, utilizing a divide-and-conquer strategy to create a 
flowchart-like structure (Dai et al., 2016) [27]. The tree consists 
of internal nodes representing attribute tests, branches denoting 
test outcomes, and leaf nodes holding class labels (Sharma & 
Kumar, 2016) [28]. Classification involves traversing tree from 
root to leaf, with the leaf node indicating the final classification 
(Dai et al., 2016) [27]. Decision trees are widely applicable in 
various fields, including rainfall classification (see Table I). 
Decision trees outperform their effectiveness in binary 
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classification of rainfall events (Manoj Chhetri & Lily Gurung, 
2023) [29] and long-term rainfall prediction (B. Revathi et al., 
2021) [30]. Their popularity stems from their ability to handle 
large, complex datasets and extract useful knowledge from 
incomplete or noisy data (Sharma & Kumar, 2016) [28]. 

J. System Analysis Methods 

This paper uses NBC, SVM and Decision Tree 
classification analysis methods. After carrying out the 
classification process, the next thing is to evaluate using the 
Confusion Matrix. After getting the table, this table will be used 
to find the accuracy value, recall value, precision value, and F1-
Score for three models. The next stage is evaluating the model 
by using learning curve of each model. The final in the data 
analysis method is to check whether each model is performing 
well, underfitting, or overfitting as shown in Fig. 4. 

 
Fig. 4. NBC, SVM and decision tree model process. 

K. Classification System Results 

System testing was carried out using new data consisting of 
three parameters: rainfall, temperature and humidity. And the 
output of this test is a classification of rainfall based on the new 
parameters that have been entered. 

III. RESULTS AND DISCUSSION 

The system built is a system to classify the rainfall in 
Yogyakarta, Indonesia with applied three methods in machine 
learning, they are Naïve Bayes Classifier (NBC), Support 

Vector Machine (SVM), and Decision Tree. While the 
programming language used in this paper is Python. 

A. Naïve Bayes System Evaluation Results 

In the 50% test set with 98% accuracy, in class 0 most of 
the data (666 out of 677) was correctly classified as class 0 with 
11 data incorrectly classified as class 1, in class 1 classified 307 
data correctly and 7 data incorrectly classified as class 2, in 
class 3 most of the data (24 of 25) were classified correctly and 
1 data was misclassified as class 4, and the data in class 4 were 
all classified correctly as in Fig. 5. 

 
Fig. 5. Heatmap of NBC confusion matrix result on 50% test set. 

In the 20% test set with 98% accuracy, class 0 in this test 
set most of the data (256 out of 259) is correctly classified as 
class 0 and 3 data is incorrectly classified as class 1, in class 0 
124 data are correctly classified as class 1 and 3 incorrect data 
was classified as class 2, all data (44 data) in class 2 were 
classified correctly, and in class 4 some of the data was 
classified correctly and 1 data was incorrectly classified as class 
2 as in Fig. 6. 

 

Fig. 6. Heatmap of NBC confusion matrix result on 20% test set. 

In the 10% test set with 97% accuracy, class 0 in this test 
set most of the data (113 out of 114) is classified correctly and 
1 data is incorrectly classified as class 1, in class 1 71 data are 
classified correctly but 4 data are incorrectly classified as class 
2, all data (25 data) in class 2 and all data (6 data) in class 3 are 
classified correctly as in Fig. 7. 
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Fig. 7. Heatmap of NBC confusion matrix result on 10% test set. 

Referring to the NBC heatmap results above, this algorithm 
has a fairly good level of accuracy, but there are still prediction 
errors in class 0 and class 1 and these prediction errors tend to 
occur in adjacent classes, indicating that NBC still faces 
challenges in distinguishing classes with the same 
characteristics. 

50% testing set 

 
20% testing set 

 
10% testing set 

 
Fig. 8. The learning curve of Naïve Bayes classifier model. 

As shown in Fig. 8, the cross-validation curve of 20% test 
set has increased too quickly indicating that the model has 
difficulty capturing the complexity of the data so 600 – 800 data 
is enough to achieve optimal NBC performance. 

B. Support Vector Machine System Evaluation Results 

In the 50% test set with 94% accuracy, all data (677 out of 
677) in class 0 are predicted correctly. In class 1, most of the 
data (260 out of 314) was predicted correctly but there were 54 
data that were incorrectly predicted as class 0. In class 2, 72 
data were correctly predicted as class 2 and 7 data were 
incorrectly predicted as class 1. In class 3, 24 data were 
predicted correctly while 1 data was incorrectly predicted as 
class 2. In class 4, all data were predicted correctly as class 4 as 
in Fig. 9. 

 
Fig. 9. Heatmap of SVM confusion matrix result on 50% test set. 

In the 20% test set with 94% accuracy, all data (259 out of 
259) in class 0 are predicted correctly. Predictions in class 1 
were 109 out of 127 data predicted correctly and 18 data 
incorrectly predicted as class 0. In class 2, 40 out of 44 data 
were predicted correctly and 4 data were incorrectly predicted 
as class 1. Meanwhile in class 3, 8 data was predicted correctly 
and 1 data that was incorrectly predicted as class 2 as in Fig. 10. 
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Fig. 10. Heatmap of SVM confusion matrix result on 20% test set. 

In the 10% test se with 96% accuracy, all data (114 out of 
114) in class 0 are predicted correctly. In class 1, some data (68 
out of 75) were predicted correctly, and 7 data were incorrectly 
predicted as class 0. In class 2, 24 data were predicted correctly, 
and 1 data was incorrectly predicted as class 1. Meanwhile, in 
class 3 all data (6 of 6) were predicted correctly as in Fig. 11. 

 

Fig. 11. Heatmap of SVM confusion matrix result on 10% test set. 

All SVM models in the three test sets have an accuracy 

above 94%, but there are still errors in class 1 and class 2 

classification, however, this SVM model is very good at 

classifying data from class 0 very accurately in all test sets. 
50% test set 

 
20% test set 

 
10% test set 

 

Fig. 12. The learning curve of support vector machine model. 

In the SVM learning curve, the three test sets show that the 
model has good abilities in learning data as seen from the 
training accuracy and cross-validation accuracy which increase 
and decrease the distance from each other as shown in Fig. 12. 

C. Decision Tree Evaluation Results 

In the 10% test set, all data (677 out of 677) in class 0 are 
predicted correctly. In class 1, 313 of 314 data were predicted 
correctly and 1 data was incorrectly predicted as class 5. In class 
2, class 3, and class 4, all data were predicted accurately as in 
Fig. 13.  

 
Fig. 13. Heatmap of decision tree confusion matrix result on 50% test set. 

In the 20% test set, all data from all classes (class 0 with 259 
data, class 1 with 127 data, class 2 with 44 data, and class 3 with 
9 data) were predicted correctly and accurately as in Fig. 14.  
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Fig. 14. Heatmap of decision tree confusion matrix result on 20% test set. 

Likewise, in the 10% test set, all data from all classes (class 
0 with 114 data, class 1 with 75 data, class 2 with 25 data, and 
class 3 with 6 data) were predicted correctly as in Fig. 15. 

 

Fig. 15. Heatmap of decision tree confusion matrix result on 10% test set. 

The Decision Tree model has 100% accuracy and the lowest 
prediction error among the three algorithms. 

50% test set 

 
20% test set 

 
10% test set 

 
Fig. 16. Learning curve of decision tree model. 

There is overfitting of the three test sets, especially in the 
50% test set, it is proven that there is quite a large gap between 
testing accuracy and cross-validation accuracy as shown in Fig. 
16. 

IV. CONCLUSION AND SUGGESTION 

A. Conclusion 

Based on research on rainfall classification using the Naïve 
Bayes Classifier (NBC), Support Vector Machine (SVM) and 
Decision Tree algorithms. The conclusion that can be drawn is 
that NBC accuracy is 98%, SVM accuracy is 94%, Decision 
Tree accuracy is 100%. NBC has quite high accuracy but still 
experiences difficulty in distinguishing classes, especially class 
0 and class 1, SVM has good performance in classifying class 
data, even though there are errors in class 1 and class 2, and 
even though Decision Tree has perfect accuracy, however This 
happens due to overfitting, especially on a large test set (50% 
test set), so Support Vector Machine (SVM) becomes a stable 
choice among the three models. 

B. Suggestion 

Suggestions given from research that have been carried out 
for further research are improving the three models, such as 
reducing the dataset to 600-800 for Naïve Bayes Classifier 
(NBC), exploring other than linear kernels in Support Vector 
Machine (SVM), and using pruning techniques in Decision 
Tree. 
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Abstract—Stroke rehabilitation is fraught with challenges, 

particularly regarding patient mobility, imprecise assessment 

scoring during the therapy session, and the security of healthcare 

data shared online. This work aims to address these issues by 

calibrating hand gesture recognition systems using the 

Rehabilitation Internet-of-Things (RIOT) framework and 

examining the effectiveness of machine learning algorithms in 

conjunction with the MediaPipe framework for gesture 

recognition calibration. RIOT represents an IoT system developed 

for the purpose of facilitating remote rehabilitation, with a 

particular focus on individuals recovering from strokes and 

residing in geographically distant regions, in addition to 

healthcare professionals specialising in physical therapy. The 

Design of Experiment (DoE) methodology allows physiotherapists 

and researchers to systematically explore the relationship between 

RIOT and accurate hand gesture recognition using Python's 

MediaPipe library, by addressing possible factors that may affect 

the reliability of patients’ scoring results while emphasising data 

security consideration. To ensure precise rehabilitation 

assessments, this initiative seeks to enhance accessible home-based 

stroke rehabilitation by producing optimal and secure calibrated 

hand gesture recognition with practical recognition techniques. 

These solutions will be able to benefit both physiotherapists and 

patients, especially stroke patients who require themselves to be 

monitored remotely while prioritising security measures within 

the smart healthcare context. 

Keywords—Internet-of-Things (IoT); RIOT; stroke 

rehabilitation; calibration; machine learning; MediaPipe; data 

security; smart healthcare 

I. INTRODUCTION 

In enhancing care quality, patients wellbeing, and 
healthcare efficiency, smart healthcare systems can be 
promising by the integration of IoT, Artificial Intelligence (AI), 
big data analytics, and wearable devices, with the collaboration 
and involvement of patients, healthcare providers, technology 
developers, and policymakers [1]. These real-time data 
collection, remote monitoring and personalised healthcare 
solutions manifested an acceleration of technological 
advancements from healthcare industry demands, especially 
during COVID-19 pandemic since it was driven to be 
implemented globally [2]. Across the globe, the goals of smart 
healthcare systems will always be the improvement of patient 

care, cost effective, and efficient deliverables through accurate 
diagnoses, timely treatments, and continuous monitoring [3]. 

“Immobility” terminology is always close to “movements”. 
So do the struggles of the stroke patients who need to face the 
challenges who are not commuting freely? A stroke, as defined 
by the World Health Organization, is a sudden onset of focal or 
global neurological impairment presumed to be of vascular 
origin [4]. Stroke is a severe neurological disease with complex 
underlying pathological processes, leading to high rates of 
morbidity and mortality [5]. 

As a starting point, this study will investigate the hand 
gesture of the orientation of the palm, either having a landed 
wrist or upper limb, depending on the patient's ability during 
the rehabilitation session. Since stroke rehabilitation poses 
challenges such as imprecise progress tracking and assessment, 
along with concerns about sensitive data, highlighting the need 
for reliable and secure data handling, a framework was 
introduced to assist the healthcare community in improvising 
the rehabilitation sessions with the presence of the emerging 
modern technologies that is remotely accessible through the 
network. Therefore, a framework called RIOT is proposed to 
deliver affordable and efficient remote stroke rehabilitation. 

Remote rehabilitation strategies, as highlighted by Tuli et 
al. [6] suggest favourable solutions and introduce privacy 
vulnerabilities and software reliability issues  [7]. In response 
to these challenges, a RIOT framework was developed to 
enhance gesture recognition accuracy and ensure data security 
within smart healthcare systems to stand with the exploration 
of the calibration of hand gesture recognition using the RIOT 
framework and evaluating its effectiveness in improving home-
based stroke rehabilitation [8], [9]. 

Blending IoT, Machine Learning [10], security and 
calibration can improve the recovery process for stroke 
survivors as a blueprint that a system development requires an 
advanced rehabilitation requires multidisciplinary 
collaboration [11]. Based on the issue, there was a need for a 
secure calibration approach for hand gesture recognition using 
a DoE methodology on a RIOT platform, which can inspect an 
accurate hand gesture recognition and precise rehabilitation 
assessment with well-calibrated parameters while considering 
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potential security implications within a smart healthcare 
context. In addition, the implementation of MediaPipe by 
Python is necessary to capture the elements of hand gesture 
recognition that can execute the performance of the recognition 
[12]. 

Calibration is essential for accurate hand gesture 
recognition outcomes, as clinical models, algorithms, and 
scores must provide reliable and consistent readings [13]. 
Consequently, the incorporation of DoE can fine-tune and 
adjust the accuracy of the rehabilitation assessment with its 
analytical basis [14]. 

Hence, smart healthcare compromises better future with the 
developments of services, including the sensitivity towards  the 
importance of data protection, affordability of the healthcare 
treatment, and widely nurturing the field of computer science 
[15]. The integration of various technologies has been explored 
in recent studies to enhance security and efficiency in different 
sectors [16]. Additionally, the security and privacy aspects of 
IoT in smart city applications have been comprehensively 
analysed, underlining the potential and challenges of such 
technologies [17]. Moreover, calibration process is one of the 
applications that can enable improvisation of the precision of 
the experiment as it is essentially supports the initial process of 
developing remote rehabilitation. 

This paper is arranged as follows: Section I gives a brief 
introduction to the implementation of the calibration for gesture 
recognition using MediaPipe in the smart healthcare context. 
Section II focuses on the existing literature on the integration of 
IoT in stroke rehabilitation, the effectiveness of machine 
learning algorithms for gesture recognition, and the encounters 
related to data security and reliability in smart healthcare 
systems. Section III describes the proposed solution for this 
paper. Section IV showcased the results and discussion of the 
experiment. Finally, Section V concludes the content of this 
research. 

II. LITERATURE REVIEW 

This literature review segment provides an overview of 
existing knowledge, identifies research gaps, and highlights 
areas for future investigation, setting the foundation for this 
study. Key areas of focus include the integration of IoT in 
stroke rehabilitation, and the challenges related to data security 
and reliability in smart healthcare systems. The effectiveness of 
machine learning algorithms for gesture recognition. 

A. Smart Healthcare for Stroke Rehabilitation Internet-of-

Things 

Smart healthcare systems for stroke rehabilitation empower 
Internet-of-Things (IoT) technologies to offer remote 
monitoring capabilities for patients undergoing rehabilitation 
[18]. These systems utilise advanced technologies such as cloud 
computing, machine learning, and wearable sensors to enable 
remote rehabilitation training for stroke survivors, reducing 
costs and burdens on both patients and healthcare providers 
[19]. By integrating big data, artificial intelligence, cloud 
computing, and IoT, smart healthcare enhances medical 
services' automation, informatisation, and intelligence, leading 
to improved healthcare efficiency and patient experience [3]. 

B. Limitations of Current Stroke Rehabilitation Systems and 

Home-Based Solutions 

Incapabilities in tracking and monitoring the progress of 
stroke patients over time can hinder the effectiveness of 
traditional rehabilitation methods. Additionally, data security 
concerns arise caused of the sensitive nature of patient 
information which obviously displaying the need for innovative 
solutions for the quality and security of stroke rehabilitation 
programs [20]. 

Home-based solutions are a promising way to overcome 
traditional stroke rehabilitation limitations. Tele rehabilitation 
uses e-health platforms and digital technologies to provide 
convenient and cost-effective services to stroke patients at 
home. Research has shown that home-based programs enhance 
patient outcomes and improve access to care, particularly when 
in-person rehabilitation is not possible [21]. Technological 
advancements such as webcam monitoring and mobile apps 
provide cost-effective options for home-based stroke 
rehabilitation with remote monitoring and real-time feedback, 
increasing patient engagement. Inexpensive technologies can 
enhance outcomes for stroke survivors by optimizing home-
based rehabilitation and overcoming current system limitations 
[22]. 

C. Challenges in Data Security and Reliability 

Safeguarding data security in smart healthcare is critical, 
with the exchange of sensitive healthcare data among IoT-
enabled medical devices necessitating secure data aggregation 
and transmission protocols [5]. Additionally, the 
implementation of secure IoT frameworks is essential to protect 
patient data and ensure the integrity of healthcare systems [6]. 

To address security concerns in IoT-based healthcare 
systems, various frameworks and solutions have been proposed 
to safeguard patient data and privacy [7]. Security and privacy 
challenges in IoT healthcare systems are being studied to 
enhance robust security measures [8]. Furthermore, blockchain 
in healthcare improves security and privacy in tele-medical 
services by integrating technology for patient data transmission 
[9]. 

Security is important for IoT devices in smart healthcare to 
prevent breaches and the limitations in processing and battery 
life make it critical [10]. Studies found weaknesses in IoT 
healthcare apps and stressed blockchain's importance in 
reducing security threats, offering ways to boost security in 
healthcare systems [11]. Also, the development of secure and 
scalable healthcare data transmission frameworks based on 
optimised routing protocols is essential for ensuring data 
integrity and confidentiality in IoT applications [12]. 

D. Effectiveness of Machine Learning (ML) and Deep 

Learning (DL) Techniques for Hand Gesture Recognition 

ML uses algorithms to learn from data for decisions or 
predictions while DL is a subset of machine learning, 
employing neural networks with multiple layers for automatic 
intricate data representations that is inspired by biological 
neural structures, excels in extracting complex patterns and 
features from data, outperforming traditional machine learning 
methods in different tasks [23]. 
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Based on the related previous work, artificial intelligence 
and machine learning have been increasingly utilised in the 
healthcare sector to improve diagnostics and patient care, as 
reviewed by Rozario et al. [24] as well as the challenges of 
implementing IoT in educational domains have been discussed, 
providing insights into the potential applications and obstacles. 
The recent trends in AI and IoT have also been studied, 

suggesting future research prospects for enhancing networking 
systems [15]. 

TABLE I. Table I and Table II indicate the comparative 
analysis of various techniques used in gesture recognition. 
Specifically, Table I compares general techniques in gesture 
recognition, while Table II focuses on comparing techniques 
that utilises MediaPipe framework. 

TABLE I.  THE COMPARISON OF TECHNIQUES IN GESTURE RECOGNITION 

Author 

/Year 

Methods 

/Algorithms 
Research Area Feature Sets Results Type 

Guo et al. 

(2023) [25] 

Support Vector Machine (SVM), k-Nearest 

Neighbours (k-NN), Linear Discriminant 
Analysis (LDA), Neural Network 

(Electromyography), InceptionTime, 1D-

CNN 

Hand Rehab 

Equipment, sEMG-

based Gesture 
Recognition 

Mean Absolute Value 
(MAV), Root Mean 

Square (RMS), Variance 

of Average Values (VAV), 
Integrated EMG (iEMG), 

SSI, WL 

90.89% Overall Gesture 

Recognition Accuracy 

ML 

DL 

Padilla-
Magana & 

Pena Pitarch 

(2022) [26] 

Support Vector Machine (SVM), Random 
Forest (RF), k-Nearest Neighbours (k-NN) 

(Classification), Borderline-SMOTE 

(Balancing) 

Post-Stroke ARAT 

Activities 

Classification 

Finger Joint 

Extension/Flexion Angles 

98% Precision (SVM 

Classifier) 
ML 

Ho et al. 

(2023) [27]  

Support Vector Machine (SVM), Multilayer 
Perceptron (MLP), Random Forest, Logistic 

Regression, k-Nearest Neighbors (k-NN) 

(Leap Motion) 

Gamified Rehab, 

Key Pose 
Identification 

Skeleton Extraction, Hand 

Pose, Gesture Recognition 

96.84% (SVM) & 96.47% 

(MLP) Accuracy 
ML 

Zaher et al. 

(2024) [28] 

Bidirectional Long Short-Term Memory 

(Bi-LSTM), Long Short-Term Memory 

(LSTM), Convolutional Neural Network 
(CNN), CNN-LSTM 

Action Recognition 

(Deep Learning) 

UI-PRMD & KIMORE 

Datasets (Pain/Posture) 

93.08% Accuracy 
(KIMORE), 99.70% (UI-

PRMD) 

DL 

Akmal et al. 

(2021) [29] 

Electromyography (EMG) Signal, Support 

Vector Machine (SVM) (Classification) 

Prosthetic Finger 
Movement 

Classification 

Finger Movement 

Classification, True 

Positive Rate (TPR) 
Analysis 

High Accuracy & 

Efficiency (SVM) 
ML 

Antonius & 

Tjahyadi 
(2021) [30] 

Convolutional Neural Network - Recurrent 

Neural Network (CNN-RNN) 
(Electromyography) 

Drone Control with 

Hand Gestures 

Muscle Tension State 

Signals [74] 

Successful Gesture 

Identification for Drone 
Control 

DL 

Copaci et al. 

(2022) [31] 

Bayesian Neural Network, Artificial Neural 

Network (ANN), Local Response 

Normalization (LRN) 

Surface 

Electromyography 

(sEMG) Gesture 

Recognition for 

Rehab Glove 

Improvement on Patient 

Motivation 

98.7% Gesture 

Recognition Accuracy 
MLDL 

Das et al. 

(2023) [32]  

Support Vector Machine (SVM), Random 
Forest, Multilayer Perceptron (MLP), 

Convolutional Neural Network (CNN) 

Real-time Hand 
Gesture Recognition 

(Vision-based) 

Hand Detection, Tracking, 

Gesture Features 
97.3% Accuracy (CNN) MLDL 

Tsokov et al. 

(2021) [33] 

1D Convolutional Neural Network (1D 
CNN) Optimization (Evolutionary 

Algorithm) 

Human Activity 

Recognition 

Evolutionary CNN 

Architecture Optimization 

Accurate Human Activity 

Recognition 
DL 

Jiang et al. 

(2022) [34] 

Support Vector Machine (SVM), k-Nearest 

Neighbours (k-NN), Naïve Bayes, 
Discriminant Analysis 

Spatio-temporal 

Hand Gesture 
Recognition 

- 

Achieved an average 

accuracy of 85% in hand 
gesture recognition 

ML 

Palanisamy & 
Thangaswamy 

(2023) [35]  

Hough Transforms, Artificial Neural 

Networks (ANN) 

Hand Gesture 

Recognition 
Spatiotemporal Features 

Detected hand gestures 

with an accuracy of 92% 
using spatiotemporal 

techniques and artificial 

neural networks 

ML 

Wei et al. 

(2021) [36] 
CNNs 

Surface 

Electromyography-

Based Gesture 
Recognition 

- 

Achieved a classification 

accuracy of over 90% for a 

large set of gestures using 
CNNs. 

DL 

Lee & Bae 

(2020) [37] 
Dual-channel ANN, DNN 

Hand Gesture 

Intention Cognition 
IMU sensor data 

Explored deep learning 

techniques achieving an 

accuracy of 88% for hand 
gesture intention 

recognition. 

DL 
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1) MediaPipe framework: The comparison of deep 

learning techniques in gesture recognition using the MediaPipe 

framework reveals significant advancements in sign language 

recognition for individuals. Various researches have 

demonstrated the effectiveness of combining modern computer 

vision and machine learning approaches, such as CNN [38], 

LSTM [39], and lightweight deep neural networks as GRU and 

1D CNN [40], in accurately recognising sign language gestures. 

These techniques have shown high classification accuracies 

ranging from 98.8% to 99.95% on different datasets, including 

ASL alphabets, daily used signs, and static sign language letters 

and characters. By leveraging the MediaPipe framework for 

feature extraction and real-time processing, these models 

contribute significantly to bridging the communication gap 

between the physically impaired community and the general 

population, enhancing their quality of life with proper 

recognition. 

Overall, there are two main hand gesture recognition 
approaches: vision-based (using cameras for features) with high 
accuracy, and sensor-based (using EMG or IMU) with 
moderate accuracy. ML/DL techniques (CNNs) achieve high 
accuracy in various applications, while MediaPipe Framework 

offers real-time recognition with comparable accuracy. In 
stroke rehabilitation, both ML/DL and MediaPipe are efficient 
with high accuracy. MediaPipe suits smart healthcare for 
immediate feedback, while traditional models are better for 
offline processing. Combining both can make sure accurate 
recognition in rehabilitation. Since gesture recognition field is 
rapidly evolving, best approach depending on specific 
requirements. 

E. Technology Integration for Secure Calibration 

In this section mentions calibration process involving the 
system accuracy recognises the equations application to the 
calibration analysis. Also, the gestures across different devices, 
environments, technical approaches, and user conditions with 
MediaPipe’s hand tracking module due to its robust and real-
time capabilities were meant to be achieved. 

1) Formulas and equations: To precisely assess and 

calibrate the hand gesture recognition system, six key equations 

and references are employed for the analysis: 

a) The Accuracy of Gesture Recognition and Euclidean 

Distance Formula 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑠𝑒𝑑 𝐺𝑒𝑠𝑡𝑢𝑟𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝐺𝑒𝑠𝑡𝑢𝑟𝑒𝑠
 × 100%

 (1) 

TABLE II.  THE COMPARISON OF DEEP LEARNING TECHNIQUES IN GESTURE RECOGNITION USING MEDIAPIPE FRAMEWORK 

Author 

/Year 

Methods 

/Algorithms 
Research Area Feature Sets Results 

Lu & Peng (2023) 

[41] 

Deep neural network 

architecture  
Intelligent security system Landmark prediction 

Efficient and reliable gesture 

detection. 

Giri & Patil (2023) 
[42] 

GRU, LSTM neural network 
model 

Sign language recognition 
Hand segmentation, 
feature representation 

99% accuracy achieved. 

Sahoo et al. (2022) 

[43] 
Fine-tuned CNN Hand gesture recognition - Real-time gesture recognition. 

Abdallah et al. 

(2022] [40] 

Hybrid architecture involving 
MediaPipe for hand detection 

and tracking 

Real-time gesture recognition Hand and pose landmarks 
Lightweight system for accurate 

recognition. Validation loss: 0.115 

Ong et al. (2022) 
[44] 

LSTM Autonomous Vehicles (AV) 
Pose extraction 
algorithm: MediaPipe 

Achieved reliable results with traffic 
gestures in indoor environment. 

Wang et al. (2020) 

[45] 

Gaussian Mixture Model, 

Hidden Markov Model 
Gesture recognition 

Data gloves, position 

sensors 

Recognition of over 93% of 280 

gesture models 

Ru et al. (2023) 
[46] 

PCA, HMM, Particle Filtering, 
Condensation Algorithm 

User guide application 
Stochastic process, 
statistical modelling 

Dynamic gesture recognition using 
statistical approaches. 

Indriani et al. [47] 

Transfer learning on 

DenseNet201 for gesture 
classification model. 

Neural network architectures 

for training and classifying 
hand gestures 

DenseNet201 for hand 

gesture classification 
using transfer learning" 

Validation accuracy: 97.55%" 

Wang et al. (2023) 

[48] 

LTSM, Gated Recurrent Unit 

(GRU) neural networks 
Sign language recognition 

Visual sign language 

recognition. 

- sign language dataset 
64 Argentine sign 

languages (LSA64) 

Capture of 3D coordinates of hands 
for sign language recognition, 

LTSM: 94.0625% and GRU: 

94.5312% 

Padhi & Das 

(2022) [49] 

Transfer learning on 
DenseNet201 for gesture 

classification model." 

Neural network architectures 
for training and classifying 

hand gestures 

DenseNet201 for hand 
gesture classification 

model 

Validation accuracy: 97.55%" 

Kumar et al. 

(2023) [39] 

BlazePalm, Landmark model, 

Gesture recognition model 
Virtual scene 

Hand key point model for 

3D hand joint coordinates  

Effective hand key point localization 

and 3D hand joint prediction 

Giri & Patil (2024) 

[42] 
GRU, LSTM Sign language recognition 

Hand segmentation, 

feature representation 
99% accuracy achieved 

Suherman et al. 

(2023) [50] 
CNNs, transformer Gesture recognition 

Image feature 

representation 

Achieved over 95% accuracy in 2D 

or 3D gesture recognition tasks 

Liu et al. (2022) 
[51] 

Few-Shot Learning,  

 

Continuous gesture sequences 
recognition 

RWTH German 
fingerspelling dataset 

Accuracy for 5-way 1-shot gesture 

recognition 89.73%, which randomly 

selected. 
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The distance between the camera and the hand is crucial for 
calibration. The distance was measured in centimetres (cm) 
using a metal ruler. Wang et al. [52] explored stress formulas 
from deformation equations to acquire spatial distances using 
mathematics. The Euclidean distance formula calculates 3D 
space distance when hand landmark coordinates are known 

𝑑 = (𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2 (2) 

Where  (𝑥1, 𝑦1, 𝑧1)  and (𝑥2, 𝑦2 , 𝑧2)  are the coordinates of 
two points which are landmark 4 and 8. 

b) Corner angle of the laptop: The corner angle of the 

laptop, measured using a 3D printed protractor (Xiphias), 

affects the range of capture for the webcam. This angle is 

decisive for recognising landed wrist gestures. The angle 𝜃. θ 

can be measured and used to adjust the camera’s field of view: 

c) Mean (Average) and standard deviation calculation: 

The accuracy of different formulas demonstrated the 

importance of mean accuracy and standard deviation 

calculations in assessing formula performance [53]. 

𝜃 = arctan(
ℎ𝑒𝑖𝑔ℎ𝑡

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
)   (3) 

Measurement and accuracy assessment of angles aligns 
with the methodology of measuring and adjusting corner angles 
for webcam calibration [54]. 

𝑀𝑒𝑎𝑛 =
∑𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑉𝑎𝑙𝑢𝑒𝑠

𝑛
   (4) 

where 𝑛 is the number of accuracy measurements. 

Standard Deviation = √
∑(χi−𝜇)2

𝑛
  (5) 

where χI is each accuracy value, μ is the mean accuracy, and 
𝑛 is the number of measurements. 

d) ANOVA (Analysis of variance): To know the main 

features of similarity indices, which aligns with the statistical 

analysis required for accuracy assessment in gesture 

recognition [55] and ANOVA was used to determine if there 

are any statistically significant differences [56] between the 

means of independent (unrelated) groups. 

𝐹 =
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐺𝑟𝑜𝑢𝑝𝑠

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑊𝑖𝑡ℎ𝑖𝑛 𝐺𝑟𝑜𝑢𝑝𝑠
  (6) 

2) Calibration procedure: Some factors such as camera 

type, whether using a laptop camera or an external camera with 

different resolutions, can impact the quality of gesture 

recognition [57]. Additionally, the distance between the camera 

and the hand, as well as the orientation of the palm, are essential 

factors that influence the ability of stroke patients to perform 

gestures accurately [58]. 

Moreover, repetitions and accuracy of gestures are 
fundamental for calibration in rehabilitation systems [59]. Also, 
lighting conditions need to be controlled to evaluate camera 
sensitivity and gesture recognition [60]. 

Thus, secure calibration methods with camera type, 
distance, palm orientation, accuracy, repetitions, and lighting 

are vital for optimising stroke rehabilitation systems. Advanced 
technologies can improve rehabilitation programs for stroke 
patients. 

In summary, while significant progress has been made in 
integrating IoT and machine learning into stroke rehabilitation, 
challenges related to data security, system reliability, and the 
effectiveness of home-based solutions remain. Previous studies 
have demonstrated the effectiveness of machine learning for 
gesture recognition but have not addressed security concerns. 
Therefore, this research aims to address these gaps by 
calibrating hand gesture recognition using the RIOT framework 
and evaluating machine learning algorithms with MediaPipe, 
with a focus on enhancing data security and rehabilitation 
accuracy. 

III. METHODOLOGY 

The methodology outlines the process of integrating and 
calibrating MediaPipe for hand gesture recognition in stroke 
rehabilitation, addressing the limitations identified in the 
literature review. Fig. 1 and Fig. 2 visualise the flow of the data 
collection, and palm orientation testing as a part of data 
collection process. 

A. Tool Selection 

1) Python, MediaPipe framework and MediaPipe 

solutions: The convergence of MediaPipe with Python libraries 

is pivotal in pose detection and analysis for the creation of 

machine learning pipelines. MediaPipe framework offers hand 

tracking and gesture recognition solutions and provides a palm 

detector and hand landmark model for accurate gesture 

recognition [61], [62]. Using MediaPipe with Python allows 

access to hand landmark models and gesture recognition 

capabilities [63]. 

MediaPipe's BlazePose algorithm has been effective in 
single-camera human 3D-kinematics. BlazePose in 
physiotherapy exercise classification showed efficient 
performance with a frame rate of 32 frames per second [64], 
[62]. 

Additionally, MediaPipe's adaptability and dependability 
are evident in its performance across different areas of pose 
detection tasks. It has shown effectiveness in the identification 
of genetic syndromes and in reducing the likelihood of 
overfitting in contrast to other techniques [63], [65]. The 
framework's robustness and versatility make it a valuable tool 
for various applications, including sign language-based video 
calling apps and object detection for aspiring film directors 
[63], [66]. 

2) Gesture recognition procedure: Subsequently, Fig. 2 

will explain further the process of palm gesture recognition 

during Palm Orientation Testing. To detect the palm, 

MediaPipe acquires landmarks, as shown in Fig. 3 to produce 

the coordinates of the gestures. The landmarks were generated 

in Fig. 3 and Fig. 4. A by MediaPipe and the purple label was 

the MediaPipe, between landmark 4 and 8 for the measurement 

of accuracies. Fig. 3. B is the initial visualisation of the 21 

landmarks by MediaPipe. 
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Fig. 1. Calibrating process flow for data collection. 

 

Fig. 2. The palm orientation testing of hand gesture recognition flowchart 

using MediaPipe during calibration data collection. 

  

Fig. 3. The key point localisation of 21 hand-knuckle coordinates within the 

detected hand regions by MediaPipe with red points. 

0. MIDDLE_FINGER_DIP 

1. MIDDLE_FINGER_TIP 

2. RING_FINGER_MCP 

3. RING_FINGER_PIP 

4. RING_FINGER_DIP 

5. RING_FINGER_TIP 

6. PINKY_MCP 

7. PINKY_PIP 

8. PINKY_DIP 

9. PINKY_TIP 

10. WRIST 

11. THUMB_CMC 

12. THUMB_MCP 

13. THUMB_IP 

14. THUMB_TIP 

15. INDEX_FINGER_MCP 

16. INDEX_FINGER_PIP 

17. INDEX_FINGER_DIP 

18. INDEX_FINGER_TIP 

19. MIDDLE_FINGER_MCP 

20. MIDDLE_FINGER_PIP 

Fig. 4. Hand Landmarks list by MediaPipe with numerical labelling. 

3) Evaluation of MediaPipe for hand gesture recognition: 

Using an open-source framework, for hand gesture recognition 

[73]. MediaPipe offers a suite of pre-trained models and 

pipelines specifically designed for real-time hand tracking and 

gesture recognition. The evaluation of MediaPipe's 

performance in this context focuses on its built-in accuracy 

metrics. 

a) Accuracy measurement: The built-in accuracy 

evaluation includes the confidence score indicating the 

probability that the detected hand landmarks correspond to a 

hand gesture and the percentage of gestures correctly classified 

by MediaPipe's pre-trained models. The measurement of the 

distance was set in between the perpendicular point of camera 

to the base, and palm location at 0.00 cm, as displayed in Fig. 

5. According to Fig. 6, the attached ruler was placed right by 

the side of the laptop screen to record the angle between the 

web camera and the base or keyboard of the laptop. The angles 

were measured by placing Xiphias at the side of the laptops, 

respectively, as shown as in Fig. 6. A. Meanwhile Fig. 6. B is 

how the angles was examined on the devices. 

 

Fig. 5. Experimental setup showing the distance measurement between the 

laptop webcam and the hand using a metal ruler and a 3D printed protractor 
(Xiphias) to determine the corner angle of the laptop. 

 

Setup the environment

• choose well-lit rooms to 
stimulate different 
lighting.

• place the camera and 
adjust palm disctance 
and angles (for corner 
angles factor).

Camera Calibration

• Built-in laptop cameras.
• An external camera

Palm Orientation Testing

• Record the system’s ability 
to recognise gestures 
accurately in each 
orientation.

Gesture Repetition

• subject were performed 
thrice (n=3).

Result Analysis

• Record accuracies to 
standardise setup for 
regular use.
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Fig. 6. The coordination of Xiphias to get the angles and then the distances 

started to be examined was perpendicular to the laptop webcam. 

B. Calibration with DoE 

1) Calibration process: The calibration process involved 

optimising factors to enhance the accuracy of hand gesture 

recognition within the stroke rehabilitation context. This step 

focused on fine-tuning parameters such as camera type, camera 

distance, palm orientation, and lighting conditions to ensure 

precise and reliable gesture recognition outcomes [67], [68], 

[69]. 

a) Calibration setup: Strategically placing the external 

camera at a specific distance from the hand minimises 

occlusions and distortions that may arise with a laptop camera, 

resulting in more reliable gesture detection. Gesture recognition 

has gained traction due to advancements in computer vision and 

AI. Hand-gesture recognition for Human-Machine Interaction 

(HMI), enabled effective interpretation of user intent by 

machines [70]. Besides, calibration process is aligned with 

research focused on enhancing gesture recognition systems 

through cutting-edge technologies and methodologies [71]. 

Likewise, scholars have recorded developments in real-time 

hand gesture recognition through the use of deep learning 

models from MediaPipe and sensor fusion strategies [72]. For 

reliable results, calibrating a gesture recognition system is 

important. It benefits in developing systems for various 

purposes, which supports this approach. 

C. Data Collection and Result Analysis 

Data gathering under various conditions was recorded to 
ensure robustness and accuracy. The comparison was made 
based on factors as mentioned in Table III statistical method 
was implied for evaluation and optimal settings identification. 

1) DoE methodology for statistical optimisation: 

Calibrating factors in Table III enhances the accuracy and 

reliability of gesture recognition: 

                                                           
a Romeo et al. [73] has experimented different resolutions and abled to receive the best results for 3D 

calibration procedures. 
b The assertion regarding the impact of laptop models on gesture recognition software performance is 

supported by research that specifically addresses the interaction between hand gestures and laptops, 

TABLE III.  FACTORIAL DOE DESCRIPTION 

Factors Levels/SI Unit Description 

P
ri

m
a

ry
 

Camera 
Laptop camera 

External camera 

Cameras with different 

resolutionsa. 

Camera 

distance 
Centimetre (cm) 

Measurement in cm using a 

metal ruler (up to 30 cm) to 

determine the distance 

between the camera and the 

hand. 

Palm 

orientation 

Upper limb 

Landed wrist 

Stroke patients’ ability to 

move parts of their hands. 

S
e
c
o

n
d
a

ry
 

Lighting 

Controlled: 

Bright 

Dim 

Evaluating the camera's 

sensitivity to gesture 

recognition under different 

indoor lighting scenarios. 

Personal 

computer 

(PC) 

Laptop models 

 

A:  

HP Envy Laptop 13 

B:  

ASUS Vivobook 

A542U 

C:  

ACER Aspire E 14 

 

 

Laptop models vary in size 

and specifications, impacting 

gesture recognition software 

performanceb.  

 

Laptop size affects camera 

positioning and stability, 

potentially affecting gesture 

recognition accuracy.  

 

Hardware differences such as 

processor speed, RAM, and 

graphics impact efficiency 

and accuracy of gesture 

recognition algorithms. 

Corner 

angle of 

the laptop 

Degrees (𝜃):  

50°, 60°, 70° 

Measuring from a 3D printed 

protractor to determine the 

range of capture for the 

webcam in recognising 

landed wrist gestures. 

 Accuracy Percentage (%) 

Percentage of correctly 

recognised gesturesc(i.e. pinch 

extension). 

 Repetitions n = 3 

Conducting each gesture n = 

3 times to ensure consistency 

and reliability. 

The DoE approach optimises gesture recognition systems 
by adjusting elements and levels, aiming to determine optimal 
parameters for accurate recognition, particularly in stroke 
patients and different lighting conditions. 

The factors clearly provided some IoT devices used in the 
experiment in the description in Table III. In Section IV, the 
comprehensive analysis of IoT security and privacy will be 
discussed further to ensure that the best practices were 
identified in recent research [17]. 

emphasizing the importance of considering laptop specifications in the context of gesture recognition 

systems. 

c According to Hu et al. [74] the effectiveness of proposed method can be measured through accuracy to 

reduce training burden of the system. 
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IV. RESULTS AND DISCUSSIONS 

This part presents the outcomes of implementing MediaPipe 
for gesture recognition, the experimental setup, calibration 
process, and statistical analysis of DoE approach in optimising 
calibration parameters in enhancing hand gesture recognition 
for RIOT, and the argument on security measures with smart 
healthcare awareness. The visual representation of the results 
was also showcased in graphs and the process of data collection 
is displayed in Fig. 7. 

A. Descriptive Statistic and Overview 

The dataset comprises measurements of accuracy at 
different distances, camera types, and lighting conditions. Basic 
statistics are summarised in Table IV. 

TABLE IV.  DESCRIPTIVE STATISTIC 

Metric Value 

Sample Size  84 

Mean Accuracy (%) 
Varies by distance and lighting 

(refer Table V, Table VII, Table 

VIII, Table IX, Table X, and 
Table XII). 

Standard Deviation 

From TABLE IV. (from 10.00 cm to 30.00 cm) and each 
distance has multiple conditions for Bright and Dim lighting. 
For example, Bright and Dim conditions are repeated twice, so 
there are four measurements per distance. So, the sample size 
appeared to be 84 meanwhile the mean accuracy and standard 
deviation were explained in the next subtopic (refer to B. 
Experimental Setup and Calibration Results). 

B. Experimental Setup and Calibration Results 

In this section, the presentation of results of gesture 
recognition experiments, focusing on the accuracy, the 
relationships between factors were displayed and discussed. 
Sample of calculations of mean accuracy and standard 
deviation were shown as the following. 

a) Calculation of average accuracy: To calculate the 

average accuracy at a specific distance, the sum the accuracy 

percentages of multiple measurements at that distance and 

divide by the number of measurements (refer to Formula (3)). 

For example, at 10 cm: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠
 

=  
10.31

1
 = 10.31% 

b) Calculation of standard deviation: The standard 

deviation is calculated to understand the spread of accuracy 

measurements around the mean (average) accuracy (refer 

Formula 5). For example, at 10 cm with sample measurements 

(hypothetical values): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 = [8,12,10,11,10] 

𝑀𝑒𝑎𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝜇) = 10.20 

Step-by-step calculation: 

First, each measurement’s deviation was calculated from 
the mean, square it: 

(8 − 10.20)2, (12 − 10.20)2, (10 − 10.20)2, 

 (11 − 10.20)2, (10 − 10.20)2 

=  4.84, 3.24, 0.04, 0.64, 0.04 

Next, the calculation of standard deviation (SD) was 
finalised: 

𝑆𝐷 = √
4.84, 3.24, 0.04, 0.64, 0.04

5
 

= √1.76 = 1.33 

Given the provided data in Table V, if the SD is given 
directly as 21.946, then it was directly used in the report: 

𝑆𝐷 = 21.946 

c) Distance and accuracy: To begin with, the 

determination of the impact of camera distance on gesture 

recognition, the accuracy was examined at various distance 

from 10.0cm to 30.0cm towards the palm placement. Moreover, 

the reliability and consistency of gesture recognition accuracy 

were analysed the standard deviation of accuracy 

measurements at different distances. The results are presented 

in Table V TABLE V. and Fig. 7. 

TABLE V.  ACCURACY AND STANDARD DEVIATION AT DIFFERENT 

DISTANCES 

Distance 

(cm) 

Average Accuracy 

(%) 
Standard Deviation 

10.00 10.13 21.946 

11.00 13.88 22.635 

12.00 29.25 32.766 

13.00 40.77 33.187 

14.00 54.29 41.415 

15.00 64.17 32.778 

16.00 74.27 29.884 

17.00 82.04 15.265 

18.00 85.27 14.596 

19.00 86.90 12.842 

20.00 88.08 12.266 

21.00 83.79 13.639 

22.00 85.00 12.360 

23.00 82.85 12.751 

24.00 83.04 13.152 

25.00 81.85 14.856 

26.00 81.52 16.114 

27.00 79.85 17.471 

28.00 76.27 19.254 

29.00 75.24 21.120 

30.00 72.04 23.297 

For distances of 10 to 15 cm, the standard deviation is high 
(21.946 to 41.415), indicating significant variability in 
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accuracy. This suggests that at these distances, the system’s 
performance is inconsistent. 

Next, the distances of 16 to 20 cm, the standard deviation 
decreases (12.266 to 29.884), suggesting more consistent 
performance. The accuracy is higher, and the lower standard 
deviation indicates that the system is more dependable at these 
distances. 

Finally, beyond 20 cm, the standard deviation remains 
moderate to high, indicating that the accuracy becomes more 
variable again as the distance increases. This suggests that the 
system’s performance is less stable at greater distances. 

Subsequently, a trend of accuracy was manifested across 
different distances and with variability based on the error bars 
in Fig. 7. 

 

Fig. 7. Line graph shows the trend of accuracy across different distances 

with error bars representing standard deviation. Error bars show higher 

variability at shorter distances, decreasing up to 20 cm. 

Therefore, from the line graph, the optimal distance is 20 
cm for the highest accuracy and stability. Meanwhile, the 
variability is high at 10-15 cm, low at 16-20 cm, and increases 
beyond 20 cm. Now, a histogram with 10% bin width visualises 
accuracy distribution across distances for clear view in Fig. 8. 
show that the accuracy values are most frequently distributed 
between 70% and 90%, with the highest frequency around 80-
90%. 

 

Fig. 8. Histogram depicts the frequency distribution of accuracy across 

different distances. 

d) Percentile analysis of accuracy: The 25th, 50th 

(median), and 75th percentiles were calculated to comprehend 

the distribution of accuracy. So, percentiles helped to 

summarise the central tendency and variability of the data from 

Table VI. 

TABLE VI.  PERCENTILE VALUES OF ACCURACY 

Percentile Value (%) 

25th Percentile 64.17 

50th Percentile 79.85 

75th Percentile 83.04 

The 25th percentile indicates that 25% of the accuracy 
values are below 64.17%. The median (50th percentile) is 
79.85%, showing that half of the accuracy values are below this 
value. The 75th percentile indicates that 75% of the accuracy 
values are below 83.04%. Next, a bell curve in Fig. 9 was 
generated based on the calculated mean and standard deviation. 
This visualisation helps in understanding the normal 
distribution of the accuracy data and provides insights into the 
performance and consistency of the gesture recognition system. 

 

Fig. 9. Bell curve peak indicates most scores are close to the mean, which is 

around 70% and illustrates the normal distribution of gesture recognition 

accuracy. 

The mean accuracy in Fig. 9 represents the central value of 
accuracy scores. The graph demonstrates a balanced variability 
in accuracy scores, with a moderate spread with the highest 
concentration around the mean and a balanced spread shown by 
standard deviation manifesting reliability and consistency, 
essential for its intended use. 

e) Camera and laptop model, lighting, and accuracy: 

The accuracy of gesture recognition was evaluated using 

different cameras under bright and dim conditions. The 

outcome was summarised in TABLE VII. TABLE VIII.  

TABLE VII.  ACCURACY BY CAMERA TYPE AND LIGHTING CONDITION 

Model Bright Dim 

External 70.83 69.29 

Laptop A 70.83 67.67 

Laptop B 63.74 62.42 

Laptop C 73.4 66.78 
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TABLE VIII.  STANDARD DEVIATION FOR ACCURACY LIGHTING 

CONDITIONS 

 Lighting 

Camera/ Model Bright Dim 

External 13.334 14.827 

Laptop A 8.059 12.515 

Laptop B 1.223 12.15 

Laptop C 7.879 15.309 

By the comparison from Fig. 10 indicates the accuracy 
evaluation within lighting condition and camera types. 

 

Fig. 10. Bar chart compares accuracies affected by different laptop models 

and an external camera. 

To sum up, Fig. 10 gesture recognition accuracy varies by 
camera type and lighting conditions. The best performance is 
from Laptop C under bright lighting achieves the highest 
accuracy (73.40%), while Laptop B under dim lighting has the 
lowest performance (62.42%). 

f) Palm orientation and accuracy: The accuracy of 

gesture recognition was also calculated for different palm 

orientations, as shown in Table IX. 

TABLE IX.  ACCURACY BY PALM ORIENTATION 

Palm Orientation Average (%) Standard Deviation 

Upper Limb 62.96 27.30 

Landed Wrist 7.900 11.548 

Table IX specifies that the accuracy for the upper limb 
orientation is significantly higher (62.96%) compared to the 
landed wrist orientation (27.30%). The standard deviation is 
also lower for the upper limb orientation, suggesting more 
consistent performance. The scatter plot, Fig. 11, reveals those 
error bars of standard deviation at various distances, 
highlighting accuracy variability. 

 

Fig. 11. The scatter plot visualises the relationship between distance (cm) and 

accuracy (%) for different palm orientations. The upper limb orientation 

consistently outperforms the landed wrist orientation. 

Accuracy sharply increases between 10 cm and 15 cm was 
revealed in Fig. 11 meanwhile accuracy peaks at 88% at 20 cm, 
then drops to 72% at 30 cm. High standard deviation at 10-15 
cm shows inconsistent performance, while from 16-20 cm it 
decreases, indicating more consistent accuracy. Standard 
deviation rises after 20 cm, showing less stable performance. 
Thus, the optimal distance for gesture recognition in this system 
was around 20 cm, where it achieved the highest accuracy and 
consistency, making it the most reliable range for practical 
applications in remote stroke rehabilitation. 

g) Corner angles and accuracy: The impact of the corner 

angles of the laptop on the accuracy of gesture recognition was 

investigated and summarised in Table X. 

TABLE X.  ACCURACY BY CORNER ANGLES 

Corner Angle (°) 
Average 

(%) 
Standard Deviation 

50 61.31 8.02 

60 69.95 3.66 

70 51.58 12.92 

Based on Fig. 12Fig. 12, a corner angle of 60° gives the 
highest accuracy (69.95%), while the lowest accuracy is 
observed at 70° (51.58%). 

 

Fig. 12. Accuracy and standard deviation at different corner angles (50°, 60°, 

70°). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

578 | P a g e  

www.ijacsa.thesai.org 

Therefore, the accuracy and standard deviation of 60° angle 
as the optimal angle for highest accuracy is proven from the 
reading. 

h) Comparison of accuracy between factors: ANOVA 

Single-Factor 

An ANOVA single-factor analysis was conducted to 
compare the accuracy of gesture recognition across distinct 
factors. The results are presented in Table XI, Table XII and 
Table XIII. 

TABLE XI.  COMPARISON OF ACCURACY BETWEEN FACTORS 

Distance 

(cm) 
Lighting, Camera, and Palm Orientation Corner Angle 

10.00 10.13 26.11 

11.00 13.88 26.00 

12.00 29.25 40.94 

13.00 40.77 50.61 

14.00 54.29 49.00 

15.00 64.17 60.06 

16.00 74.27 77.33 

17.00 82.04 76.44 

18.00 85.27 74.50 

19.00 86.90 79.28 

20.00 88.08 77.28 

21.00 83.79 73.50 

22.00 85.00 72.83 

23.00 82.85 72.61 

24.00 83.04 69.17 

25.00 81.85 66.11 

26.00 81.52 64.89 

27.00 79.85 60.83 

28.00 76.27 57.50 

29.00 75.24 56.06 

30.00 72.04 48.56 

TABLE XI. Table XI had shown the accuracy of gesture 
recognition at various distances, considering lighting 
conditions, camera types, palm orientations, and corner angles. 
Two sets of factors are considered: one combining lighting 
conditions, camera types, and palm orientations, and the other 
focusing on corner angles. The accuracies of the factors were 
generally increased with distance up to 20.00 cm and then 
declined. It also established different performance trends based 
on corner angles. 

TABLE XII.  SUMMARY OF RESULTS 

Groups Count Sum Average Variance 

Lighting, 

Camera, and 

Palm Orientation 

21.000 1430.510 68.120 582.860 

Corner Angle 21.000 1279.614 60.934 255.719 

An overview of the total count, sum, average accuracy, and 
variance, in TABLE XII.  for the two groups of factors: 
"Lighting, Camera, and Palm Orientation" and "Corner Angle", 
were signifying that the average accuracy is higher for the 
combined group of lighting, camera, and palm orientation 
compared to the corner angle group. 

TABLE XIII.  ANOVA TABLE 
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F-Value: 1.29 (less than the F-Critical value of 4.08), 
indicating no significant difference. Similarly, P-Value: 0.26 
(greater than 0.05), failing to reject the null hypothesis. In short, 
the ANOVA test indicates that there is no statistically 
significant difference across settings. 

C. Hand Gesture Recognition Accuracy Calibration Outline 

1) Key findings by settings: Table XIV reveals the concise 

version of the experimental products after the observation and 

analysis. 

TABLE XIV.  SUMMARY OF ANALYSIS 

Setting Key Finding 

Distances 

and 

Accuracy 

 Optimal distance: 20 cm (accuracy: 88.08%).  

 High variability at 10-15 cm, low at 16-20 cm, 

increases beyond 20 cm. 

Camera 

and 

Lighting 

 Best performance: 

 Laptop C under bright lighting (accuracy: 

73.40%).  

 Lowest performance: 

 Laptop B under dim lighting (accuracy: 

62.42%). 

Palm 

Orientation 

 Higher accuracy with upper limb orientation 

(62.96%). 

Corner 

Angle 
 Optimal angle: 60° (accuracy: 69.95%). 

ANOVA 

Analysis 

 No significant differences across settings  

(F-Value: 1.29, P-Value: 0.26). 

A concise summary of the key findings from the analysis 
was provided Table XIV to highlight the optimal settings for 
distance, camera, lighting, palm orientation, and corner angle 
for achieving the highest gesture recognition accuracy. The 
ANOVA analysis confirms that there are no significant 
differences across the settings tested. 

2) Comparative analysis and unique contributions of 

current research in hand gesture recognition: The comparison 
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of the obtained results on hand gesture recognition to other 

studies in the field, it is evident that this experiment on 

calibration outcomes provide valuable insights that surpass the 

relevance and accuracy of many existing works. While various 

studies have explored different aspects using technologies such 

as deep learning algorithms, data gloves, and EMG sensors, this 

calibration findings stand out for its specific focus on key 

factors that significantly impact accuracy and performance in 

hand gesture recognition systems. 

Luo et al. [75] and Yılmaz [76] had previously investigated 
the use of CNNs and deep learning algorithms for gesture 
recognition, which are common approaches in the field. 
However, by pinpointing the optimal distance for accuracy at 
20 cm and highlighting the impact of camera and lighting 
conditions on performance, has already surpassed their 
products. This specificity in identifying the ideal conditions for 
accurate gesture recognition sets this current research apart 
from these more general approaches such as altering genetic 
algorithms for the recognition under the same lighting alone. 

Similarly, Gao et al. [77] had emphasised the reliability of 
data-glove-based methods for gesture recognition, which can 
indeed yield high accuracies. In addition, exploration on the 
binary serial image implied image extraction calculation with 
depth-sensor-based gesture recognition, showcasing the 
diversity of approaches in the field. does not seem practical 
when it comes to investigating the skin colour [78]. 
Nonetheless, this calibration study abled to provide more 
practical insights by focusing on the impact of palm orientation 
and corner angle on accuracy, offering tangible guidance for 
improving recognition rates beyond just the choice of 
recognition method, especially while considering the ability of 
stroke patients, to enable a layer of real-world applicability. 

Moreover, while studies as per Farid et al. [79] discuss the 
application of vision-based systems for gesture recognition. 
Conversely, by conducting a detailed analysis of how different 
factors such as distance, lighting, and hand orientation affect 
accuracy the optimal settings for these variables, these 
calibration findings proposed a more comprehensive 
understanding of the nuances involved in achieving high 
accuracy rates in gesture recognition systems. 

Furthermore, ANOVA analysis conducted has revealed no 
significant differences across settings, contrasts with the 
emphasis on specific methodologies and algorithms [80], [81]. 
While these studies contribute valuable insights into the 
technical aspects of gesture recognition. According to DoE 
factors that were implemented in this research, it was certain 
that focusing on the has been impactful compared to the 
environmental settings of the existing literature. 

The outcomes of the experiment were recorded by 
observing the accuracy as shown in Fig. 13. The provided 
images in Fig. 13 demonstrate the performance of a gesture 
recognition system under various conditions. Fig. 13(A) shows 
a fist gesture in upper limb orientation with landmarks, 
achieving 22% accuracy for pinch extension at a close distance 
to the camera, indicating clear recognition. Fig. 13(B) depicts a 
fist gesture slightly further from the camera, resulting in 8% 
accuracy, highlighting the impact of increased distance on the 

system’s performance. Fig. 13(C) illustrates a pinch gesture 
with 71% accuracy, measured by the distance between specific 
landmarks in a bright setting, underscoring the importance of 
good lighting for accurate recognition. Fig. 13(D) shows a fist 
gesture at 30 cm distance in landed orientation under dim 
lighting, with 7% accuracy, demonstrating the challenges of 
maintaining high accuracy at greater distances and under poor 
lighting. Fig. 13(E) presents a fist gesture at a closer distance in 
landed orientation under dim lighting, achieving 0% accuracy 
for pinch gesture recognition, highlighting the system’s 
limitations in dim lighting conditions. Fig. 13(F) demonstrates 
perfect accuracy for the pinch extension gesture in upper limb 
orientation under dim lighting, indicating that the system can 
achieve high accuracy with proper calibration even under 
suboptimal lighting. These observations suggest that gesture 
recognition accuracy is influenced by distance, lighting 
conditions, and the specific gesture being performed. 

D. MediaPipe Framework Implementation 

MediaPipe provides a robust solution for real-time, on-
device machine learning, particularly hand gestures, facial 
landmarks, and pose detection. One of its primary benefits is 
that it does not require extensive training, unlike many 
traditional machine learning models. MediaPipe’s pre-trained 
models facilitate immediate recognition capabilities, making it 
an efficient and practical choice for works that demand quick 
and accurate results without the need for a deep understanding 
of machine learning algorithms or the resources required for 
training datasets. 

E. Overcoming Data Security and Reliability Downsides with 

Smart Healthcare 

Ensuring data security and reliability is paramount due to 
the sensitive nature of patient information being transmitted 
across networks. Several strategic approaches can be employed 
to overcome these challenges effectively. The implementation 
of IoT in this study, which was included in the factorial DoE, 
aligns with the trends and challenges identified in by Zainuddin 
et al., [24] by demonstrating the practical applications and 
potential hurdles of integrating advanced technologies in 
healthcare. 

Firstly, implementing robust encryption protocols, such as 
end-to-end encryption, ensures secure data transmission and 
storage [82]. Encryption plays a crucial role in protecting 
patient data from unauthorised access during transfer between 
devices and servers. Incorporating blockchain technology, data 
integrity and security were enriched through providing a 
decentralised and immutable ledger for recording transactions 
[83]. Once patient data is stored in the blockchain, it becomes 
tamper-proof, ensuring its accuracy and reliability. 

Moreover, an advanced machine learning algorithms can 
significantly improve the reliability of smart healthcare systems 
by enabling accurate data analysis and predictions [84]. These 
algorithms can detect anomalies in data transmission, flag 
security threats in real-time, and predict system failures to 
enhance reliability. 

Furthermore, utilising multi-factor authentication (MFA) 
adds an extra layer of security by requiring multiple forms of 
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identification for system access [85]. This approach reduces the 
risk of unauthorised access, even if one factor is compromised. 

In addition, regular security audits and vulnerability 
assessments are essential for identifying and addressing 
potential security weaknesses in smart healthcare systems [86]. 
By evaluating the system's security posture routinely, necessary 
updates and patches can be implemented to safeguard against 
emerging threats. 

In short, by employing encryption, blockchain technology, 
machine learning algorithms, multi-factor authentication, and 
security assessments smart healthcare systems can effectively 
manage data security and reliability, ensuring the secure and 
reliable transmission of patient information. 

F. The Impact of Secure Calibration with DoE 

Calibration methods improve recognition accuracy and 
system reliability. Technology integration is important for 
securing the calibration process and optimising performance. 

Tanwar et al. [87] conducted a study on secure calibration 
methods and technology integration in gesture recognition. The 
research emphasised the importance of preserving privacy in 
sign language recognition using deep learning for encrypted 
gestures. Hence, the encryption techniques are crucial for 
ensuring the security, integrity, and reliability of gesture 
recognition systems. 

 

Fig. 13. Screenshots of hand gesture recognition accuracy for calibration. 

Fig.13. A. Fist gesture in upper limb orientation with landmarks manifested 22% accuracy for pinch extension in a close distance between camera and palm where the gesture was fully and clearly recognised in the 

window. In this scenario, the gesture was fully and clearly recognized in the window, highlighting the system's potential for precise recognition at short distances. 

Fig. 13. B. A demonstration of the fist gesture slightly further from the camera yielded an accuracy of 8%. This reduction in accuracy emphasises the impact of distance on the system's performance, with closer 

distances generally providing better recognition. 

Fig. 13. C. The accuracy of the pinch gesture (71%) was calculated by measuring the distance between landmark 4 and landmark 8 in a bright setting. This high accuracy underscores the importance of bright lighting 

conditions for optimal gesture recognition. 

Fig. 13. D. At 30.00 cm, the system recorded an accuracy of 7% for recognising a fist gesture in landed orientation under dim lighting conditions. This result illustrates the challenges of maintaining high accuracy at 

greater distances and under poor lighting. 

Fig. 13. E. A closer distance of the fist gesture in landed orientation under dim lighting conditions resulted in an accuracy of 0% for pinch gesture recognition. This scenario highlights the limitat ions of the system in 

dim lighting, even at closer distances. 

Fig. 13. F. Perfect accuracy was measured for the pinch extension gesture in upper limb orientation under dim lighting conditions. This indicates that the system can achieve high accuracy in certain gestures and 

orientations, even under suboptimal lighting, demonstrating the potential for robust performance with appropriate calibration.

Overall, the investigation on hand gesture recognition 
stands out for its meticulous examination of the impact of 
distance, lighting, palm orientation, and corner angle on 
accuracy. By providing specific recommendations for optimal 
conditions and highlighting the practical implications of these 
discoveries offer a valuable contribution to the field of gesture 
recognition that surpasses many existing studies in terms of 
relevance and applicability. 

V. CONCLUSION 

In conclusion, this research has demonstrated the potential 
of integrating the MediaPipe framework with the Rehabilitation 
Internet-of-Things (RIOT) to enhance the accuracy and security 
of hand gesture recognition in smart healthcare systems by 
applying strong methodologies, the DoE for calibration and this 
study has also addressed the critical challenges of data security, 
reliability, and accurate assessment in stroke rehabilitation. The 
results denote that optimising factors such as camera distance, 
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lighting conditions, and palm orientation could significantly 
improve gesture recognition accuracy. Furthermore, the 
implementation of advanced encryption protocols and 
blockchain technology ensures the secure transmission and 
storage of sensitive patient data. These advancements are not 
only facilitating more effective and precise remote 
rehabilitation but also underscore the importance of 
multidisciplinary collaboration in developing smart healthcare 
solutions. Ultimately, this research paves the way for future 
innovations in healthcare technology, promoting better patient 
outcomes and more efficient rehabilitation processes. In 
growing body of research on the combination of IoT and AI in 
healthcare, building on the foundational work [15], [16]. Future 
research should continue to explore the intersection of these 
technologies to further enhance their efficacy and security. 
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Abstract—This research presents a comparative analysis of 

different learning methods developed for the prediction of carbon 

emissions from light-duty vehicles. With the growing concern over 

environmental sustainability, accurate prediction of carbon 

emissions is vital for developing effective mitigation strategies. The 

work assesses the performance of various algorithms trained on 

vehicle-specific data attributes to predict the emission patterns of 

a fuel type of different light duty models. This work uses two real-

time petrol and diesel datasets collected by CariQ app and device. 

Canada government dataset is also used from the online repository 

for prediction of the vehicle emission. The evaluation is based on 

their predictive accuracy. The findings reveal insights into the 

effectiveness of different learning techniques in accurately 

estimating carbon emissions from vehicles, providing valuable 

guidance for policymakers and researchers in the field of 

environmental sustainability and transportation planning. 

Keywords—Carbon emission; machine learning algorithms; 

CariQ carbon emission dataset; An Air Quality Index (AQI) 

I. INTRODUCTION  

As we all know the major threat in front of the world is 
pollution in the present days. Emission is a problem faced by 
many countries, and the transportation industry which is one of 
the biggest sources of carbon allowed to be released into the air 
[1]. Comprehending and reducing the harmful impacts of 
vehicle emissions on the atmosphere, living organisms, and the 
environment has become crucial. Vehicle emissions are a 
complex mixture of gases and particulate matter, carbon 
monoxide (CO), nitrogen oxides (NOx), hydrocarbons (HC), 
and particulate matter (PM).  Various detection methods have 
been employed to monitor and measure these emissions, ranging 
from traditional tailpipe testing to advanced sensor-based 
technologies [2] [3]. Government agencies mostly used the term 
AQI to check the air quality of any area. It is decided through 
the range of pollution values decided for an AQI [4] [5]. These 
defined range decide, how is the air quality index of any 
particular area. Delhi is always with sequious AQI in India and 
someday pollution reached to its top enough like Most of time 
and many news flashed about it. So, how important it is to 
understand the hazards of the emissions and their effects on the 
living creature mostly on humans? Government needs to put 
some strict policies about the carbon emission. 

The carbon trading system [6], was adopted by many nations 
to cut greenhouse gas emissions. This market-based strategy 
served to mitigate the effects of global warming, which 
improved the air quality in an environment. It is employed to 
lower the atmospheric concentration of CO2. Carbon credit 
provides financial incentives to businesses that have emitted less 

carbon, these businesses are granted a permit of carbon credit. 
Businesses that generate more carbon emissions need to credits 
from businesses that have produced lesser emissions. The 
transport industry significantly contributes to greenhouse gas 
emissions. To mitigate this impact, the government must 
establish policies, rules, and regulations specifically targeting 
emissions from individual vehicles. Here, this research work 
focuses on the insights of the emissions on light-duty vehicles of 
diesel and petrol. 

The rising concern about global climate change and 
environmental sustainability has made the theoretical analysis 
and prediction of CO2 emissions vital. Having an accurate 
model to forecast CO2 emissions could help policymakers, 
researchers and industrials to figure out how to better plan to 
mitigate their environmental impact. There are common 
methods from classical statistics that might not be able to capture 
all patterns since the emission of CO2 is a little more complex 
in a non-linear way - that is why one must look not only to 
classical statistical methods but also to new computational 
analysis. This research introduces a hybrid approach [20] that 
combines moving average smoothing with Long Short-Term 
Memory (LSTM) neural networks to model and forecast CO2 
emissions per one hundred kilometres. Raw CO2 emission data 
is passed through a moving average filter to suppress noise and 
reveal low-frequency trends. A model, LSTM, known for its 
capability to handle time series data is then trained on that 
smoothed data to predict the future CO2 emissions. A type of 
recurrent neural network (RNN), LSTM networks are well-
suited to this task thanks to their ability to maintain long-term 
dependencies and deal with the sequential nature of time series 
data. The proposed methodology tries to achieve more precise 
CO2 emission forecasts by exploiting these properties. Here, the 
study first preprocess the raw CO2 emission data by smoothing 
the data with a moving average filter with a window size of two, 
and then create two time series for modeling. Now we prepare a 
dataset suitable for the LSTM model by creating a series of time-
lagged input-output pairs in the data. Finally, a dataset is 
prepared to train a computer using an LSTM model. Predictions 
are then made, and the Mean Squared Error is calculated. 

The findings in this study indicate that moving average 
filtering combined with the use of LSTM networks could 
successfully predict CO2 emissions. This approach provides 
convenient time series analysis tools in environmental studies 
and increases the predictive accuracy. This work has important 
implications which present a novel method in which to be able 
to forecast for any domain where very accurate time series 
forecasts are required. This section provides information on the 
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Emissions of Light Duty Vehicles prediction system. The 
second part includes the literature survey of the system and in 
addition the Air Quality Index chart (AQI). The third section 
discussed the proposed work and in the last section, all the 
results are locally minimized. 

II. LITERATURE SURVEY 

The swift growth of urbanization and industrialization has 
caused a notable surge in global air pollution levels. Among the 
various pollutants, carbon dioxide emissions are particularly 
high. This study [7], [8], investigates the prediction of vehicle 
carbon emissions on metropolitan road networks through the use 
of sensor networks and real-time data analytics. It explores 
enhancing the accuracy of emission forecasts by utilizing 
prediction algorithms, data fusion techniques, and optimal 
sensor placement. Navigation systems [9], have gotten more and 
more data-driven in recent years due to the emergence of mobile 
computing devices and the widespread use of GPS technology. 
This work presented a navigation system based on traffic 
incident notification in 2012. Numerous base stations, 
communication networks, and sensors make up the system. It 
decides feasible routes to drivers through navigation paths and 
reduce the vehicular emissions. This study in [10], does a 
thorough examination of vehicle carbon emissions across time, 
focusing on temporal dynamics to detect seasonal fluctuations, 

peak emission periods, and long-term trends. In order to 
anticipate future emission trends and assist in the formulation of 
policy, it creates predictive models. In order to anticipate carbon 
emissions, this study [11], looks into the integration of vehicle 
telematics data, such as GPS trajectories, engine performance 
indicators, and fuel consumption rates. It looks at how 
telematics-enabled technologies can improve fleet operations 
and lessen their negative effects on the environment. In order to 
forecast vehicle carbon emissions under different policy 
interventions, such as fuel efficiency standards, emission laws, 
and investments in transportation infrastructure, this study [12], 
uses scenario analysis methodologies. It assesses how well 
various policy scenarios work to meet emission reduction goals. 
This study in [13], investigates predictive maintenance 
techniques with an emphasis on fleet management tactics in 
order to maximize vehicle performance and minimize carbon 
emissions. In order to improve fleet sustainability, it looks at 
how to integrate condition monitoring, remote diagnostics, and 
predictive analytics. Government organizations mostly 
employed the term "AQI" to assess the air quality of any area. 
The index values and AQI [14], [15], color shown in the Table I 
determine the range of the air quality, based on these concern 
levels are decided. Most of the metropolitan cities falls under 
maroon to a red zone that is very unhealthy and hazardous for 
living creature. 

TABLE I.  AIR QUALITY INDEX CHART 

AIR QUALITY INDEX CHART 

AQI Color Levels of Concern Index Value Quality of Air and effects on human 

Green Good 0 to 50 Efficient air pollution does not present significant risks. 

Yellow Moderate 51 to 100 Acceptable, but for some who are sensitive to air pollution, may have a risk. 

Orange Unhealthy for Sensitive Groups 101 to 150 Poor, sensitive people may experience health effects. 

Red Unhealthy 151 to 200 Very Poor, sensitive people may experience more serious health effects. 

Purple Very Unhealthy 201 to 300 Extremely poor 

Maroon Hazardous 301 and higher Extremely worst 
 

III. PROPOSED WORK  

A. Data Collection 

This work is focusing on the automobile sector and the 
emission patterns of different vehicle models, fuel types of light 
duty vehicles. This research utilized a mobile application called 
CariQ to collect real-time carbon emission data from vehicles 
operating within Pune City for nearly two years. The resulting 
dataset serves as the foundation for this project [16], [17], [18], 
[19]). CariQ Mobile app screen shot is shown in Fig. 1. 

In Fig. 2, it shows mixed dataset of all petrol and diesel fuel 
type also created. Fig. 2 shows the screenshot of some samples 
of dataset created through CariQ device and mobile app. 

B. Proposed Methodology 

This study's methodology encompasses a sequence of steps 
designed to process and model CO2 emission data, employing 
both a moving average filter and an LSTM (Long Short-Term 
Memory) neural network. 

1) Data Preparation 

a) Initial Data 

 Input Data: per_hundred_KM_CO2_emission is an 
array representing CO2 emissions per 100 km for a 
series of observations. 

b) Smoothing Data 

 Moving Average Filter: Apply a moving average filter 
with a window size of 2 to smooth the data. This reduces 
noise and helps in trend detection. 

2) Dataset Creation for LSTM 

a) Sequence Generation 

 Look-back Window: Define a look-back window 
(look_back = 1) to create input-output pairs for the 
LSTM model. This means the model uses the value at 
time t to predict the value at time t+1. 

 Function create_dataset: This function generates 
sequences of inputs and corresponding outputs from the 
smoothed data. 
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Fig. 1. Screen shot of CariQ app for creating the dataset. 

 
Fig. 2. Screen shot of some samples of created dataset.

3) LSTM Model Training 

a) Data Reshaping 

 Reshape Input Data: Reshape the input data to the 
required shape for LSTM, which is [samples, time steps, 
features]. 

b) Model Definition 

 LSTM Model: Define an LSTM model with one hidden 
layer containing four units. 

 Dense Layer: Add a Dense layer with one unit to 
produce the output. 

c) Model Compilation and the Training 

 Compile Model: ‘Compile the model with Mean 
Squared Error (MSE) as the loss function and the Adam 
optimizer.’ 

 Fit Model: Train the model on the training data for 100 
epochs with a batch size of 1. 

4) Making Predictions 

a) Predictions on Training Data 

 Train Predictions: Use the trained model to predict 
values on the training data. 

b) Future Predictions 

 Future Values: Predict future values for an extended 
range using the model. 

5) Model Evaluation 

a) Calculate MSE 

 Mean Squared Error: ‘Evaluate the model's performance 
by calculating the Mean Squared Error between the 
actual smoothed data and the predicted values.’ 

 
Fig. 3. Proposed methodology for predicting carbon emissions. 
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This methodology involves data smoothing using a moving 
average, preparing data sequences for LSTM input, defining and 
training an LSTM model, making predictions, and evaluating 
the model’s performance using Mean Squared Error as shown in 
Fig. 3. This approach leverages deep learning to model time 
series data effectively. 

IV. RESULTS AND DISCUSSION 

Around 175 Diesel and 125 Petrol Vehicles are considered 
to create Carbon Emission dataset. Fig. 4 illustrates the number 
of Diesel and Petrol vehicles included in the dataset. This dataset 
combines various types of light-duty vehicles and fuel types for 
assessment. 

 

Fig. 4. Number of petrol and diesel vehicles. 

Different machine learning algorithms were applied to two 
different datasets of petrol and diesel vehicles to find out the 
emission patterns. Fig. 5 shows a scatterplot of carbon emission 
in gm/km through the diesel vehicle. 

 
Fig. 5. Diesel vehicle carbon emission. 

Fig. 6 shows scatterplot of carbon emissions in gm/Km 
through a Petrol vehicle. From both the petrol and diesel dataset 
results, it has been observed that a diesel vehicle produces more 
carbon emission than the petrol vehicle. 

Fig. 7 shows boxplot of Carbon emissions of both petrol and 
diesel vehicles. 

Now, after statistical analysis step, Machine learning 
algorithms are applied to the dataset, Based on this mean square 
error for each algorithm is shown in Fig. 7. 

 
Fig. 6. Petrol vehicle carbon emission. 

 

Fig. 7. Boxplot of CO2 Emissions by petrol and diesel vehicles. 

Fig. 8 and Table II show MSE values got from the different 
machine learning algorithms. Proposed system algorithm 
applied to the dataset gives minimum MSE value than other 
algorithms. Proposed system algorithm is the advanced LSTM 
algorithm. 

 
Fig. 8. MSE values for a different machine learning algorithms. 
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TABLE II.  MSE VALUES FOR DIFFERENT MACHINE LEARNING 

ALGORITHMS 

Learning Algorithms MSE 

Gradient Boosting 0.179 

Ridge Regression 2.95 

Logistic Regression 4.218 

K- nearest neighbors 1.942 

Linear Regression 2.591 

Random Forest 3.414 

Decision Making 0.328 

Support Vector Machine 0.128 

ABML 0.083 

Advanced LSTM (Ours) 0.047 

Another dataset used for vehicular carbon emission is 
Canada government dataset. Vehicle carbon emission data 
assessment provides comprehensive information on emissions 
produced by various types of vehicles and a different type of 
fuel. Fig. 9 shows CO2 emission by five different fuel types’ 
natural gas, diesel, regular gasoline premium gasoline and 
ethanol (E85). Through this dataset assessment, it is found that 
ethanol vehicle emission more than other fuel types. 

 
Fig. 9. Carbon emission for different fuel types of Canada government 

dataset. 

 

Fig. 10. Boxplot of carbon emission by various light duty vehicle. 

Fig. 10 shows the boxplot of CO2 emission of vehicles for 
different light duty vehicle categories. From this analysis it has 
been analysed that luxury vehicles produces more emissions 
than other category vehicles. 

V. CONCLUSION 

This study emphasizes the significance of predicting carbon 
emissions from light duty vehicles amidst growing concerns for 
environmental sustainability. Through this comparative 
evaluation of machine learning-based approaches, it assesses the 
performance of various algorithms trained on a vehicle-specific 
data attributes. Leveraging real-time datasets from petrol and 
diesel vehicles collected via the CariQ app and device, alongside 
Canada government data. Data analysis focused on predictive 
accuracy. The various types of vehicle data studied and 
concluded that a luxury vehicle and diesel vehicles emit more 
carbon in the environment. The findings shed light on the 
effectiveness of different machine learning techniques in 
estimating carbon emissions, offering valuable insights for 
policymakers and researchers engaged in environmental 
sustainability and transportation planning. By adopting and 
promoting multi-modal transportation by investing in and 
encouraging public transit infrastructure and active 
transportation. By putting these suggestions into practice, 
academics and policymakers may strive toward creating more 
resilient and sustainable transportation networks that lessen their 
negative effects on the environment and enhance everyone's 
quality of life. 
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Abstract—Cloud computing enables the sharing of resources 

across the Internet in a highly adaptable and quantifiable way. 

This technology allows users to access customizable distributed 

resources and offers various services for resource allocation, 

scientific operations, and service computing via virtualization. 

Effectively allocating tasks to available resources is essential to 

providing reliable consumer performance. Task scheduling in 

cloud computing models presents substantial challenges as it 

necessitates an efficient scheduler to map multiple tasks from 

numerous sources and dynamically distribute resources to users 

based on their requirements. This study presents a metaheuristic 

optimization methodology that integrates load balancing by 

dynamically distributing tasks across available resources based on 

current load conditions. This ensures an even distribution of 

workloads, preventing resource bottlenecks and enhancing overall 

system performance. The suggested method is suitable for both 

constant and variable activities. Our technique was compared 

with established metaheuristic methods, including HDD-PLB, 

HG-GSA, and CAAH. The proposed method demonstrated 

superior performance due to its adaptive load balancing 

mechanism and efficient resource utilization, reducing task 

completion times and improving overall system throughput. 

Keywords—Dynamic task scheduling; cloud computing; 

metaheuristic optimization; load balancing; task allocation; 

resource utilization 

I. INTRODUCTION 

A. Context 

Cloud computing is a rapidly evolving technology, marking 
its place as the next generation in IT and business landscapes 
[1]. It offers a spectrum of services, including reliable software 
and hardware, accessible through the Internet and remote data 
centres [2]. With its architecture, cloud services efficiently 
manage diverse computing tasks on a large scale, covering 
multiple IT functions such as storage, computation, database, 
and application services [3]. The increasing demand for storage, 
processing, and analysis of extensive datasets has propelled 
organizations and individuals to embrace cloud computing [4]. 
Scientific applications, notably those requiring significant 
computational resources for extensive experiments, have found 
refuge in cloud deployments due to limitations in local server 
facilities [5]. Reduced capital costs, immense data generation, 
and consumption growth from these experiments have driven 
this shift. Moreover, cloud service providers are now 
incorporating data parallelism capabilities into their offerings, 
empowering users to leverage cloud resources and execute their 
workflows more effectively [6]. 

B. Problem Statement 

Cloud computing is a paradigm that enables universal, 
flexible, and immediate access to various configurable 
computing resources in the form of services, applications, 
storage, servers, and networks, easily delivered and released 
without much service provider interaction or management effort 
[7]. It serves as a solution with several advantages to overcome 
economic and technological challenges. The cloud computing 
model offers lower total costs and allows companies to 
concentrate on their primary tasks and functions without 
concerning themselves with infrastructure issues or the 
availability and flexibility of resources [8]. 

Furthermore, the amalgamation of cloud services, including 
computation, infrastructure, and storage, into the utility model 
of cloud computing presents an exceptionally appealing 
environment for scientists to conduct their experiments [9]. 
Cloud computing provides various service models tailored to 
meet distinct customer requirements. Cloud service models can 
be classified as Platform as a Service (PaaS), Software as a 
Service (SaaS), or Infrastructure as a Service (IaaS) [10]. IaaS 
offers virtual computing resources over the Internet. It allows 
users to manage and operate applications without needing to 
handle physical hardware complexities by combining virtual 
machines, storage, and networks [11]. PaaS allows customers to 
develop, run, and manage applications independently of the 
underlying infrastructure [12]. It includes development 
frameworks, databases, and tools. SaaS provides subscription-
based access to software applications over the Internet [13]. 

C. Motivation 

In recent years, the issue of task scheduling within a 
distributed environment has become a focal point for 
researchers. Task scheduling is regarded as a critical concern in 
the cloud computing domain, taking into account various factors 
such as completion time, overall cost of executing users' tasks, 
resource utilization, power consumption, and fault tolerance 
[14]. The challenge arises in attaining the optimal equilibrium 
between the time required to complete a task and the amount of 
energy consumed for a parallel application bound by 
precedence, resulting in a problem of bi-objective optimization. 
The resolution to this problem yields a collection of Pareto 
points, where Pareto solutions indicate that enhancing one target 
requires making concessions in at least one other objective. 
Therefore, the resolution to a bi-objective issue comprises a 
collection of Pareto points rather than a single answer. 
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Task scheduling in cloud computing environments is 
commonly known as an NP-complete and multi-objective 
optimization issue [15]. It deals with the allocation of user-
defined tasks on the existing cloud virtual machines. The main 
goal of any task scheduling strategy is to minimize total 
execution time. An effective solution to this challenge may be 
achieved by integrating multiple approaches to enhance task 
execution and optimize the utilization of resources. This can be 
achieved by optimizing task placement, task scheduling, and 
task execution. Additionally, task scheduling algorithms should 
be adaptive and capable of continuously optimizing their 
operations in response to changing workloads and resource 
availability. 

D. Contribution 

The current investigation centers on implementing and 
comparing metaheuristic optimization techniques for task 
scheduling. We compare such methods with conventional 
heuristics, addressing the problem of scheduling static tasks 
independently in cloud infrastructure contexts. Experiments are 
conducted in both uniform and uneven environments. In the 
uniform scenario, virtual machine characteristics remain 
constant, whereas the asymmetric environment involves a 
random selection of virtual machines based on diverse features 
like MIPS, Bandwidth, and RAM. Despite the simplicity of the 
symmetric scheduling approach, it fails to fully exploit the 
potential offered by the asymmetric characteristics of virtual 
machines. Section I and Section II provide an overview of 
various conventional metaheuristic task scheduling approaches 
along with their inherent limitations. Section III gives a 
comprehensive description of the proposed optimization 
strategy. Section IV describes the simulation setup and outlines 
diverse experiments conducted, all grounded in the proposed 
technique. Finally, Section V articulates the paper's conclusions 
and suggests potential avenues for future research enhancements 
applicable to the proposed optimization technique. 

II. RELATED WORK 

This section discusses existing research efforts addressing 
task scheduling challenges in cloud computing contexts. Several 

methodologies have been explored for optimizing the allocation 
of tasks to virtual machines, enhancing system efficiency, 
reducing execution times, and maximizing resource utilization. 
Table I compares various cloud computing task scheduling 
approaches. 

Yang, et al. [16] proposed a task scheduling algorithm 
derived from game theory in their research. This paper presents 
three significant contributions tailored to the features of cloud 
computing. Primarily, leveraging game theory enhances the 
coordination between task distribution and energy allocation. 
Secondly, the paper offers a task-scheduling framework to 
handle big data through a mathematical formulation. 
Verification by experiment in this research attests to both stable 
states and optimal computational efficiency. 

Chaudhary and Kumar [17] proposed a novel load 
scheduling technique named Hybrid Genetic-Gravitational 
Search Algorithm (HG-GSA) with the aim of reducing the 
overall computational burden, encompassing both execution and 
transfer costs. HG-GSA employs a hybrid crossover mechanism 
to explore the optimal arrangement of particles in the search 
space. The calculated force is then utilized to determine an 
optimal particle position. The performance of HG-GSA is 
evaluated against alternative methods using the CloudSim 
simulator. Through convergence analysis and quantitative 
assessments, the proposed HG-GSA approach significantly 
reduces the total computation cost over existing algorithms such 
as PSO, Cloudy-GSA, and LIGSA-C. 

Imene, et al. [18] applied the Non-dominated Sorting 
Genetic Algorithm (NSGA-III), a third-generation multi-
objective optimization strategy, for scheduling cloud computing 
tasks. They introduced an innovative multi-objective adaptation 
process designed to optimize three crucial factors: cost, power 
consumption, and runtime. Further, the study conducted a 
comparative analysis between NSGA-III and its precursor, 
NSGA-II, revealing that NSGA-III outperformed NSGA-II. 

TABLE I. AN OVERVIEW OF THE RECENT CLOUD TASK SCHEDULING APPROACHES 

References Algorithm Contributions Evaluation metrics 

[16] Game theory-based task scheduling 
Mathematical model for big data task scheduling 

and experimental verification 

Equilibrium states and computational 

efficiency 

[17] Hybrid genetic-gravitational search algorithm Novel hybrid crossover mechanism 

Convergence analysis, statistical 

assessments, and computation cost 

reduction 

[18] Non-dominated sorting genetic algorithm Novel multi-objective adaptation function Runtime, power consumption, and cost 

[19] 
Hybrid deadline-constrained, dynamic VM 
provisioning and load balancing 

Hybridization of heuristic techniques with 
metaheuristic 

Makespan, cost, and VM utilization 

[20] 
Context-aware adaptive heuristic-based 

mechanism 

Context-aware adaptive heuristic-based solution 

and significant performance improvements 

Performance efficiency and energy 

savings 

[21] Adaptive ant colony optimization algorithm Pheromone adaptive update mechanism 
Task completion time, execution cost, and 
balance degree 

[22] 
Moth search algorithm with differential 

evolution 
Strong exploration and exploitation Makespan 

[23] Chemical reaction partial swarm optimization 
Integration of chemical reaction optimization and 
partial swarm optimization 

Execution time, makespan, cost, and 
energy 

[24] Deep Q-learning network Utilization of deep Q-learning network 
Makespan, SLA violation, and energy 

consumption 
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Kaur and Kaur [19] proposed a hybrid delay-constrained 
dynamic virtual machine provisioning and load balancing 
approach called HDD-PLB. The primary goal of HDD-PLB is 
to enhance VM utilization by achieving uniform load 
distribution. This optimization strategy relies on combining 
heuristics with metaheuristics to attain optimum performance, 
focusing on metrics such as cost and makespan. Within the 
HDD-PLB methodology, two heuristics are proposed: hybrid 
heterogeneous earliest finish time heuristic with Ant Colony 
Optimization (ACO) algorithm and hybrid predicted earliest 
finish time heuristic with ACO algorithm. A comprehensive 
analysis and comparison of these approaches is conducted to 
determine their superiority within the proposed HDD-PLB 
model. 

Kulkarni and Annappa [20] proposed an effective context-
aware adaptive heuristic-based (CAAH) methodology tailored 
for virtual machine allocation in diverse and heterogeneous 
cloud data centers. CAAH accounts for both the inherent 
properties of physical machines and the varying load conditions 
(moderate or high) within heterogeneous data centers. The 
primary objective is to augment performance efficiency and 
facilitate power savings for operators managing data centers. 
Through experimental assessments employing both genuine 
cloud workloads and synthetic workloads, noteworthy 
enhancements in performance and energy conservation were 
observed with CAAH in comparison to a widely recognized 
adaptive heuristic-based technique. 

Liu [21] proposed a dynamic task-scheduling technique 
designed for cloud computing and based on the ACO algorithm. 
Their proposed approach enhances the standard ACO by 
integrating pheromone adaptive updating to expedite 
convergence while effectively circumventing local optima. This 
enhanced algorithm generates a distribution scheme that offers 
reduced processing time, minimized costs, and well-balanced 
task loads based on user-submitted tasks. By conducting 
experiments on a cloud computing platform, the traditional ACO 
is compared against the enhanced adaptive ACO algorithm. The 
empirical data illustrates that the improved adaptive ACO 
efficiently identifies optimal solutions for cloud computing 
resource scheduling issues, resulting in reduced task completion 
times, decreased execution costs, and maintaining a balanced 
load across the cloud system. 

Abd Elaziz, et al. [22] introduced an innovative approach to 
solving the cloud task scheduling challenge with a primary focus 
on minimizing the amount of time needed to schedule diverse 
tasks across distinct virtual machines. The proposed 
methodology incorporates the Differential Evolution (DE) 
technique into the Moth Search Algorithm (MSA). The MSA 
draws inspiration from moth navigation toward a light source, a 
natural process, leveraging Levy flights and phototaxis to 
emulate exploitation and exploration capabilities. While the 
MSA exhibits robust exploration abilities, its exploitation facet 
requires enhancement, prompting the integration of DE as a 
local search technique. Three experiments were performed to 
measure the effectiveness of the newly introduced MSDE 
algorithm. The initial test compares the performance between 
the classic MSA and the modified algorithm across twenty 
global optimization problems. In the subsequent two testing 
phases, the proposed algorithm was benchmarked with various 

heuristic and meta-heuristic algorithms, utilizing both synthetic 
and real-world data. 

Dubey and Sharma [23] introduced a pioneering task 
scheduling approach, termed Chemical Reaction Partial Swarm 
Optimization (CRPSO), to allocate several independent tasks to 
available virtual machines. This innovative method combines 
partial swarm optimization and chemical reaction optimization, 
amalgamating their features to sequence the optimal task 
schedule based on demand and deadlines. The aim is to enhance 
quality across various factors such as cost, energy, and 
makespan. Their simulation experiments, conducted via the 
CloudSim toolkit, confirm the performance of the proposed 
algorithm. Comparative tests, varying the number of tasks and 
virtual machines, demonstrate an average reduction in execution 
time ranging between 1% to 6%, exceeding 10% in certain 
scenarios. The makespan results also exhibit an effectiveness 
enhancement between 5% to 12% and a total cost reduction 
between 2% to 10%, while the energy consumption rates show 
an improvement of 1% to 9%. 

Mangalampalli, et al. [24] utilized a multi-dimensional deep 
learning algorithm to manage the cloud task scheduling issue, 
conducting extensive simulations through the Cloudsim toolkit. 
The simulations were executed in two phases: first utilizing 
randomly generated workloads and then incorporating HPC2N 
and NASA workloads to assess the efficiency of the suggested 
algorithm. The proposed scheduler was compared against 
conventional schedulers like Earliest Deadline First, RR, and 
FCFS. 

III. PROPOSED METHOD 

The client provides a set of tasks, aiming to generate an 
optimal task execution plan using a metaheuristic method based 
on optimization techniques. One vital aspect of any meta-
heuristic algorithm in achieving an optimal solution is the 
selection of a seed arrangement. Arrangements of seeds serve as 
initial feasible solutions to the problem, aiding optimization 
algorithms in the quest for an optimal solution. These 
arrangements play a critical role in the rapid convergence of any 
optimization-based solution. Researchers have employed 
various strategies to generate seed arrangements, depending on 
the nature of the problem. These strategies encompass selecting 
a complex arrangement, a logical configuration based on a 
particular problem model, or a heuristic-based arrangement. 
Each approach has its own advantages and drawbacks. 
However, in many cases, an uneven seed arrangement is utilized 
to generate a seed arrangement in the absence of a proper 
heuristic. 

The proposed algorithm aims to minimize execution time 
and meet deadlines while preserving task dependencies across 
various users. It operates based on a Directed Acyclic Graph 
(DAG) representing the task set (T) and task dependencies 
through edges denoting data transmission time. These 
relationships establish entry-exit dependencies between child 
and parent nodes, forming the basis of the task behavior. The 
proposed algorithm operates as a population-based approach, 
aligning with swarm intelligence behavior to provide an 
optimized solution to complex data. It functions as a meta-
heuristic technique in comparison to other algorithms. The 
algorithm encompasses two phases: scheduling jobs with static 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

593 | P a g e  

www.ijacsa.thesai.org 

constraints and dynamic constraints. These phases aim to handle 
task positions in the schedule based on execution time and 
deadlines, with a primary goal of minimizing the makespan. The 
algorithm considers the constraints stated by the user and adjusts 
the tasks accordingly, ensuring dependencies are maintained 
throughout the sorting process. 

During the task scheduling process, the algorithm utilizes 
swarm behavior, mimicking the distribution and interaction 
patterns of particles for improved optimization of multi-
objective tasks. Its adaptability helps in solving a wide range of 
NP-hard-level tasks, effectively handling the scheduling of 
various tasks on different machines. The algorithm's efficiency 
is further enhanced by its ability to detect all scheduled tasks, 
ensuring effective outcomes. Employing a random phase, the 
algorithm aims to optimize the scheduling of cloudlets for 
execution on Virtual Machines (VMs). Particle fitness, 
bandwidth, MIPS, flow time, response time, resource usage, 
throughput time, and imbalance degree guide the selection of 
particles in the pursuit space, ensuring improved wellness values 
and effective execution outcomes. 

The aim is to allocate a set of tasks (𝑇 = 𝑇1, 𝑇2, 𝑇3, … , 𝑇𝑛) 
onto a designated group of processors (𝑃 = 𝑃1, 𝑃2, 𝑃3, … , 𝑃𝑛) 
within a cluster of VMs. This task allocation, called solution S, 
follows predetermined measures and constraints within the 
cloud environment. 

𝐹(𝑆) = 𝑚𝑖𝑛 ∑ 𝐶𝑡𝑡,𝑚
𝑖=1,𝑗=1                              (1) 

In Eq. (1), F(S) represents the fitness function of the 
solutions, m corresponds to the total number of available 
machines, t stands for the entire number of tasks submitted by 
the user, and Ct denotes the completion time of all tasks. Fitness 
function values vary with the type of job. Jobs can be 
categorized as either dynamic or static. Static jobs possess 
predefined properties, such as a fixed total data amount, data 
flow within the system, and time constraints. Conversely, 
dynamic jobs encompass undefined job properties, like data 
bursting and indeterminate data types. Users are required to 
specify whether the job properties are static or dynamic when 
submitting the data. 

For static job scheduling, where job properties are 
determined by the cloud service provider, denoted as 
(𝑃1, 𝑃2, 𝑃3, … , 𝑃𝑛). The user-provided variables are used to 
characterize the present infrastructure utilization and determine 
the needed virtual machine cluster. Various categories of VM 
clusters are evaluated, and their corresponding fitness scores are 
computed. By employing the optimal fit algorithm, the VM 
cluster that is most appropriate is chosen, thereby accomplishing 
load balancing. The cost of task execution is determined by the 
user's given property values, as per Eq. (2). Fig. 1 depicts the 
system architecture of the suggested approach. 

𝐶 = ∑ 𝑃𝑖𝑛,𝑚
𝑖=1,𝑗=1                                            (2) 

In Eq. (2), Pi represents the property of the ith job, n defines 
the number of job properties, m denotes the number of jobs, and 
C refers to the cost of executing the function. Job costs are 
considered when computing fitness values for potential VM 
clusters, and these values are used to pick the most appropriate 
VM cluster. Eq. (3) details the fitness function calculation. 

𝐹(𝑆) = 𝑚𝑖𝑛 ∑ (𝑃1, 𝑃2, … , 𝑃𝑥) + 𝑇𝑗 + 𝑀𝑘
𝑛,𝑚,𝑝
𝑖=1,𝑗=1,𝑘=1          (3) 

Where F(S) represents the fitness value of the respective 
cluster, p indicates the available machines within the respective 
cluster, M is the machine, m signifies the number of tasks, T 
refers to the corresponding task, x reflects the job's property, and 
n indicates the number of jobs. The proposed algorithm defines 
the static scheduling of tasks, as outlined in the Algorithm. 1. 

Algorithm. 1. Pseudocode for the proposed static task 

scheduling 

Function ProposedAlgorithm(J, P, M): 

    Initialize BestFitCluster as empty 

    For Each Task Ti in Job J: 

        For Each VM Cluster Mk in Set of VM Clusters: 

            Calculate Cost(C) for placing Ti in Mk based on properties 

P 

        Select VM Cluster M with minimum Cost(C) 

        If BestFitCluster is empty or Cost(C) < Cost(BestFitCluster): 

            Update BestFitCluster with M 

    Return BestFitCluster 

End Function 

Dynamic task scheduling involves the possibility of 
unspecified task properties, which necessitates the service 
provider to establish a minimal set of parameters and their 
assigned weights. The user provides these variables during the 
first task submission, which determines the allocation of 
required machines. The quantity of machines in operation can 
be modified according to the workload duration of the task. The 
cost of task execution is determined by the highest value that the 
user is willing to pay for the first setup, as specified in Eq. (4). 

𝐶 = 𝑚𝑎𝑥 ∑ 𝑃𝑖𝑛,𝑚
𝑖=1,𝑗=1                                (4) 

Where Pi represents the maximum value of the property, 
while n signifies the number of job properties, and m represents 
the task count. Throughout runtime, the highest property 
estimates gathered from the job's tasks are logged. The average 
value of the property is considered when allocating a new VM 
cluster for arriving tasks carrying varying properties, determined 
by Eq. (5) and Eq. (6). 

𝑃𝑖(𝑇) =
(∑ 𝑉𝑖𝑛

𝑖=1 )
𝑛⁄                                  (5) 

𝐹(𝑆) = 𝑚𝑖𝑛(∑ (𝑃1, 𝑃2, … , 𝑃𝑥) + 𝑇𝑗 + 𝑀𝑘
𝑛,𝑚,𝑝
𝑖=1,𝑗=1,𝑘=1 ) <

𝑚𝑎𝑥 ∑ 𝑃𝑖𝑛,𝑚
𝑖=1,𝑗=1                         (6) 
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Fig. 1. System architecture.

Eq. (5) defines Pi(T) as the average property value of the job, 
Vi as the specific property value, and n as the total number of 
property values obtained from the operations. The fitness value 
of the VM cluster is denoted by F(S). In this equation, n refers 
to the number of jobs, x stands for the value of property P for 
the job, T is the task, m signifies the number of tasks, M 
represents the machine, and p refers to the number of machines 
within the VM cluster. The computed value should be the 
minimum among all fitness values lower than the maximum 
value the user is willing to accept for task execution. The method 
proposed in Algorithm 2 defines the dynamic scheduling of 
tasks. 

Algorithm 2. Pseudocode for the proposed dynamic task 

scheduling 

Start 

Input: Job with set of Tasks J(T1, T2, ….. Tj); 

       Set of task properties (P1, P2, ……Pn); 

       Set of VM cluster properties (M1, M2, …… Mk); 

       Set of Task property values V; 

Output: Bestfit VM cluster F(S) 

Initialize BestfitCluster to null 

For each task T in J 

    Calculate Cost C for each VM cluster using task properties P 

and values V 

          For i = 1 to n & j = 1 to m 

        Calculate Fitness F(S) for each VM cluster 

    end For 

    Find the VM cluster with the minimum Fitness (min F(S)) 

    If BestfitCluster is null or F(S) < Fitness of BestfitCluster 

        Update BestfitCluster with the current VM cluster 

End For 

Return BestfitCluster 

End 

IV. RESULTS AND DISCUSSION 

The efficiency of the suggested technique has been evaluated 
using the CloudSim simulator. Table II provides a concise 
overview of the specifications for key components of a cloud 
platform, including virtual machines (VMs), cloudlets, data 
centers, and clients. These parameters are regarded as minimal 
for dynamic simulation and constant for static simulation, 
allowing for changes during execution. The suggested method is 
evaluated against three techniques described in Section II, 
specifically HDD-PLB [19], HG-GSA [17], and CAAH [20]. 
The performance metrics considered include VM utilization 
ratio, execution time, response time, and makespan time. VM 
utilization ratio denotes the number of VMs deployed relative to 
the total VMs available, execution time indicates the duration of 
task completion in the VMs, response time signifies the 
scheduler's time taken to schedule tasks, and makespan 
represents the finishing time of the last task. 

TABLE II. SIMULATION PARAMETER SPECIFICATIONS 

Components Attributes Values 

Task Total number 250-2000 

Cloudlet Length 50,000 

 Total number 500 

Host Bandwidth 10 GB/s 

 Storage 100 GB 

 RAM 2 GB 

 Total number 3 

VM Total number 100 

 OS Linux 

 MIPS 10000 

 Processor 2.4 GHz 

 SSD 100 GB 

 RAM 2 GB 

Data center Total number 2 
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Fig. 2. VM utilization ratio comparison. 

 

Fig. 3. Execution time comparison. 

Fig. 2 compares the suggested strategy with existing 
alternatives in terms of the VM utilization ratio. This indicator 
is crucial for evaluating the efficiency and performance of 
resource allocation in a cloud computing environment. It offers 
valuable information on the efficient utilization of resources by 
virtual machines, enabling the discovery of virtual machines that 
are either underutilized or overutilized while making appropriate 
modifications to achieve optimal performance. The figure 
illustrates that the proposed algorithm schedules tasks optimally, 
using a lower number of VMs compared to the comparative 
algorithms. Specifically, for tasks based on static properties, our 
algorithm minimizes the number of VMs required, 
outperforming other methods. The performance comparison 
indicates that our algorithm optimizes VM scheduling and 
achieves load balancing, enabling the cloud service provider to 
handle more tasks from different users in real-time. However, a 
drawback of the proposed approach is its tendency to utilize 
more VM placements when dealing with dynamically changing 
tasks, making it challenging to predict future VM usage 
accurately. 

Fig. 3 illustrates a comparative analysis of our approach and 
other algorithms based on their respective execution times. The 

data presented in the figure proves that our technique, which 
supports both active and passive property-based tasks, 
outperforms other present ones through optimized VM 
placement, resulting in improved execution time. By efficiently 
allocating fewer complex tasks to VMs, our technique reduces 
the overall execution time. 

In Fig. 4, the proposed algorithm is compared to other 
algorithms for response time. This comparison shows that our 
algorithm converges faster and delivers VM placement 
scheduling for the given tasks more rapidly. It can promptly 
allocate VMs by prioritizing static property values for simpler 
tasks, enhancing its ability to effectively handle tasks based on 
dynamic properties. 

 

Fig. 4. Response time comparison. 

 

Fig. 5. Makespan time comparison. 

Fig. 5 compares the proposed algorithm with existing 
methods measured by the makespan metric. The figure indicates 
that our algorithm offers optimal placement of VMs regardless 
of increasing workloads compared to the comparative 
algorithms. The algorithm considers task properties to place 
VMs optimally. 
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Despite all these improvements in task scheduling and 
resource allocation, the proposed method has some limitations. 
One primary limitation is the overhead resulting from more VM 
placements to accommodate dynamically changing tasks. While 
the method is superior in terms of efficiency in carrying out tasks 
characterized by static properties of resources, it can over-
allocate VMs in such a task with dynamic properties. This 
tendency can bring about some issues, including reduced 
efficiency and increased operation costs since forecasting the 
future usage of VMs becomes complicated. As such, the method 
does not guarantee the selection of an inexpensive solution that 
would be advantageous in systems with volatile traffic loads. 

Another limitation is that complexity can result from 
handling scheduling algorithms employed in the examination 
process. Although load balancing coupled with metaheuristic 
optimization techniques offers a solution for resolving 
inefficiencies, it is accompanied by increased computational 
complexity. This complexity might affect the method's usability 
when scaling up and applying it to larger and more diverse cloud 
environments. Further, due to the dependency of the algorithm 
on chosen performance parameters and simulation parameters, 
it is possible to infer that the efficiency of the algorithm can be 
different from that of another Cloud platform and from that of a 
real-world scenario. Mitigating these limitations involves an 
enhancement of the method and its application with the aim of 
achieving uniformity and efficiency in various settings and 
projects. 

V. CONCLUSION 

Cloud computing has gained popularity due to its flexible 
and resourceful nature, providing adaptable resources on a 
shared infrastructure. This technology provides a framework for 
various services, from scientific operations to service 
computing, highlighting the critical role of efficient task 
scheduling in ensuring optimal resource allocation and 
performance. In this study, we introduced a novel approach for 
task scheduling in cloud infrastructure services, addressing the 
significant challenge of mapping tasks to available resources 
while minimizing execution plan objectives. The proposed 
technique leverages a metaheuristic optimization method along 
with load distribution, designed to optimize cloud computing 
service providers' overall performance and effectively alleviate 
scheduling issues. One of the key strengths of our proposed 
approach is its adaptability to both static and dynamic task 
conditions. In static scenarios, where VM parameters are fixed, 
and in dynamic conditions, where parameters are adjusted in 
real-time, our method exhibits efficacy and flexibility. 
Simulation results unequivocally demonstrated the superiority 
of our proposed technique over existing methods, showcasing 
notable improvements in key performance metrics such as 
makespan, response time, and execution time. 

The outcomes of our study underscore the practical viability 
and potency of our proposed metaheuristic optimization 
approach with load balancing in addressing the complexities of 
task scheduling in cloud infrastructure services. It not only 
optimizes resource utilization but also contributes significantly 
to enhancing user experience by ensuring guaranteed 
performance and efficient resource allocation. While this 
research presents promising results, future work could delve 

deeper into exploring the scalability of the proposed method for 
larger and more diverse cloud environments. Moreover, 
considering real-world deployment and testing on varied cloud 
platforms could further validate the applicability and robustness 
of the approach. Overall, the proposed technique stands as a 
promising step towards addressing the challenges in task 
scheduling within cloud infrastructure services, offering a 
potential avenue for further advancements and practical 
implementations in the field. 
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Abstract—In the coming half-century, autonomous vehicles 

will share the roads alongside manually operated automobiles, 

leading to ongoing interactions between the two categories of 

vehicles. The advancement of autonomous driving systems has 

raised the importance of real-time decision-making abilities. Edge 

computing plays a crucial role in satisfying this requirement by 

bringing computation and data processing closer to the source, 

reducing delay, and enhancing the overall efficiency of 

autonomous vehicles. This paper explores the core principles of 

edge computing, emphasizing its capability to handle data close to 

its origin. The study focuses on the issues of network reliability, 

safety, scalability, and resource management. It offers insights 

into strategies and technology that effectively handle these 

challenges. Case studies demonstrate practical implementations 

and highlight the real-world benefits of edge computing in 

enhancing decision-making processes for autonomous vehicles. 

Furthermore, the study outlines upcoming trends and examines 

emerging technologies such as artificial intelligence, 5G 

connectivity, and innovative edge computing architectures. 

Keywords—Edge computing; autonomous driving; real-time 

decision-making; reliability; resource management 

I. INTRODUCTION 

A. Context 

As transportation technology advances, several car 
manufacturers plan to deliver new cars to the market. The 
vehicles include several technologies, such as Electric Vehicles 
(EVs) [1], Autonomous Vehicles (AVs) [2], and Connected 
Vehicles (CVs) [3]. Autonomous driving technology has gained 
significant attention in the transportation sector, attracting 
considerable interest in the academic community [4]. Recent 
research suggests that autonomous driving systems have a role 
in regulating speed and making decisions, which may impact 
traffic safety and effectiveness. CVs are automobiles equipped 
with different communication technologies to interact with the 
driver, cloud (V2C), roadside infrastructure (V2I), and other 
vehicles (V2V) [5]. 

The U.S. Department of Transportation's National Highway 
Traffic Safety Administration (NHTSA) defines driverless or 
fully automated cars as vehicles lacking direct driver input 
while potentially controlling critical safety functions like 
braking, throttle, and steering [6]. This categorization aligns 
with the framework established by the Society of Automotive 
Engineers (SAE), which outlines six degrees of automation for 
autonomous vehicles, ranging from level 0 with no automated 
driving assistance to level 5 with complete automation [7]. 

B. Problem Statement 

Real-time decision-making skills are a fundamental 
necessity for the safe and effective integration of self-driving 
cars on our roads in the ever-changing field of autonomous 
driving [8, 9]. AVs depend on intricate systems of sensors and 
algorithms to understand and react to changing surroundings, 
unlike vehicles operated by humans [10]. The core of real-time 
decision-making is promptly analyzing a continuous data flow 
to enable immediate reactions to unexpected situations, 
possible dangers, and uncertain road conditions [11]. This skill 
is crucial when quick reactions may make the difference 
between a collision and preventing a calamity. Real-time 
decision-making enhances the flexibility of AVs in navigating 
difficult traffic circumstances. As the self-driving system 
advances, quick and reliable decision-making becomes crucial. 
Ensuring safety is crucial for vehicle passengers and other road 
users and for enhancing the efficiency and performance of 
autonomous systems on our roads [12]. 

C. Challenges 

The fast progress of autonomous driving, driven by 
advancements in artificial intelligence and related machine 
learning technologies, offers substantial enhancements in road 
safety, traffic congestion alleviation, pollution mitigation, and 
a general rise in human well-being [13, 14]. AVs rely on 
extensive sensor data to interpret complex surroundings, derive 
valuable insights, and navigate constantly changing conditions 
[15]. Evolving technologies demand immediate responsiveness 
and efficient activity processing, including end-to-end 
decision-making, sensing, radar analysis, and visual object 
recognition [16]. On-board computing systems face challenges 
in meeting growing processing requirements while adhering to 
power supply and device space limitations. One of the 
significant challenges in edge computing for autonomous 
driving is network reliability. AVs must maintain consistent 
and robust connectivity to ensure continuous data flow between 
vehicles and edge servers, which is crucial for real-time 
decision-making. Interruptions in network connectivity can 
lead to delays and potentially hazardous situations. 

Safety is another critical concern, as the systems must be 
resilient to cyber-attacks and ensure data integrity and privacy 
[17]. Ensuring that data is secure and that the system can 
withstand malicious attacks is paramount for the safe operation 
of AVs. Scalability poses a challenge as the number of 
autonomous vehicles increases. The infrastructure must be 
capable of handling a growing volume of data and processing 
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demands without compromising performance. Efficiently 
managing these resources is essential to prevent bottlenecks and 
ensure smooth operations. Resource management is also a vital 
aspect, encompassing the allocation of computational power, 
storage, and bandwidth. Optimal resource management ensures 
that the edge computing infrastructure can support the intensive 
computational tasks required by AVs while balancing power 
consumption and device constraints. 

D. Motivation 

Mobile Edge Computing (MEC) refers to a computing 
model that allows individuals, including automobiles and 
devices, to receive computing and storage capabilities via Edge 
Computing Servers (ECSs) situated at base stations near users 
[18]. This system effectively decreases the duration of network 
connections by moving traffic from central data centers to edge 
data centers [19]. MEC allows AVs to enhance energy 
efficiency and computation by assigning workloads to ECSs 
[20]. The surge in cars on roadways requires MEC to analyze a 
large quantity of received data, potentially resulting in network 
congestion. The rise of 5G wireless communications boosts the 
use of MEC thanks to high-speed 5G networks, which 
instantaneously enable quick data transfer between clients and 
edge servers [21]. MEC's strong processing power and minimal 
network delay make it suitable for developers and subscribers 
who want to outsource demanding computing tasks to ECSs. 
Combined with 5G, MEC efficiently facilitates automated 
driving by fulfilling intensive computation requirements and 
stringent response time constraints [22]. 

AVs are powered by edge computing systems that integrate 
real-time functions like navigation, sensing, planning, and 
command. This means that all the processing is done on the 
edge, eliminating the need for a traditional cloud computing 
system and reducing latency. This is essential for the real-time 
decision-making capabilities of AVs. Vehicles are connected to 
ECSs and finally to the cloud over current cellular networks. 
Furthermore, vehicles can connect to Road Side Units (RSUs) 
over cellular networks or Dedicated Short-Range 
Communications (DSRCs). Moreover, DSRC technologies 
enable V2V communication between vehicles. 

E. Contributions 

This study highlights the critical role of edge computing in 
facilitating timely decisions in autonomous driving. The main 
contribution is a thorough examination of the core ideas of edge 
computing and their direct application to the complex problems 
of AVs. The study comprehensively analyzes the network's 
reliability, security, scalability, and resource management, 
identifies significant challenges, and proposes strategic 
solutions and technological advancements. The study also 
presents successful applications of edge computing using 
detailed case studies and highlights concrete improvements to 
the decision-making processes for autonomous cars in practical 
situations. Future research areas and forecast trends are 
examined, focusing on emerging technologies such as artificial 
intelligence, 5G connectivity, and revolutionary edge 
computing architectures. The research focuses primarily on 
connecting theoretical principles with actual applications to 
guide the continuous development and integration of edge 

computing to improve the safety and effectiveness of 
autonomous driving systems. 

F. Structure of the Paper 

Remaining portions of the paper are organized as follows. 
Section II explores the origins and foundations of both edge 
computing and autonomous driving, offering essential context 
in order to comprehend how they cross. Section III provides a 
comprehensive analysis of several solutions and technologies 
pertaining to edge computing in autonomous driving. This 
section also emphasizes the importance of these solutions in 
tackling difficulties and enhancing system performance. 
Section IV delineates prospective avenues for future study in 
this domain, highlighting areas that need more investigation 
and innovation. Section V presents a summary of the main 
results of the study and points out the significance of edge 
computing in the advancement of autonomous driving 
technologies. 

II. BACKGROUNDS 

A. Edge Computing 

Cloud computing involves offering centralized and 
virtualized processing, storage, services, and application 
resources over the Internet [23]. This strategy separates services 
from the foundational infrastructure, removes initial expenses, 
and streamlines IT infrastructure management [24]. Cloud 
computing faces challenges in providing real-time autonomous 
driving services given its centralized nature and fixed locations 
far from clients. Autonomous driving demands minimal 
latency, consistent timing, enough bandwidth, and mobile 
services. Cloud computing-based paradigms have been 
suggested to fulfill the requirements of autonomous driving. 
Spanning Cloud Computing (SCC) is a strategy that distributes 
applications throughout many cloud data centers to enhance 
performance, availability, and cost-effectiveness [25]. 

Although SCC has advantages, it also brings up additional 
tasks like resource management and orchestration, 
necessitating security measures to safeguard decentralized 
resources. The Cloud-based Content Delivery Network 
(CCDN) utilizes regionally dispersed and pay-as-you-go cloud 
platforms to provide content as a service [26]. CCDNs like 
Amazon CloudFront, Google CDN, and Azure CDN enhance 
the Quality of Experience (QoE) by duplicating material near 
the user [27]. While SCCs and CCDNs have benefits, they do 
not fulfill the stringent demands of autonomous driving. To 
overcome these challenges, cloud-based services should be 
moved closer to the data source to enable local data processing, 
analysis, and filtering. Edge computing is the extension of 
computing capabilities from traditional cloud models to the 
edge of the network. Edge computing optimizes infrastructure 
efficiency by attaining low latency, decreasing backhaul load, 
facilitating mobility services, and enhancing service robustness 
[28]. 

Edge computing is a decentralized infrastructure resource 
paradigm where essential resources are strategically located 
near data sources or the edge. This method avoids transferring 
data to a central cloud, which decreases latency, jitter, and 
network core load [29]. It also enhances security by keeping 
data in on-premises infrastructure [30]. Researchers are still 
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debating the definition and precise position of the edge. Some 
consider the edge IoT-connected devices with restricted 
resource capabilities that handle gathering data processing [31]. 
Others view the edge as a structure that transfers processing 
duties to data sources [32]. We believe the application delivery 
environment determines the network's edge and positioning. 
The edge functions as a rational limit that variations in data 
users and suppliers may alter. In connected automobiles, a car 
acts as an edge, handling data collecting and processing inside. 
Within multi-access edge computing, the Radio Access 
Network (RAN) functions as an edge computing unit that 
controls the processing of user data. In a CCDN, a server acts 
as an edge and handles user requests [33]. 

B. Autonomous Driving 

The exponential rise in population has caused a surge in the 
number of automobiles, placing substantial strain on current 
transportation infrastructure, such as parking facilities and gas 
stations. The ongoing growth of vehicle traffic significantly 
contributes to transportation concerns, particularly 
environmental pollution, traffic accidents, and congestion [34]. 
Researchers are now working on building AVs to address and 
maybe eliminate the problems posed by human drivers. As 
shown in Fig. 1, AVs are intelligent agents equipped with 
various sensors attached to vehicles to sense their surroundings. 
AVs rely on sensors like radars and cameras instead of human 
drivers who depend on their senses, like sight and hearing. The 
efficacy of AVs relies significantly on the quality of their 
sensors. Sophisticated perception algorithms may not operate 
well if the sensor data is unreliable. 

 
Fig. 1. AVs and sensor technology for intelligent transportation. 

Vehicle sensors can be classified into two classes: 
proprioceptive sensors that measure the vehicle itself and 
exteroceptive sensors that measure the vehicle's surroundings. 
Cameras are commonly used in autonomous driving as passive 
sensors that gather light and capture precise information about 
a situation. Factors like resolution and area of view are critical 

factors in a camera's quality. The resolution, determined by the 
number of pixels composing the image, directly influences its 
quality. The horizontal and vertical angular visibility range 
governs the camera's area of vision. High dynamic range is 
essential for autonomous cars, particularly when navigating 
different illumination situations at night. Stereo cameras, 
comprised of two cameras with overlapping fields of view, 
provide a disparity map to evaluate depth in individual pixels. 

LIDAR is a crucial sensor that emits laser beams to 
determine the depth of objects by analyzing reflected light and 
time of flight. LIDAR creates a 3D point cloud map and details 
the scene's geometry. Key LIDAR measurements consist of the 
number of sources, points gathered per second, and field of 
view. 

RADAR sensors, used before LIDAR, effectively identify 
massive objects and are especially beneficial in challenging 
weather situations. RADAR sensors are defined by their 
detection range, field of view, and accuracy in measuring 
position and speed. Ultrasonic sensors, which use sound waves 
to determine distance, are crucial in situations like parking 
when vehicles must manoeuvre close to other automobiles. 

Global navigation systems, especially GPS or Galileo, act 
as proprioceptive sensor, enabling the calculation of a vehicle's 
location, speed, and sometimes direction. The Inertial 
Measurement Unit (IMU) measures angular rotation rate and 
accelerations. The wheel odometer, a proprioceptive sensor, 
monitors the wheel's rotation speed to determine the speed and 
change in direction of the vehicle. Following an environmental 
evaluation, AVs perform object recognition, planning, 
decision-making, speed control, and driving independently 
without human involvement. 

Autonomous cars, including both non-motorized and 
motorized vehicles, use sensors to detect and categorize things 
in the surroundings. It is essential to monitor the detected things 
and observe mobile objects on the road. Moreover, the vehicle 
requires sensor data for its precise positioning. Perceptual and 
localization data are integrated and transformed into a unified 
3D coordinate system before being sent to the planning module. 
The planning component generates a continuous chain of 
directed paths from the starting point to the destination 
following motion, behavior, and route planning. The planning 
unit creates route information for vehicle self-regulation to 
adjust to various vehicle actions. The control commands are 
relayed to the braking, acceleration, and steering wheel 
elements of the vehicle's operating system for implementation. 
Fig. 2 depicts the software architecture of the whole system. 

 
Fig. 2. General autonomous driving system. 
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Perception is a major problem in autonomous driving, but 
planning and control are also key challenges. Planning involves 
determining ideal routes and making decisions depending on 
the observed environment, which may be complicated under 
dynamic and unexpected traffic situations. Planning requires 
dealing with various road conditions, unanticipated actions of 
other road users, and guaranteeing both safety and efficiency in 
navigation. Control encompasses the implementation of 
planned activities by accurately managing vehicle 
characteristics, including acceleration, braking, and steering, in 
order to guarantee a seamless and secure operation. Developing 
reliable and effective planning and control algorithms is crucial 
for AVs to function safely and efficiently in a variety of 

conditions. These issues highlight the intricate nature of 
creating completely self-driving systems that can operate 
smoothly in real-life situations, requiring sophisticated 
algorithms and sensor technology to handle the many aspects 
of autonomous driving tasks. 

III. SOLUTIONS AND TECHNOLOGIES 

This section delves into a diverse array of innovative 
solutions aimed at addressing the intricate challenges within 
autonomous driving through cutting-edge technologies and 
methodologies. Table I provides an insightful comparison of 
these solutions. 

TABLE I. AN OVERVIEW OF AUTONOMOUS DRIVING SOLUTIONS 

References Objective Methodology Challenges Findings / Results 

[35] 
Real-time autonomous robotic 
and vehicle applications 

Runtime layer abstraction, 

heterogeneity-aware scheduling, 

and vehicle cloudlet coordinator 

Energy efficiency and real-time 
processing 

Deployment on Nvidia Jetson TX1 

with power consumption under 

11W 

[36] 
Resource offloading for 

autonomous driving functions 

3-layer protocol: autonomous 
vehicle, network edge, and cloud 

computing 

Latency reduction and resource 

optimization 

Evaluation of optimization 

methods in various scenarios 

[37] 
Faster processing of 
autonomous driving tasks 

through dynamic offloading 

ILP formulation and lookup table 

for real-time applications 

Offline-online tradeoff and 

network state fluctuations 

Significant enhancement in system 

performance 

[38] 
Efficient task scheduling for 

autonomous driving 

Task assignment based on time 

limitations 

Urgency and vulnerability 

consideration 

Efficient scheduling of tasks and 

accommodating critical tasks 

[39] 
Leveraging computing 

resources within each vehicle 

Optimization problem based on 

vehicle mobility 

Vehicle mobility and breaks in 

connection 

Enhanced reaction time by 34% 

compared to other techniques 

[40] 
Intelligent networking 

architecture using MEC 

Dynamic driving model for each 

road segment 

Generalization challenges and 

changing environmental 
conditions 

Improved driving model for each 

road segment 

[41] 
Predicting QoS for 

autonomous driving services 

Balancing exploration and 

exploitation, and maximizing 
discounted future reward 

Conventional prediction model 

limitations 

Attains highest performance under 

Autoware benchmark settings 

[42] 

Lyapunov optimization for 

task offloading in autonomous 

driving 

Optimal target server selection 

based on system stability 

System stability and time 

considerations 

Steady queue backlog and 

efficient task processing 

[43] 

Allocating computing 

resources to reduce vehicle 

travel distance 

Whittle index calculation using 
DRL approach 

Delay in receiving computing 

results and changing vehicle 

mobility 

Efficiently provides 
computational outcomes to cars 

[44] 

Using game theory for 

mutually beneficial outcomes 

in AVs 

FPGA-accelerated calculating 
process 

Combinatorial calculations and 
Nash equilibrium 

2.4 times performance increase 
compared to CPU 

[45] 
Edge computing-based lanes 

scheduling system 

Sesa and SVLSA centralized 
management lane scheduling 

approaches 

Efficient crossing navigation, 
guaranteeing designated cars cross 

intersections 

Outperforms other strategies in 

common lane-changing situations 

[46] 
Using deep learning for 

infotainment caching in AVs 

Block-wise majorization-
minimization approach for 

optimization 

Caching choices based on 
passenger trains and reduction in 

content download delays 

Prediction accuracy of 97.8%, 

effective time reduction 

[47] 
Container-based architecture 

for autonomous driving 

Utility-focused greedy algorithm 

for offloading scheduling 

Privacy preservation and resource 

segregation 

Great practicality and isolation, 

millisecond edge relief 
 

Tang, et al. [35] developed LoPECS, a low-power edge 
computing framework for real-time autonomous robotic and 
vehicle applications using cost-effective embedded 
technologies. A heterogeneity-sensitive runtime structure was 
created to optimize the use of the vehicle's diverse computing 
resources for autonomous driving applications. A vehicle edge 
coordinator was also developed to transfer vehicle tasks to edge 
cloudlets efficiently. These components were effectively 
integrated into the LoPECS system. The system was deployed 
on the Nvidia Jetson TX1, demonstrating its efficiency with a 
power consumption of under 11W. At the application tier, 
LoPECS provides obstacle detection, localization, voice 

recognition, and other features to provide secure, effective, and 
real-time driving behavior. The QoE Oriented Service 
Classification categorizes autonomous driving services based 
on real-time needs and energy costs. The real-time OS is a 
minimalistic operating system that efficiently oversees several 
services and facilitates their communication with little 
additional processing. The LoPECS runtime layer abstracts 
diverse computing resources and utilizes a heterogeneity-aware 
scheduling method to allocate tasks on heterogeneous hardware 
platforms. The vehicle cloudlet coordinator shifts tasks to the 
cloud in real-time to maximize energy economy, considering 
vehicle movement and cloud availability. 
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Ibn-Khedher, et al. [36] designed an end-to-end 
communication architecture that allows computationally 
demanding autonomous driving functions, such as Autopilot, to 
be allocated to distributed resources on edge computing 
infrastructure. This architecture aims to enhance the 
performance of autonomous driving vehicles by reducing 
latency and ensuring reliability. The architecture outlines an 
Advanced Autonomous Driving (AAD) connectivity protocol 
for AVs, edge computing servers, and the centralized cloud. An 
Integer Linear Programming (ILP) technique is used to create a 
mathematical model for resource offloading of the autopilot 
chain at the network edge. A Deep Reinforcement Learning 
(DRL) method is suggested for high-density Internet of 
Autonomous Vehicle (IoAV) networks. The AAD protocol has 
three primary layers or modules. The autonomous vehicle layer 
has to outsource autopilot service chains because of limited 
local resources. The distributed network edge layer serves as an 
intermediary connecting OBU cars to the cloud. The system 
comprises distributed edge servers that provide communication 
between vehicles or the virtualized OBUs. The task involves 
processing and evaluating externally provided Virtual Network 
Functions (VNFs) based on vehicle specifications and the edge 
servers' resources. The cloud computing tier functions as a 
cloud autopilot and handles non-real-time edge autopilot VNFs. 

Cui, et al. [37] introduced a new method to transfer 
computationally demanding autonomous driving tasks to on-
road equipment and the cloud for faster processing. The method 
integrates an ILP model for optimizing the planning approach 
offline with a quick heuristic technique for online adjustments. 
The suggested method is validated using both artificial task 
diagrams and practical implementations. The proposed 
approach contains an offline ILP solution and a rapid heuristic 
for online adjustment. Two factors justify this hybrid approach. 
While the ILP approach may provide ideal outcomes, the time 
needed to achieve a result is substantial and unsuitable for 
online changes. Conversely, the network state might be 
unstable, causing fluctuations in the bandwidth between OBU, 
edge, and cloud. It is necessary to modify the approach 
dynamically to accommodate the fluctuating network 
conditions. 

An ILP formulation is needed for the offline phase to 
determine the best offloading method, which involves 
segmentation, scheduling, and allocation for the Directed 
Acyclic Graph (DAG) across all three platforms based on the 
provided topology characteristics. Optimal methods for 
potential network variables are computed and kept in a lookup 
table for real-time applications. The runtime is not affected by 
the time needed for ILP computation. The ODA scheduling 
method utilizes an offline scheduling methodology based on the 
network status to construct a new offloading strategy in a 
greedy manner. When the present network condition aligns 
with entries in the lookup table, the corresponding plan from 
the table is selected. Otherwise, the approach most similar to 
the network state will serve as the starting point for the greedy 
algorithm. This technique uses the smallest Euclidean distance 
between two network sets as a decision criterion. When the 
Euclidean distance is equal, the mobile network with the 
shortest distance is chosen. This procedure is triggered at 
runtime whenever there is a network status update. 

Dai, et al. [38] suggested a task scheduling technique that 
accounts for the specific features of autonomous driving tasks. 
The system selects appropriate edge computing servers by 
using an enhanced early deadline first strategy, which involves 
task migration via replacement and recombination. The 
experimental findings indicate that the system can efficiently 
schedule a greater number of tasks as the task quantity grows, 
successfully accommodating critical tasks. The scheduling 
algorithm aims to allocate tasks efficiently by considering the 
urgent nature and vulnerability of autonomous driving duties, 
allowing for the execution of a greater number of tasks. The 
assignment of tasks to edge computing servers is established in 
accordance with the time limitations of the assignment. Upon 
arrival of a new task, BFRS estimates its deadline and then 
sequentially tries the alternative methods, such as the Task 
Replacement Strategy (TRS) and the Direct Execution Strategy 
(DES). 

DES first verifies whether the task can be handled directly 
on the local edge server. If not, it fits whether the task can be 
performed directly on the other edge computing servers. It 
selects the most suitable edge computing server based on the 
Earliest Start Time (EST) or the Shortest Sufficiently Free 
Interval (SSFI) selected. If DES fails to address the problem, 
TRS first examines whether the task can be accomplished by 
replacing it with fewer computationally intensive tasks on the 
local edge computing server. Otherwise, other edge servers are 
iteratively checked and ordered according to free intervals. 
Lastly, if TRS cannot resolve the problem, BFRS returns that 
none of the edge computing servers can perform the recently 
arrived task. 

Vehicular Edge Computing (VEC) is becoming more 
popular because it can decrease latency and alleviate the burden 
on backhaul networks. To address the rising computing needs 
of expanding vehicle applications, such as autonomous driving, 
sufficient computing resources within each vehicle can be vital 
for task execution in a VEC scenario, leading to enhanced user 
experience. However, the increased mobility of the vehicles 
makes this process difficult and might cause breaks in 
connection, leading to delays in current task processing. Liu, et 
al. [39] developed a task-shifting technique that utilizes multi-
hop vehicle computation resources in VEC, according to the 
study of vehicle movement. An optimization problem is created 
with the objective of minimizing the combined weighted total 
of execution time and computing effort of all functions in a 
vehicle. A strategy using semi-definite relaxation with an 
adaptive adjustment technique is suggested to address the 
optimization issue and determine the unloading options. The 
simulation results demonstrate that the suggested offloading 
method may notably enhance reaction time by an average of 
34% when compared to other techniques, such as local 
processing and random offloading. 

AI-driven AVs may use a variety of machine learning 
methods to construct a sophisticated self-driving structure. One 
AV intelligence is insufficient to handle constantly changing 
driving conditions. Current neural network design and training 
techniques have challenges in generalizing driving models to 
varied contexts due to sampling inefficiency and the curse of 
dimensionality. Robust computational resources and extensive 
data may be used to train an effective driving model without the 
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need for real-time operation. Nevertheless, the driving model 
derived offline may not be successful in some instances. Wu, et 
al. [40] proposed an intelligence networking architecture 
connecting AVs using multi-access edge computing and end-
to-end learning for demonstration goals. This framework 
separates the trip and collects data individually for each road 
section. multi-access edge computing networks generate and 
update a dynamic driving model for each road segment in 
almost real-time to account for changing conditions. 
Segmenting the route decreases the requirement for 
generalization since it allows a single model to focus on 
adapting to a particular section. The simulation results 
demonstrate that the solutions provide an enhanced driving 
model for each road segment to more effectively adjust to 
environmental variations compared to the current method. 

Xiong, et al. [41] proposed a learning method to predict the 
Quality of Service (QoS) of services in a multi-dimensional 
setting. They also created a reliable service delivery method 
that needs minimal hyperparameter adjustments and a small 
number of trials to learn multilayer neural network policies. 
This method can balance exploration and exploitation by 
modifying hyperparameters using maximum entropy gain 
learning. They demonstrated that this method attains the highest 
level of performance under Autoware benchmark settings. QoS 
prediction involves completing missing values. The 
conventional prediction model does not consider multi-faceted 
factors. Hence, they aim to use undisclosed aspects of the multi-
dimensional environment to anticipate QoS. The method offers 
an independent service provisioning strategy that relies on QoS 
prediction. A neural network model is designed to accomplish 
this objective and is accountable for carrying out the actions 
defined by the model. The model, based on QoS, decides on the 
action to take and then receives a reward. 

Jang, et al. [42] developed a new task offloading approach 
that utilizes Lyapunov optimization to ensure system stability 
and reduce task processing latency. A real-time monitoring 
mechanism is constructed to optimally use distributed 
computing resources in an autonomous driving setting. An 
analysis of computational complexity and memory access rate 
is conducted to demonstrate the features of deep learning 
applications for the task offloading technique. Lyapunov and 
Lagrangian optimization addresses the balance between system 
stability and user needs. The process of outsourcing 
complicated applications involves real-time monitoring, 
workload analysis, and optimum decision-making. The 
offloading algorithm selects the optimal target server based on 
system stability and time for processing the required task. 

Li, et al. [43] studied the allocation of computing resources 
for real-time tasks in autonomous driving. In the presented 
scenario, AVs consistently capture the surroundings, transmit 
sensor data to an edge server for analysis, and receive processed 
findings from the server. A vehicle has a delay in receiving 
calculating results due to motion and processing latency, 
resulting in a distance covered between storing sensor input and 
receiving the results. The objective is to develop an edge 
separation planning strategy to reduce the distance travelled by 
vehicles. The method involves establishing the sequence of 
processing based on the mobility of each vehicle and the 
computational capacity of the edge server. They developed a 

Restless Multi-Arm Bandit (RMAB) issue, created a stochastic 
scheduling strategy based on the Whittle index, and calculated 
the index using a DRL approach. The suggested planning 
scheme circumvents the lengthy policy exploration often seen 
in DRL planning methods and efficiently produces judgments 
with little complexity. 

Du, et al. [44] investigated the potential of using game 
theory in decision-making to create a mutually beneficial 
outcome for AVs. The Lemke-Howson method in game theory 
is a well-known combinatorial technique used to compute a 
Nash equilibrium of a bimatrix game. They developed the 
Lemke-Howson algorithm using FPGA to expedite the 
calculating process. The host side creates test data, transmits it 
to the FPGA card, and collects the outcomes. The host and the 
FPGA interact over the PCIe port using the AXI4-Stream 
protocol. The FPGA incorporates the Lemke-Howson 
accelerator and the DMA subsystem for the PCIe-IP core. The 
accelerator can fully execute the algorithm's functions. The IP 
core's DMA mode is set up to transfer data bidirectionally 
between host memory and FPGA using a PCIe bridge. The 
driver on the host enables sending instructions to link the host 
to the FPGA and initiate data transmission. The Lemke-
Howson accelerator was applied to a KCU116 board, resulting 
in a performance increase of around 2.4 times compared to 
operating on a CPU. 

Xia, et al. [45] proposed a new Edge Computing-based 
Lanes Scheduling System (ECLSS) model to analyze lane 
assignment for vehicles at junctions using real-time edge 
devices. Multiple edge computing devices are deployed at 
junctions to gather data from cars and road conditions via short-
range wired or wireless transfers. Two centralized management 
lane scheduling approaches, the Search for Efficient Switching 
Algorithm (SESA) and the Special Vehicles Lane Switching 
Algorithm (SVLSA), are developed, given the strong 
computational power and real-time transmission performance 
of edge devices. These edge computing-driven autonomous 
driving techniques focus on efficiently navigating crossings and 
guaranteeing that designated cars may cross intersections 
within a certain timeframe. Comprehensive simulations were 
carried out, showing that the suggested methods outperform 
other strategies in common lane-changing situations. 

Ndikumana, et al. [46] suggested using infotainment 
caching in autonomous vehicles. This system would make 
caching choices by analyzing passenger traits using deep 
learning. Initially, deep learning models are proposed to 
forecast the material that should be stored in multi-access edge 
computing servers in self-driving cars and vehicles near self-
driving cars linked to roadside units. Secondly, a 
communication strategy is introduced for accessing stored 
infotainment material. Thirdly, a caching mechanism is offered 
for stored material. A cached content computation model is 
presented that may be delivered in various forms and quality 
according to the level of demand. An optimization problem is 
introduced that integrates the suggested models to reduce 
content download delays. The issue is solved using a block-
wise majorization-minimization approach. 

Tang, et al. [47] proposed a container-based edge-
offloading architecture for autonomous driving. It constructs an 
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offloading decision module, an offloading scheduler module, 
and an edge offloading middleware using lightweight 
virtualization. It offers abstraction and control of the execution 
environment at the level of containers at the edge. Thus, it 
enables the preservation of privacy and the segregation of 
resources from limitations during autonomous driving 
operations. They codified the mapping challenge of many 
applications on multiple edge nodes into a multi-dimensional 
knapsack challenge with his utility-preferred offloading 
scheduling approach. A utility-focused greedy algorithm was 
presented for the immediate resolution. The proposed system 
consists of three agents: AVs, edge servers, and a node 
coordinator. Service middleware for offloading is installed on 
edge servers to handle service offloading dispatch promptly. 
The middleware utilizes containers to separate the operational 
environment, application data, and hardware resources in order 
to guarantee the security of external applications. The 
middleware can modify the allocation of container resources 
based on the requirements of external applications to optimize 
performance. The node coordinator manages several edge 
servers within an appropriate range. 

IV. RESULT AND DISCUSSION 

In this section, we present and analyze the findings from our 
review and case studies of edge computing in autonomous 
driving. The results highlight the effectiveness of current 
solutions in addressing key challenges such as network 
reliability, safety, scalability, and resource management. Our 
review indicates that edge computing significantly enhances 
network reliability by reducing latency and ensuring robust 
connectivity. Studies have shown that deploying edge servers 
closer to the data source minimizes the risk of communication 
delays and interruptions, which is crucial for real-time decision-
making in autonomous vehicles. 

Edge computing contributes to improved safety by enabling 
faster and more secure data processing. The localized 
processing power of edge servers allows for immediate 
response to potential hazards, reducing the likelihood of 
accidents. Additionally, security measures integrated into edge 
computing frameworks protect against cyber-attacks, ensuring 
data integrity and privacy. The scalability of edge computing 
solutions is demonstrated through various case studies where 
the infrastructure efficiently handled increasing data volumes 
and processing demands. The flexibility of edge computing 
allows for seamless integration with advanced technologies 
such as 5G, further enhancing its capacity to support a growing 
number of autonomous vehicles. 

Effective resource management is a key advantage of edge 
computing. By offloading computational tasks to edge servers, 
autonomous vehicles can optimize their onboard resources, 
leading to better energy efficiency and performance. Our 
analysis shows that edge computing frameworks can 
dynamically allocate resources based on real-time needs, 
ensuring optimal utilization. The rapid development of 
autonomous driving, coupled with the transformative influence 
of edge computing, opens up opportunities for interesting future 
research directions. This section discusses challenges, open 
issues, and future directions in adopting edge computing in 
autonomous vehicles. 

 Integration with advanced AI techniques: Exploring 
enhanced synergy between edge computing and AI 
algorithms presents an exciting prospect. Integrating 
advanced AI techniques, such as machine learning and 
deep neural networks, with edge computing can bolster 
the decision-making capabilities of autonomous 
vehicles, making them more adept at navigating 
complex scenarios [48, 49]. 

 Optimal 5G integration for communication: The 
burgeoning landscape of 5G connectivity holds promise 
for enhancing communication between AVs and edge 
computing infrastructure. Investigating the optimal 
integration of 5G networks to facilitate low-latency, 
high-bandwidth data exchange is imperative for 
maximizing the potential of edge computing in real-time 
decision-making. 

 Innovative edge computing architectures: The design 
and development of innovative edge computing 
architectures represent a current research focus. These 
architectures are envisioned to handle diverse data 
sources efficiently, prioritize safety-critical tasks, and 
dynamically scale to accommodate the evolving 
complexity of autonomous systems. This research aims 
to provide a robust foundation for the seamless 
operation of edge computing in the intricate landscape 
of autonomous driving. 

 Addressing ethical implications: The rise of autonomous 
decision-making at the edge brings forth ethical 
considerations that demand careful examination. 
Interdisciplinary research actively manages ethical 
implications, including establishing accountability 
mechanisms, ensuring transparency, and formulating 
ethical frameworks that guide the responsible 
deployment of autonomous driving technologies. 

 Ensuring security and privacy: As edge computing plays 
a pivotal role in processing sensitive data, ongoing 
investigations are directed toward implementing robust 
security measures. This research is crucial for 
safeguarding data processed at the edge, countering 
potential vulnerabilities, and ensuring users' privacy 
within autonomous driving systems. 

 Human-machine interaction enhancement: Prioritizing 
the seamless integration of AVs into mixed traffic 
environments, research efforts are dedicated to 
improving human-machine interaction through edge 
computing solutions. This encompasses developing 
interfaces and communication strategies that enhance 
understanding and cooperation between AVs and human 
drivers or pedestrians. 

 Environmental impact assessment: Researchers are 
actively conducting environmental impact assessments 
to evaluate the ecological footprint of edge computing 
in autonomous driving. This includes considerations of 
energy consumption, sustainability, and the 
implementation of eco-friendly optimizations to 
minimize the environmental impact of these emerging 
technologies. 
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 Standardization and interoperability: A key focus in 
ongoing research is the development of industry 
standards for edge computing in autonomous driving. 
This effort aims to ensure interoperability among 
diverse systems, fostering a cohesive and standardized 
approach that enhances the compatibility and seamless 
integration of autonomous driving technologies. 

 Distributed edge computing models: Expanding beyond 
conventional edge computing models, current research 
explores distributed edge computing architectures. This 
approach involves decentralizing computing resources 
across interconnected edge devices, contributing to 
enhanced scalability, reduced latency, and improved 
fault tolerance in autonomous driving environments. 

 Edge-to-edge collaboration: Investigating edge-to-edge 
collaboration is a burgeoning area of interest. 
Researchers are exploring how different edge devices 
within the autonomous ecosystem can collaborate 
effectively. This collaborative approach aims to 
distribute computational loads efficiently, optimize 
resource utilization, and improve overall system 
performance. 

 Context-aware edge processing: Research is underway 
to develop context-aware edge processing capabilities to 
enhance the contextual understanding of autonomous 
vehicles. This involves tailoring edge computing 
algorithms to consider specific environmental factors, 
traffic conditions, and other contextual nuances, thereby 
refining decision-making processes in real time. 

 Edge-cloud integration: Addressing the balance between 
edge and cloud computing, ongoing research focuses on 
effective integration strategies. This involves leveraging 
the strengths of both edge and cloud computing to 
optimize resource utilization, scalability, and data 
processing efficiency in autonomous driving scenarios. 

 Edge analytics for predictive maintenance: Expanding 
the role of edge computing, researchers are exploring its 
application in predictive maintenance for autonomous 
vehicles. By implementing edge analytics, the system 
can proactively identify and address potential hardware 
or software issues, thereby enhancing the reliability and 
longevity of autonomous driving systems. 

 Adaptive edge resource allocation: To ensure efficient 
resource management, research is dedicated to 
developing adaptive edge resource allocation 
mechanisms. This involves dynamically allocating 
computing resources based on the varying demands of 
different tasks, contributing to improved overall system 
performance and responsiveness. 

 User-centric edge services: With a focus on user 
experience, current research explores the development 
of user-centric edge services. This entails tailoring edge 
computing capabilities to meet users' specific needs and 
preferences, creating a more personalized and adaptive 
autonomous driving experience. 

 Edge-based anomaly detection: Enhancing the security 
posture of autonomous systems, researchers are 
investigating edge-based anomaly detection techniques. 
The system can identify abnormal patterns or behaviors 
by analyzing data at the edge, enabling rapid responses 
to potential cybersecurity threats and ensuring the 
integrity of autonomous driving operations. 

V. CONCLUSION 

This paper has provided a comprehensive exploration of the 
pivotal role played by edge computing in advancing real-time 
decision-making capabilities within the domain of autonomous 
driving. The examination of core principles, challenges, and 
solutions underscored the significance of bringing computation 
and data processing closer to the source, mitigating latency, and 
enhancing overall system efficiency. The case studies presented 
exemplified successful implementations of edge computing, 
demonstrating tangible improvements in decision-making 
processes for AVs across various scenarios. The outlined future 
research directions shed light on the evolving landscape, 
emphasizing the integration of advanced AI techniques, optimal 
5G connectivity, innovative edge computing architectures, and 
ethical considerations. As autonomous driving continues to 
evolve, it is evident that edge computing will remain a linchpin, 
shaping the trajectory of intelligent, adaptive, and safe self-
driving vehicles on our roads. The interplay between edge 
computing and emerging technologies, coupled with ongoing 
interdisciplinary collaborations, sets the stage for a future 
where autonomous systems not only navigate complex 
environments seamlessly but also prioritize safety, security, and 
ethical considerations in their decision-making processes. This 
synthesis of theoretical insights and practical applications 
underscores the transformative potential of edge computing in 
defining the future of autonomous driving. 
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Abstract—As science and technology continue to advance, 

sensor technology is being used in more and more industries. 

However, traditional methods have the problem of ignoring the 

semantic information of individual behavior and the correlation 

between individuals and groups. Based on this, the study proposes 

a new method for group behavior recognition. The process of 

feature extraction is performed on group behavior by collecting 

sensor data and combining a semantic domain joint attention 

mechanism. This is achieved through the construction of a 

recognition method based on a data domain and semantic domain 

joint attention mechanism, which enables the accurate 

identification of non-critical behaviors in the group. The findings 

showed that, when the group members are constant, the hybrid 

network based on a convolutional neural network and bi-

directional long and short-term memory network improved the F1 

by 0.2% and the accuracy by 0.19%. Moreover, the hybrid 

network combining graph neural network, bi-directional long and 

short-term memory network, and convolutional neural network 

improved results. In group behavior recognition, group 

relationship modeling based on graph convolutional network 

improved F1 by 0.17% and accuracy by 0.17% compared to the 

hybrid network, indicating that group relationship modeling 

better captures group interaction features and improves 

recognition. The method is highly effective in the field of group 

behavior recognition and is expected to provide a new idea for 

monitoring and managing group behavior in practical scenarios. 

Keywords—Sensor data; attention mechanisms; semantic 

domains; non-critical; group behavior 

I. INTRODUCTION 

A. Research Background 

With the continuous development and application of 
intelligent technology, group behavior (GB) recognition is 
becoming increasingly important for understanding human 
social behavior patterns, intelligent security surveillance, 
intelligent traffic management, and other fields. In previous 
research, most of the work focuses on identifying critical 
behaviors in groups, and relatively little research has been done 
on the identification of non-critical behavior (NCB) in groups 
[1]. Traditional GB recognition methods are mainly based on 
sensor data (SD) or video data for analysis, but these methods 
tend to ignore the semantic information of individual behaviors 
(IBs) and the correlation between individuals and groups [2]. 
However, there is a complex semantic relationship between IBs 
and GBs, and the understanding of IBs can provide important 
clues for the inference of GBs. On the other hand, SD and 
semantic domain joint attention mechanism (SDJAM), as an 

innovative approach, combines the behavioral data of group 
members captured by sensors with semantic domains (SeD) 
information in order to improve the recognition of group NCB 
[3]. Due to the disparate sizes of GB data and the fact that input 
individual behavior data does not always align with the same 
group characteristics, non-critical individual behaviors can 
readily impede the recognition of GB, resulting in a reduction 
in the recognition rate of network models for GB. Joint attention 
mechanism (JAM) enables the model to selectively focus on the 
information that is more crucial to understanding GB by 
integrating the contextual meaning of SeD information with the 
individual characteristics of SD. This improves the model's 
comprehension of the relationship between IB and GB [4]. 

B. Research Methods and Significance 

The study suggests a group NCB recognition technique 
based on SD and SDJAM in light of this. The method combines 
SD with SeD information, and effectively captures the 
correlation and semantic information between IBs and GBs 
through JAM, so as to realize the accurate recognition of NCBs 
in groups. The research aims to deeply explore the application 
of SD and SDJAM in group NCB recognition, and to provide 
new solutions and technical support for intelligent surveillance, 
security management and other fields. To better capture the 
correlation and semantic information of individual actions in 
GB and increase the identification accuracy of NCB, the 
research creatively mixes SD and SeD information through 
JAM. 

C. Article Structure 

There are six sections to this study. The background of the 
research, issues, and solutions related to group NCB 
recognition are covered in Section I. Section II reviews the 
previous research results on group NCB recognition and 
summarizes the difficulties and shortcomings of the method. 
Section III describes the improvement of the SD method by 
combining SDJAM. The study's suggested strategy is tested 
against alternative approaches in a comparative experiment 
designed in Section IV. Discussion is given in Section V and 
finally, Section VI concludes the paper. 

II. RELATED WORK 

GB is an important carrier in promoting economic 
development and social and cultural exchanges. Therefore, the 
research on GB recognition is a very important task and has 
triggered many scholars to study it. Lu et al. suggested a graph 
neural network model based on multimodality combined with 
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semantic context-awareness to address the problems of single 
mode and ignoring labeling relationships in GB recognition 
method. The method used an aggregator that fuses attention to 
refine the nodes in the model, which effectively improves the 
robustness of the recognition of group activities [5]. To solve 
the issue that individual differences and other factors can easily 
influence GB recognition, Tang et al. suggested a residual 
aggregation network based on group photos. Moreover, the 
study also designed a weighted aggregation strategy to 
recognize multilevel spatio-temporal features, which can 
provide a comprehensive characterization of group activities 
and effectively infer group activities [6]. Challa et al. proposed 
a hybrid recognition method that combines bi-directional long 
and short-term memory (BLSTM) and convolutional neural 
networks (CNN) using filters of different sizes to capture a 
variety of temporal local dependencies, which helps to improve 
the process of group feature extraction. This helps to address 
the issues of difficult feature extraction and large data bias in 
GB recognition [7]. To address the issue of balancing resource 
consumption and accuracy in human activity recognition, Tang 
et al. proposed an improved deep CNN that uses segmentation. 
This improved deep CNN is able to capture a wider range of 
human activity sensory fields in a single feature layer, 
improving the ability of multi-scale feature representation and 
improving the recognition effect [8]. 

In GB recognition, the use of sensors is usually effective in 
obtaining human movement information, which is of great help 
in behavior recognition, therefore, many scholars at home and 
abroad focus on sensors for behavior recognition. Teng et al. 
proposed a layer-wise CNN with local loss in order to address 
the shortcomings in sensor-based human activity recognition. 
This CNN combines wearable sensors with local loss and 
exhibits superior recognition performance when compared to 
global loss, offering new approaches to human activity 
recognition [9]. In order to overcome the lack of cross-
interaction between various dimensions of sensor-acquired data 
in behavior recognition, Tang et al. proposed a triple cross-
dimensional attention method [10]. The study conducted this by 
establishing three attention branches to capture the cross-
interaction between sensor dimension, time dimension, and 
channel dimension, thereby improving the recognition effect. 
Abdel-Basset et al. proposed a supervised two-channel model 
to address the importance of wearable devices in behavioral 
recognition. The study introduced adaptive channel filtering 
operations to enhance the behavioral feature extraction 
capability, so as to effectively take into account the spatio-
temporal information and improve the recognition rate [11]. For 
the heterogeneity of data from multimodal sensors and various 
human activities, Islam et al. proposed a guided multimodal 
fusion method based on cooperative multitask learning. This 
method was able to extract complementary multimodal 
representations, offering an efficient and better solution for 
behavioral recognition in real-world environments [12]. 

In summary, scholars around the world have conducted 
different studies on GB recognition and solved many problems 
in the recognition process. However, there are fewer existing 
studies on the interference of NCB on GB recognition for 
groups of varying sizes, and the presence of interfering 
behaviors makes it difficult to improve the recognition accuracy. 

As a result, the study suggests using SDJAM in conjunction 
with group NCB identification based on SD. First, the GB is 
detected using SD, and then the behavioral characteristics of 
key characters are obtained through the construction of a hybrid 
network model and the introduction of attention mechanism. 
Second, the joint SeD and data domain networks are explored 
to suppress NCB features and achieve the prediction of GB 
features. Finally, training tests were conducted using individual 
behavior datasets and group sizes to compare the performance 
of different recognition methods, in order to demonstrate the 
effectiveness of group NCB recognition methods and achieve 
technical support for intelligent surveillance and crowd 
management. 

III. METHODS FOR RECOGNIZING GROUP NON-CRITICAL 

BEHAVIORS 

Firstly, for the GB recognition problem, the study is based 
on SD to recognize the GB recognition problem. The study 
employs a hybrid network model of CNN and BLSTM to obtain 
IB features that contain group relationships through graph 
convolutional networks (GCN) and inference of GBs through 
attentional fusion. The study then considers how the method has 
an impact on the learning of attention weights, and further 
proposes a data-domain and SDJAM based method for NCB 
suppression in groups. 

A. GCN-Based Group Behavior Recognition Method 

GB recognition is a method of inferring the characteristics 
and intentions of people by observing and analyzing their 
collective behavior. Information about an individual or a group 
can be obtained by observing people's actions, language, facial 
expressions, etc. in different scenarios. Facing the problem that 
GB is difficult to characterize, the research proposed a GB 
recognition method based on GCN and group relationship 
modeling [13]. Fig. 1 shows the GB recognition process. 

In Fig. 1, this GB recognition process first receives 
continuous SDs collected by different individual sensors and 
performs data segmentation through a sliding window. Using a 
hybrid CNN and BLSTM network, the segmented sequences 
are utilized to extract the spatiotemporal behavioral aspects of 
the individuals. In contrast to conventional approaches, this 
method mines the behavioral correlations and location 
correlations of people to compute IB associations while taking 
into account the interaction among individuals within a group 
[14]. Then, the individual spatio-temporal features and group 
relationship maps are inputted into the GCN to capture the 
behavioral interactions under global activities. In order to 
acquire the recognition results of GB, the features of various 
persons are finally fused through the attention module (A-Mod), 
and Softmax classification is carried out by the fully connected 
layer (FCL). Considering that the behavioral data captured by 
the sensors are time-series data, it is more suitable to be 
processed using recurrent neural network (RNN) to better 
characterize the dynamics of the behaviors. In order to extract 
well-characterized IB features, the study uses a hybrid BLSTM 
network and CNN to extract temporal and spatial behavioral 
features, and the flowchart of this process is shown in Fig. 2. 
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Fig. 2. Flow chart of extracting individual local features by CNN and BLSTM. 

In Fig. 2, SD is convolved and pooled by CNN to get high-
dimensional feature vectors, keeping the temporal order, and 
then input to BLSTM to extract its temporal features [15]. The 
feature vectors undergo an average pooling layer to obtain 
saliency features, which are then spliced with CNN features to 
generate individual features. For SDs at different local body 
locations, different CNN and BLSTM networks are trained 
independently to obtain more representative local features, 
which are then spliced into complete individual features. The 
flow of individual local features spliced into individual feature 
maps is shown in Fig. 3. 
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Fig. 3. Individual local features are spliced into individual feature maps. 

In Fig. 3, individual local feature splicing refers to 
combining or connecting the local features of an object or an 
individual in some way to form an overall feature 
representation of that individual [16]. First, IB correlation is 
measured by analyzing the similarity of behavioral features of 
individuals over time. To simplify the process, the study uses 
the behavioral feature vectors within a specific sliding window 

to calculate the behavioral correlation of individuals i  and 
j

 

within the k th sliding window by using Eq. (1). 
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          (1) 

In Eq. (1), 
k

jF  and 
k

jF  denote the feature vectors within 

the sliding window of individuals i  and j .  k

iD F
 

denotes the standard deviation of 
k

jF , and 
 k

jD F
 denotes 

the standard deviation of 
k

jF . Using this method, the 
behavioral feature vectors of two individuals are converted to 
behavioral relevance measures [17]. To further standardize the 
correlation metric, the study maps the correlations to the same 
scale. The formula is displayed in Eq. (2). 

 , ,Norm Corrk k

i j i jf               (2) 

The study further calculates the Euclidean distance between 
the two bodies in order to obtain the positional relationship 
matrix, which is calculated mathematically in Eq. (3). 

   
2 2

( ) t t t t

ij i j i jd t x x y y            (3) 

In Eq. (3), ( )ijd t  represents the distance between the two 
individuals at the moment t , and when this distance exceeds a 
certain value, then there will be no interaction between the two. 

In this study, the study set this value to 5. The distance ij

kd
 in 

the k th sliding window represents the average value of ( )ijd t  
during this period of time. Considering that the degree of 
interaction of an individual is inversely proportional to the 
distance, the study further measured the positional relationship 

between the individuals i  and j  to ensure that the 
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individual has the maximum positional weight with itself. The 
mathematical formula for measuring the individuals is shown 
in Eq. (4). 

Sim 1/
k
ijdk

ijLoc e              (4) 

In Eq. (4), e  denotes a natural constant. Then through Eq. 

(5), the IB feature correlation is fused with the location 
relationship to obtain the individual interaction relationship 
vector. 

, ,SimFea (1 ) SimLock k k

ij i j iG             (5) 

In Eq. (5),   denotes the hyperparameter. 
k

ijG  denotes 

the pairwise interaction between individuals. ,per iF  is the 

behavioral characteristics of individual i . In GB recognition, 
IBs and the relationship between them have an impact on GB. 
In order to introduce GCN into GB recognition, the study uses 
two different relationship modeling methods, behavioral 
correlation graph and location correlation graph [18-19]. The 
fusion of these two graphs forms the final group relationship 
graph. The creation of graphs that are related to location and 
behavior facilitates the capturing of the features of various 
interpersonal connections. Fig. 4 illustrates the construction of 
the relationship graph. 
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Fig. 4. Builds the diagram. 

In Fig. 4, the nodes represent the behavioral characteristics 
of the individuals, while the edges represent the weights of the 
interactions between the individuals. The distance and 
correlation graphs together go through the construction of the 
relationship graph to obtain a relationship matrix. For the input 
of a set of N individuals, the behavioral features of individual 
i  are extracted by BLSTM and CNN, and the spatial location 

features are ,per iD . The study uses one layer of GCN, and the 
inputs are the group relationship graph and the N individual 

features ,per iF  [20]. Eq. (6) displays the formula for graph 
convolution. 

 1/2 1/2ˆ ˆ
int pern gF D GD F W             (6) 

In Eq. (6),   is the activation function and gW  denotes 
the weight matrix. To improve the hierarchy of behavioral 
information, the study inputs the group interaction features 

( int,nF ) recovered by the GCN into the A-Mod after splicing the 

IB features ( ,per nF ) extracted by the hybrid CNN and BLSTM 
network in the spatiotemporal domain. In the A-Mod, the study 
calculates the correlation between individual feature vectors 
and normalizes it using the softmax function. Eq. (1) of the 
attention calculation is shown in Eq. (7). 

, ,,d d

q per n int nQ W F F    
             (7) 

In Eq. (7),   denotes the weight matrix to be learned, and 

Eq. (2) for attention calculation is shown in Eq. (8). 

, ,,d d

k per n int nK W F F    
            (8) 

In Eq. (8),   denotes the matrix to be learned, 
d

nK  

denotes the matrix, and ( )d T

nK  denotes the transpose of matrix 
d

nK . Eq. (2) of the attention calculation is shown in Eq. (9). 
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           (9) 

In Eq. (9), 
dV  is obtained by weighted fusion of attention, 

and 
dV  is maximally pooled to obtain groF  for describing 

the GB feature. groF  is computed as shown in Eq. (10). 

max d

groF v                (10) 

The study further takes the GB feature groF  as an input to 
the FCL, which is processed through the FCL to finally obtain 
the GB recognition result. The corresponding mathematical 
expression is shown in Eq. (11). 

 output f gro fW F b              (11) 

In Eq. (11), fW  and fb  are the weight coefficients and 
deviations of the feature vectors in the FCL, respectively, and 
 output  represents the output after the FCL. After processing 
through the FCL, the vectors are operated by the Softmax 
function, and the prediction results are normalized to obtain the 
prediction probability. The specific mathematical expression of 
the Softmax function is shown in Eq. (12). 
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In Eq. (12), (z) j  and jz  denote the size of the 

probability of the j th category and the size of the fully 

connected output, respectively. 1

k

K
z

k

e



 is the value of the sum 

of all fully connected output probabilities. 

B. Semantic Domains Federated Attention Mechanism's 

Method for Suppressing Non-Critical Behaviors 

The suggested approach makes use of a teacher-student 
network design, wherein the teacher network directs the student 
network to concentrate more successfully on important group 
members in order to find better attention weights. The network 
architecture of the GB recognition method based on preserving 
semantic attention is shown in Fig. 5. 

In Fig. 5, the teacher-student network structure is introduced, 
and the teacher network, i.e., the SeD network, directly uses IB 
labels to learn a good attentional weight representation of IB 
semantics. In the data-domain network (DDN), SD is used as 
input to extract IB features through a hybrid network of CNN 
and BLSTM, and then GB features are obtained and classified 
through GCN and A-Mod aggregation. By integrating SeD and 
data domain network through loss function, attention 
knowledge and knowledge distillation techniques acquired 
from SeD are utilized to direct the learning of attention weights 
for IB characteristics in the data domain. The network simply 
considers the positional relationship between individuals and 
builds the graph using the distance relationship because the 
correlation of IB labels is not very high. The calculation 
formula is shown in Eq. (13). 

 1/2 1/2

,
ˆ ˆ

s s oh n sO D A D F W              (13) 

In Eq. (13), sA  is computed to obtain the degree matrix 

D , and sW  represents the weight matrix for SeD graph 

convolution. ,oh nF  undergoes graph convolution to obtain sO . 

The sO  calculation formula is shown in Eq. (14). 

,

s s

q oh nQ W F                (14) 

A weight distribution is learned through the self-attention 
mechanism. Eq. (15) illustrates how the attention is computed 
using the dot product in order to specifically focus on the 
important human behavioral traits that contribute to the final 
GB recognition. 

 

   

,

,

1

1

exp / exp

s s

k oh n

s s

v oh n

T
s s s

n n

N
s s n

n n j

j

N
s s s

n

n

K W F

V W F

s Q K

s s

v V



























 





 





        (15) 

The A-Mod yields the attention-weighted GB feature 
sv , 

which is then processed via the Softmax activation function and 
FCL to predict the final GB label. In the study's suggested 
method, the SeD network and the data domain network are 
concurrently trained, in contrast to the conventional teacher-
student network architecture. Semantically guided DDN 
training is achieved by learning all DDN parameters using a 
temporal backpropagation technique. The particular procedure 
is depicted in Fig. 6. 

The study's suggested methodology is shown in Fig. 6, 
where two graph convolution modules are initially used to 
record the unique interaction information of features in the data 
and SeD domains, respectively. Then, the learned attentional 
knowledge of the SeD guides the attentional weights of the 
features in the data domain and aggregates them for final 
prediction. 
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Fig. 5. Architecture of group behavior recognition method based on semantic attention retention. 
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Fig. 6. The semantic domain guides the training process of the data domain. 

IV. PERFORMANCE ANALYSIS OF GROUP NON-CRITICAL 

BEHAVIORS RECOGNITION METHODS 

The study sets up a comparison experiment in this chapter 
to compare the suggested technique with CNN BLSTMGCN, 
CNN+BLSTM, and CNN+BLSTM+GCN methods in order to 
assess the effectiveness and performance of the suggested 
approach. This is done in order to confirm the suggested 
method's efficacy. 

A. Performance Validation Of GCN-Based Group Behavior 

Recognition Method 

For this study, Python 3.7 is used as the development tool, 
Pytorch 1.4.0 is used as the deep learning framework, and 
Ubuntu 16.04 is served as the operating system. The research 
employs identical hyper-parameter configurations, network 
architectures, and experimental feature extraction tactics, with 
learning rates of 0.001, weight decays of 0.001, training batch 
sizes of 32, cross-entropy loss functions, Adam optimization 
algorithm, and thirty training iterations. Based on a publicly 
available IB dataset, the study creates a sophisticated GB 
dataset. The dataset is sourced from the UT Data public dataset 
of complex individual behaviors at the University of Twente, 
which mainly includes six types of human interaction behaviors, 
with a total of 20 samples. All participants in the dataset test 
carry two cell phones, which are put on the left wrist and the 
left lower body pocket for data collection. The samples of the 
final created GB dataset are organized in each sliding window 
and contains 200 rows of data. Table Ⅰ details the categories and 
composition of the GBs in the dataset. 

In Table Ⅰ, the dataset contains 10 GBs and 10 IBs, with each 
group containing up to five individuals. A sliding window 
segmentation process yields a sequence of 1780 GB samples. 
The GBs have a duration of six minutes and a sampling 
frequency of 50 Hz. 80% of the data are used as a training set 
and 20% are utilized as a test set in fifty-fold cross-validation. 
All of the group members' data is the input for fixed group sizes. 
Data on randomly chosen individuals between the ages of two 
and five is the input for random group size. The confusion 
matrix is used to calculate accuracy, precision, recall, and F1 
score. The results are averaged using a 5-fold (10 times per fold) 
cross-validation to reduce experimental error and chance. To 

minimize error and chance, the mean and standard deviation of 
the 5-fold average findings of the 10 experiments are finally 
compared. Table Ⅱ displays a comprehensive comparison of the 
outcomes. 

TABLE I.  GROUP BEHAVIOR COMPOSITION 

Tag Category Makeup Test set 
Training 

set 

0 Walk Walking 5 people 36 142 

1 Professional Typing 3, writing 2 36 142 

2 Canter Jogger 5 35 143 

3 Rest 
Sit for 3, drink coffee 

for 2 
36 142 

4 Queue up Standing 5 36 142 

5 Smoking 5 smokers 36 142 

6 Lecture 
One speaker, two 

sitting, two writing 
36 142 

7 
Dine 

together 

Dinner for 3, coffee 

for 2 
36 142 

8 Examination 
Standing one, writing 

four 
35 143 

9 Discuss Lecture 2, sit 2, type 1 36 142 

Sample 

count 
/ 1780 36 142 

TABLE II.  COMPARISON OF RESULTS 

Method 
Recall 

rate (%) 

F1 score 

(%) 

Accuracy 

(%) 

Accuracy 

rate (%) 

CNN 
81.31±2.3

5 

79.17±2.2

2 

83.54±1.6

7 

81.30±2.1

3 

CNN+BLSTM+G

CN 

99.63±0.2

5 

99.63±0.2

5 

99.66±0.2

1 

99.63±0.2

3 

GCN 
99.59±0.1

7 

99.54±0.1

8 

99.60±0.1

4 

99.59±0.1

7 

BLSTM 
99.41±0.7

5 

99.38±0.8

0 

99.56±0.4

1 

99.40±0.6

8 

CNN+BLSTM 
99.44±0.5

2 

99.43±0.6

2 

99.54±0.4

1 

99.44±0.5

9 

Research method 
99.80±0.0

8 

99.80±0.0

9 

99.82±0.0

8 

99.80±0.0

8 
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In Table Ⅱ, when the number of groups is held constant, the 
model based on the hybrid network structure of CNN, BLSTM, 
and GCN demonstrates an improvement of 0.2% in F1 and 0.19% 
in accuracy in comparison to the model based on the hybrid 
network of CNN and BLSTM. This suggests that the addition 
of GCN is successful. In the GB recognition method, group 
relationship modeling based on GCN improves F1 by 0.17% 
and accuracy by 0.17% compared to the method based on the 
hybrid network structure of CNN, BLSTM and GCN. To verify 
the robustness of the network, a test with randomized group size 
is performed. During training, each group contained 5 people. 
However, in the test sample, the number of people in each group 
varied randomly between 2 and 5 people. The experimental 
setup is the same as when fixing 5 people. Confusion matrix 
results for some of the methods at the same folds are shown in 
Fig. 7. 

In Fig. 7, Fig. 7(a) shows the random test person 
multiclassification mixing matrix based on CNN network, 
while Fig. 7(b) and Fig. 7(c) show the random test person 
multiclassification mixing and smoothing matrix based on 
BLSTM network and the random test person multiclassification 

mixing and smoothing matrix based on GCN and group 
relationship modeling, respectively. According to Fig. 7, more 
recognition errors are observed in the test case with random 
number of people in the group compared to the case with fixed 
five people in the group. This chapter does a 5-fold (10 times 
each) cross-validation to minimize experimental error and 
unpredictability. The precision, recall, F1 score, and accuracy 
of the average findings are computed. Table Ⅲ displays the 
comparison of each method's mean and standard deviation. 

Table Ⅲ demonstrates that, when comparing the test case of 
a random number of groups to the fixed number of groups in 
the test set, all methods exhibited lower classification results. 
Additionally, the volatility of the results per fold increases 
significantly, suggesting that the GB recognition results are 
impacted by the change in group size. In terms of classification 
results, the GB recognition method based on GCN for group 
relationship modeling shows the highest accuracy, which is 
0.84% higher in F1 score and 1.08% higher in accuracy than the 
model based on the hybrid network structure of CNN, BLSTM 
and GCN. 
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Fig. 7. Confusion matrix results of some methods under the same fold. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

615 | P a g e  

www.ijacsa.thesai.org 

TABLE III.  COMPARISON RESULTS OF THE AVERAGE VALUE AND QUASI 

DIFFERENCE OF EACH METHOD WHEN THE NUMBER OF PEOPLE IS RANDOM 

Method 
Recall 

rate (%) 

F1 score 

(%) 

Accuracy 

(%) 

Accuracy 

rate (%) 

CNN 
64.78±2.0

9 

61.63±1.5

0 

64.77±1.9

2 

69.05±2.0

7 

GCN 
77.05±2.9

6 

76.52±3.2

0 

77.06±2.6

7 

81.82±4.0

0 

CNN+BLSTM+G

CN 

82.20±1.2

5 

81.40±1.2

1 

82.18±1.0

8 

83.17±1.2

9 

CNN+BLSTM 
82.04±0.7

1 

80.65±0.6

0 

82.06±0.7

2 

86.86±0.7

0 

BLSTM 
80.47±2.4

5 

79.61±2.6

4 

80.46±2.1

8 

88.76±0.8

2 

Research method 
83.25±0.3

7 

82.24±0.4

0 

83.26±0.3

9 

87.88±0.7

1 

B. Performance Analysis of Non-Critical Behaviors 

Suppression Methods for Semantic Domains Federated 

Attention Mechanism 

Experiments are conducted using data from the same group 

of five people for training, and the effectiveness of the method 
is tested with a fixed group of five people and a randomized 
number of people to verify its ability to suppress NCBs in the 
group, respectively. The study analyzes the recognition 
effectiveness of three methods: the SeD network, the data 
domain network, and the data domain and SeD combined 
attention mechanism network. Fig. 8 demonstrates the 
confusion matrix under one-fold validation for the three 
methods when tested in the first case. 

The multiclassification confusion matrix for the SeD 
network in case one is illustrated in Fig. 8(a). The 
multiclassification confusion matrix for the DDN, data-domain, 
and SDJAM networks in case one is presented in Fig. 8(b) and 
8(c), respectively. The case one test in Fig. 8 shows that the 
inclusion of one or two NCBs in the input has the greatest 
impact on the data domain network. In contrast, NCBs had less 
of an effect on the data domain of the SDJAM network and the 
SeD network. The confusion matrices for the three approaches 
under one-fold validation in the second case test are shown in 
Fig. 9. 
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Fig. 8. Multi-class confusion matrix of semantic joint attention mechanism network. 
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Fig. 9. The confusion matrix of the three methods tested in the second case is verified by one fold. 

Fig. 9(c) displays the multiclassification confusion matrix 
for the SDJAM network under case II, while Fig. 9(a) and Fig.  
9(b) display the multiclassification confusion matrices for the 
SeD network and the data domain network under case II. In Fig. 
9, the SeD network has problems in misidentifying discussion 
as speech and misidentifying rest as discussion, while the other 
behaviors are classified well. The data domain network, on the 
other hand, has some errors in misidentifying breaks as 
speeches, and the classification confusion is more complex. In 
contrast, the data-domain and SDJAM networks performed 
more accurately in classifying each behavior, with improved 
overall correctness. In the end, it helps to lower the 
experimental inaccuracy and chance in the 5-fold findings by 
comparing the mean and standard deviation of the 5-fold 
average results of 10 studies. The suggested approach can still 
be processed well, and its recognition impact is superior to that 
of the data domain network and the single SeD network, 
according to the comparison results of the three ways in two test 

scenarios. The accuracy has increased by 18.75% and 21.96% 
when compared to the data domain technique using the 
suggested method, clearly demonstrating that the SeD network 
can effectively direct the learning of the data domain's 
attentional weights to deal with interference brought about by 
NCBs. 

V. DISCUSSION 

A non-critical GB detection method based on sensors and 
GCN networks is studied and constructed for GB detection 
methods. In complex environments, GB characteristics cannot 
represent the behavior characteristics of key individuals or 
groups. Therefore, the collection of behavior data by sensors 
requires effective processing of global activity behavior 
interactions to ensure the extraction of the relationship between 
individual characteristics and GB. The construction of 
relationship graphs and the calculation of attention enable 
network models to accurately extract and predict key behavioral 
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features. This study employs network structures of teachers and 
students to demonstrate the relationship between individual and 
GB. Additionally, it encompasses SeD networks and data 
domain networks for feature classification and joint training. 
Due to the excessive doping of NCB information in GB 
scenarios, this study employs semantic-guided data domain 
networks and graph convolution modules to extract key 
individual interaction information, suppress the representation 
of NCB, and achieve effective behavior recognition in group 
interactions. In the validation testing of public data, the 
accuracy of mixed network models for cross validation of fixed 
populations was above 99%, while the performance of models 
in random populations was significantly reduced. The accuracy, 
recall, and accuracy of CNN networks were reduced by about 
16.5% compared to the former. However, the method proposed 
by the research still achieved a recognition rate of over 82% for 
GB. In conclusion, the network method proposed by the 
research, which combines SD and SeD information with a JAM, 
is capable of accurately extracting GB features and effectively 
suppressing NCB features in complex GBs. 

VI. CONCLUSION 

With the development of digitization, sensor technology has 
become one of the important tools for GB research. This 
research is to optimize the recognition method of NCB in the 
population. By constructing JAM, SD was combined with SeD 
in order to realize the accurate recognition of various types of 
NCB in the population. The outcomes of this study indicated 
that the GB recognition method based on GCN for group 
relationship modeling exhibited the highest accuracy, with 0.84% 
higher F1 score and 1.08% higher accuracy compared to the 
hybrid network. The impact of NCB on the SeD network and 
the data domain with the SDJAM network was small, and the 
research-proposed method was still able to handle it effectively. 
When compared to a single SeD network and a data domain 
network, the accuracy increased by 18.75% and 21.96%, 
respectively, demonstrating that the SeD network can 
successfully direct the learning of data domain attention 
weights to manage NCB interference. The results reveal that the 
proposed method of the study achieves significant performance 
improvement in GB analysis and provides a new technical path 
for the field of GB research. It is worth noting that for the 
complexity of GB, the current model still has some limitations 
in NCB recognition. In addition, the diversity of practical 
application scenarios is not fully considered in the study, and 
the future development direction can focus on applying the 
model to different environments and conducting more 
extensive empirical studies. 
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Abstract—Quantum cryptography, based on the principles of 

quantum mechanics, has emerged as a cutting-edge domain for 

cryptographic applications. A prime example is quantum key 

distribution, offering a theoretically secure information solution to 

the key exchange challenge. The inherent strength of quantum 

cryptography lies in its ability to accomplish cryptographic tasks 

deemed insurmountable through classical communication alone. 

This paper explores the landscape of quantum computing in the 

Big Data Era, drawing parallels with classical methodologies. It 

illuminates the constraints of current approaches and suggests 

avenues for progress. By unravelling the intricacies of quantum 

cryptography and highlighting its deviations from classical 

counterparts, this study enriches the ongoing discourse on secure 

communication protocols. The findings underscore the 

significance of quantum cryptographic methods, fueling further 

exploration and development in this dynamic and promising field 

contributing to Data security. 

Keywords—Data security; quantum cryptology; big data; 

cryptography 

I. INTRODUCTION 

In the era of big data, ensuring the protection of information 
has become a critical priority. Big Data is defined by several key 
attributes [1]. Volume highlights the vast amounts of data that 
are generated, processed, and transmitted. Variety underscores 
the diverse formats of data, extending beyond traditional, neatly 
organized tables. Velocity captures the rapid rate at which data 
is introduced and processed within systems. Veracity addresses 
the challenges associated with data accuracy, inconsistencies, 
and errors. Value focuses on deriving meaningful insights from 
the data rather than merely handling it. Visualization involves 
transforming complex datasets into intuitive charts, graphs, or 
interactive dashboards. Lastly, variability acknowledges the 
dynamic nature of data sources, which can exhibit irregular 
patterns, changes in formats, or unexpected fluctuations. 

These characteristics underscore the significant risks to data 
security and privacy [2]. 

Ensuring data safety is crucial for maintaining accurate 
processing outputs, effective decision-making, and reliable 
visual representations. To mitigate these risks, it is essential to 
delve into data protection measures, including the application of 
cryptographic techniques to address data insecurity issues, such 
as those encountered in database environments [3]. Despite their 
importance, traditional cryptographic methods have inherent 
limitations, which will be explored further. 

The human desire for discrete communications has led to the 
improvement of encryption methods over time, culminating in 
Quantum Cryptography [4]. 

RQ1: what is special about this type of encryption? 

RQ2: How commonly used it is? 

RQ3: What distinguishes quantum encryption from classical 
encryption?  

RQ4: What are the limitations of both and how can we help 
optimize it? 

Currently, classical computing serves as the primary 
paradigm for big data systems. Although quantum computing 
shows potential for transforming specific computations, its 
practical applications are still in the research and development 
phase. Conversely, post-quantum computing aims to enhance 
the security of traditional cryptographic methods against 
potential quantum threats. The interaction among these three 
paradigms is expected to have a significant role in shaping the 
future of computing, especially within the realm of big data. In 
this paper, we are going to see updated related works to quantum 
cryptology, compare it to traditional encryption ways, and spot 
limitations and advancement paths. In a way that would help 
understand the matter from both a macro and a micro visions, to 
spread awareness on classical, quantum and post quantum 
encryptions for Big Data systems, highlighting limitations and 
future directions. 

II. LITERATURE REVIEW 

In this section, we will explore various insights from 
previous works related to applied security in quantum 
cryptology, examining the approaches and methodologies of 
different researchers. 

A. Resources 

To write about this topic, it was important to consult various 
resources, build a comprehensive understanding, and then delve 
into the details of quantum computing for data security 
preservation, therefore, quantum cryptology in the era of big 
data systems. 

We present below some documentation statistics: 

 Scopus: quantum AND cryptology: 171 documents 
found. 

 Plus, Subject Area: Computer Science, Engineering, 
Document Type: ALL, Language: English, Keyword: 
Quantum Cryptography. 

 Result: 36 documents found. 

 Web of Science: Quantum cryptology: 620 results. 

 Open Access: 275 results, Articles: 107 results. 

 ScienceDirect: 328 results, 
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 Computer science + Engineering + Open Access= 54 
results. 

 Springer:6,605 results initially, 

 2,506 results After necessary filters, From 2019: 1,341 
results. 

 
Fig. 1. Quantum cryptology documentation 

Fig. 1 presents the first results and in between filters or filters 
mentioned before. After the primary filers, the turn comes to 
sorting by relevance or highest cited, mainly papers providing a 
robust ground for our study, among the latest ones. 

 
Fig. 2. Work summary. 

Fig. 2 presents the main topics discussed in our paper to shed 
light on different encryption methods, serving data security and 
privacy. 

B. Ground of Studies 

As privacy and security are the main concerns in big data 
systems, Quantum cryptology, an interdisciplinary domain 
merging quantum physics and cryptography, has attracted 
substantial attention recently for its potential to transform secure 
communication. For IoT, quantum encryption is a way to reduce 
data breaches, eventually its cost [5], whereas Blockchain and 
Quantum Cryptography are promising for multimedia security 
and privacy, using quantum key distribution (QKD)[6]. 

While classical encryptions code data in bits, quantum 
cryptography encodes data in qubits, where more than two states 
can be encoded in one qubit[7], which contributes to saving 
computation time [8]. RSA computation problem of primary 
factors multiplication might seem difficult for the classical way, 
but it doesn’t mean unbreakable later with quantum computers. 
NIST have demonstrated that a single core classical computer 
can be broken within an hour, using super singular isogeny key 
encapsulation [9]. 

1) Quantum Key Distribution (QKD): 

a) The exploration of Quantum Key Distribution (QKD) 

has been a central focus of research, with numerous noteworthy 

protocols emerging in the literature. The foundational BBM92 

protocol, introduced by Bennett, Brassard, Mermin, and 

colleagues, has paved the way for QKD (Bennett et al., 1992). 

Researchers have continually refined and progressed QKD 

protocols to address challenges like distance constraints[10] 

and vulnerabilities [11] in various environments [12]. 

b) However, QuVis Simulator has demonstrated that B92 

is more accurate than BBM92 for detecting eavesdropping [13].  

c) Quantum Key Distribution (QKD) protocols like 

BB84 (Bennett & Brassard, 1984) and E91 (Ekert, 1991) 

leverage the unique properties of quantum mechanics to 

establish provably secure communication keys between two 

parties, Alice and Bob, even in the presence of an eavesdropper, 

Eve. In BB84, Alice transmits qubits in one of four possible 

quantum states, and Bob randomly chooses a basis for 

measuring them. By publicly comparing a subset of their 

chosen bases, Alice and Bob can detect Eve's interference 

through a significant increase in the error rate.  

d) E91, on the other hand, utilizes entangled qubit pairs. 

Alice chooses random bases for each qubit in a pair before 

sending them to Bob. Any attempt by Eve to tamper with the 

entangled qubits introduces errors detectable by Alice and Bob 

through a violation of Bell's inequality, a statistical property 

that cannot be replicated by classical means.  

e) While both protocols offer secure communication, 

BB84's security proof, which involves entanglement 

purification, is more complex compared to E91's, which relies 

on the violation of Bell's inequality. The choice between these 

protocols depends on factors such as the ease of generating a 

reliable entangled source and the desired level of security in the 

communication channel. 

2) Entanglement-based protocols: 

a) Quantum entanglement, essential for many quantum 

communication protocols including Quantum Key Distribution 

(QKD), faces substantial challenges in its generation, 

maintenance, and distribution over long distances. 

Entanglement is typically generated through methods such as 

spontaneous parametric down-conversion in nonlinear crystals, 

atomic ensembles, or engineered quantum dots. Maintaining 

this entanglement requires stringent isolation from 

environmental disturbances, robust quantum error correction, 

and the use of high-fidelity quantum memories to preserve 

coherence.  

b) Long-distance distribution of entangled states 

encounters significant obstacles, primarily photon loss and 

decoherence, which degrade the quantum states and limit 

transmission range. Solutions like quantum repeaters, which 

employ entanglement swapping and quantum memory to 

extend entanglement over shorter, manageable segments, are 

being developed to address these issues.  

c) Extensive investigations have been conducted into 

entanglement-based protocols, such as the E91 protocol [14]. 

These protocols leverage entanglement phenomena to establish 
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secure communication channels [15]. The examination of 

multipartite entanglement [16] and its application in 

cryptographic schemes constitutes a significant area of study. 

3) Post-quantum cryptography: 

a) In anticipation of the future development of quantum 

computers capable of compromising classical cryptographic 

systems, the research community has actively engaged in post-

quantum cryptography (NIST, 2019). This encompasses the 

exploration of quantum-resistant algorithms capable of 

withstanding attacks from quantum computers [17].  

b) As advancements in quantum computing threaten 

traditional cryptographic methods, there is an increasing focus 

on developing post-quantum cryptographic (PQC) algorithms 

that can withstand such threats. Two prominent approaches 

under consideration for standardization are lattice-based 

cryptography and hash-based signature schemes. Lattice-based 

cryptography depends on the complexity of problems like 

Learning With Errors (LWE) and Ring-LWE, which offer 

strong security by relying on intricate mathematical structures. 

Algorithms such as Kyber, Dilithium, and NTRUEncrypt 

exemplify this approach, providing secure and efficient 

encryption and signing mechanisms.  

c) Meanwhile, hash-based signature schemes, including 

the Merkle Signature Scheme (MSS) and its updated versions 

like LMS and XMSS, utilize hash functions to create signatures 

that are resistant to quantum attacks. SPHINCS+, a stateless 

hash-based scheme, improves practicality by removing the need 

for state management between signatures.  

d) These PQC algorithms are being thoroughly evaluated 

by organizations such as the National Institute of Standards and 

Technology (NIST), which examines their security, 

performance, and practicality to ensure they are suitable for 

various applications. The eventual standardization of these 

algorithms will be essential for protecting digital information 

and communications in a world where quantum computing is a 

reality. 

4) Integration with classical cryptography: 

a) Due to limitations in data volume handled by Quantum 

Key Distribution (QKD), its practical application often 

necessitates a combined approach with classical cryptography. 

This hybrid strategy capitalizes on the strengths of both 

techniques. The integration of quantum and classical 

cryptographic techniques is a pivotal aspect of quantum 

cryptology research [18]. Hybrid approaches, seeking to 

leverage the strengths of both quantum and classical systems, 

are being developed to create robust and practical cryptographic 

solutions [19]. 

b) QKD's role is to establish a highly secure key for 

classical encryption algorithms, allowing for the safe 

transmission of large datasets. Additionally, Post-Quantum 

Cryptography (PQC) algorithms, designed to withstand attacks 

from quantum computers, can be integrated with existing 

classical encryption infrastructure. This bolsters security during 

the transition to a potential quantum-dominant future. 

Moreover, existing key management systems can be adapted to 

handle the quantum-resistant keys generated through QKD.  

c) For instance, governments can leverage QKD to 

establish secure keys for robust classical encryption algorithms 

like AES-256. This enables the transmission of large volumes 

of sensitive data over existing networks. While this approach 

offers exceptional security for key exchange through QKD, it 

retains the scalability advantages of classical encryption. 

However, cost, complexity, and limited transmission range of 

QKD systems remain challenges. 

d) Continued development of QKD technology and 

standardization efforts for PQC algorithms are essential for 

building a robust, future-proof communication infrastructure 

that seamlessly integrates both quantum and classical 

cryptographic techniques. 

C. Quantum Cryptology Limitations 

The field of quantum cryptology, while holding immense 
potential for secure communication [20] [21], currently grapples 
with various technical limitations [22]. Addressing these 
challenges requires a multidimensional approach involving 
advancements in quantum hardware, sophisticated protocols, 
and robust error correction techniques [23] [24]. Here's a 
technical synthesis of the limitations: 

TABLE I.  QUANTUM CRYPTOLOGY LIMITATIONS 

Limitation Description 

Quantum 
Hardware 

Challenges in developing reliable quantum 

hardware[25], including entangled photon sources and 

detectors. 

Distance 

Limitations 

Quantum decoherence and photon loss impose 
constraints on the distance[26]   over which secure 

quantum communication can be maintained. 

Vulnerabilities to 
Attacks 

Potential vulnerabilities to side-channel and Trojan 
horse attacks in quantum key distribution systems[27]. 

Technological 

Maturity 

Quantum technologies are in the early stages, lacking 

maturity for widespread adoption[28]. 

Quantum 
Network 

Infrastructure 

Limited scalability and standardization of quantum 

communication networks[29]. 

Post-Processing 

Challenges 

Complex post-processing steps, including information 

reconciliation and privacy amplification[30]. 

Cost and 

Complexity 

High costs and complexity associated with 

implementing quantum cryptographic systems[31]. 

Quantum-Safe 

Classical 
Cryptography 

The transition to post-quantum cryptography for 

securing classical systems[32]. 

Information 
Ongoing need for breakthroughs in quantum 

information science. 

Table I demonstrates Quantum cryptology limitations, 
which motivates more specialists and researchers to address 
them, leaving more space for creativity and innovation. In what 
follows, we will try to suggest a paths to help reduce some of 
these limitations. 

D. Classical Cryptology Limitations 

Classical cryptology is facing many limitations that we can 
summarize in the following Table II. 

Classical cryptography has become a sensitive field 
especially with the technological growth, eventually classical 
computers became sensitive to quantum attacks given the fact 
that classical cryptology is not perfect itself in the sense of 
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ensuring data privacy and safety (Keys and deterministic 
algorithms issues...). 

TABLE II.  CLASSICAL CRYPTOLOGY LIMITATIONS 

Limitation Description 

Quantum 

Vulnerability 

Classical cryptographic systems are vulnerable to 

attacks using quantum computers[33], which have the 
potential to break widely used encryption algorithms 

like RSA and ECC through algorithms like Shor's 

algorithm. 

Symmetric Key 

Distribution 

Classical cryptosystems, particularly symmetric key 
systems, face the challenge of securely distributing 

secret keys among communicating parties. The key 

distribution problem becomes more pronounced in 
large networks or when users are geographically 

dispersed. 

Short Key 

Lengths 

Classical ciphers often use relatively short key lengths, 
making them susceptible to brute-force attacks[34]. The 

feasibility of exhaustive key search increases as 

computational power advances 

Deterministic 

Algorithms 

Many classical encryption algorithms are deterministic, 

meaning the same plaintext encrypts to the same 

ciphertext with the same key. This lack of variability 
can lead to vulnerabilities, especially when encrypting 

repetitive or structured data. 

Frequency 

Analysis 

Classical substitution ciphers, like the Caesar cipher or 

simple monoalphabetic substitutions, are vulnerable to 
frequency analysis. The frequency distribution of letters 

in the ciphertext can reveal information about the 

underlying plaintext. 

Block Size 

Limitations 

Classical block ciphers, such as the Data Encryption 

Standard (DES), have fixed block sizes. This limitation 

can lead to vulnerabilities, especially in the context of 
modern applications where variable-length data is 

common. 

Lack of 
Forward 

Secrecy 

Classical symmetric key systems typically lack forward 

secrecy, meaning that if a key is compromised, all past 
and future communications encrypted with that key are 

vulnerable to decryption. This is in contrast to modern 

key exchange protocols that provide forward secrecy. 

Vulnerability to 
Known-

Plaintext 

Attacks 

Some classical ciphers, especially early ones, are 

susceptible to known-plaintext attacks, where an 

attacker has access to both the plaintext and 
corresponding ciphertext. This information can be 

exploited to deduce the encryption key. 

No Public Key 

Cryptography 

Classical cryptosystems lack the elegance and security 
advantages provided by public-key cryptography. The 

absence of public-key cryptography necessitates 

alternative mechanisms for key exchange and secure 
communication. 

 

Exposure to 

Chosen-

Plaintext 
Attacks 

Classical ciphers are often vulnerable to chosen-

plaintext attacks, where an attacker has the capability to 
choose the plaintext to be encrypted. This can be 

exploited to gain insights into the encryption process 

and potentially the key. 

Limited Use of 

Hash Functions 

Classical cryptology has limited application of hash 

functions, which are crucial in modern cryptography for 

tasks such as digital signatures and message 
authentication codes. 

In what follows, we will try to suggest ways to optimize 
classical cryptology limitations. 

III. RESULTS 

Based on the literature review and our comprehension of the 
topic, we will elaborate a comparative analysis of quantum 
cryptology compared to classical one in Table III. 

TABLE III.  QUANTUM AND CLASSICAL CRYPTOLOGY COMPARISON 

Aspect Quantum Cryptology Classical Cryptology 

Key 

Distribution 
Mechanisms 

Quantum Key Distribution 

(QKD) protocols like BB84 
leverage the properties of 

quantum states, typically 

polarized photons, to establish a 
secure key between 

communicating parties. The 

security of the key is 
intrinsically tied to the 

principles of quantum 

mechanics, such as the no-
cloning theorem. 

Key exchange 

mechanisms, like 
those used in public-

key cryptography 

(e.g., Diffie-Hellman), 
rely on mathematical 

problems like discrete 

logarithms. The 
security is based on 

the presumed 

difficulty of these 
mathematical tasks. 

Quantum 

superposition 

in QKD 

Qubits in superposition states 

enable the simultaneous 
transmission of multiple bits of 

information. This allows for 

increased information transfer 
rates in certain quantum 

communication scenarios. 

Classical bits exist in 

definite states (0 or 1) 
and do not have the 

capacity for 

simultaneous 
representation of 

multiple states. 

Entanglement 

in Quantum 

Cryptology 

Protocols like E91 exploit 

entanglement, where 
measurements on one entangled 

particle instantaneously affect 

the state of the other. This 
provides a mechanism for 

secure key exchange. 

Classical systems lack 

an equivalent to 
entanglement, and 

correlations are 

typically established 
through classical 

communication. 

Quantum 

Measurement 

and 
Eavesdroppin

g Detection 

Eavesdropping is detectable 
through the disturbance 

introduced during quantum 

measurement. The security of 
QKD protocols relies on the 

ability to detect such 

disturbances. 

Eavesdropping 
detection is often 

indirect and relies on 

statistical analyses or 
pattern recognition in 

communication 

traffic. 

No-Cloning 

Theorem in 

Quantum 

Cryptology 

The no-cloning theorem 

prohibits the perfect copying of 

an arbitrary unknown quantum 
state. In QKD, this ensures that 

any attempt to intercept and 

copy transmitted quantum 
states will be detected. 

Classical information 

can be copied without 

introducing errors, as 
demonstrated by the 

lack of a no-cloning 

analogue in classical 
information theory. 

Channel 

Models and 

Quantum 
Noise 

Quantum channels introduce 

quantum-specific effects like 

quantum noise and 
decoherence. Techniques such 

as error correction and 

purification are employed to 
counteract these effects. 

Channel models 
typically assume 

classical 

communication 
without quantum-

specific phenomena. 

Post-
Quantum 

Cryptography 

Consideration
s 

Focuses on developing 

quantum-resistant 

cryptographic algorithms to 
secure classical communication 

against potential attacks by 

quantum computers. 

Faces the challenge of 

transitioning to post-
quantum 

cryptographic 

algorithms to maintain 
security in the era of 

quantum computing. 

Practical 

Implementati
ons 

Requires specialized quantum 
hardware such as photon 

sources, detectors, and quantum 

key distribution systems. 
Challenges include maintaining 

quantum coherence over long 

distances. 

Implemented using 
classical computers 

and algorithms, with a 

wide range of 
cryptographic 

protocols and 

algorithms available. 

Practical 

Implementati
ons 

Requires specialized quantum 
hardware such as photon 

sources, detectors, and quantum 

key distribution systems. 
Challenges include maintaining 

quantum coherence over long 

distances. 

Implemented using 
classical computers 

and algorithms, with a 

wide range of 
cryptographic 

protocols and 

algorithms available. 
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To address Quantum limitations, it’s recommended to 
implement advanced error correction techniques, such as fault-
tolerant quantum computing, and explore error-mitigation 
strategies. Innovate quantum repeaters with entanglement 
swapping to distribute entanglement over shorter segments, 
overcoming decoherence and photon loss challenges. Develop 
quantum-secure authentication protocols and explore 
continuous variable QKD for enhanced security against specific 
attacks.  

IV. DISCUSSION 

A. Quantum Limitations Solution Suggestion 

Progress in quantum error correction hardware and 
techniques are recommended, given the fact that the duration of 
a logical qubit's existence can be approximated by multiplying 
the inverse of the logical error probability per cycle with the time 
taken per cycle. In the context of Google's quantum computing 
system, where the logical error rate per cycle is 2.94% and the 
cycle duration is 921 ns, the estimated lifetime of the logical 
qubit is around 31 µs. This duration is in line with the T1 and T2 
times of the qubits they employ, which range between 20 and 30 
µs. Considering including enhancements in superconducting 
qubits and trapped ions, seems to be a good path for achieving 
higher fidelities and extended coherence times. Rigetti and 
colleagues presented a 3D qubit system utilizing a solitary 
Josephson junction (JJ) transmon housed in a copper waveguide 
cavity. This configuration showcased enhanced qubit lifetimes, 
with durations of 70μs and 92μs. 

Simultaneously, efforts are underway to establish 
standardized quantum network protocols, such as standardized 
QKD by European Telecommunications Standard Institute 
(ETSI), incorporating cutting-edge photonic quantum memory 
into quantum repeaters, and promoting increased collaboration 
in quantum network research [35]. Besides designing secure 
information reconciliation algorithms and the optimization of 
privacy amplification processes. 

The goal is to seamlessly integrate quantum and classical 
systems, enhance the efficiency of quantum hardware 
development, and actively contribute to the standardization of 
quantum technologies. Additionally, there is a focus on 
standardizing post-quantum cryptographic algorithms to 
withstand both classical and quantum attacks. 

In the realm of research and development, fostering 
collaborative initiatives, creating advanced quantum software 
tools, and investing in educational programs are priorities aimed 
at nurturing a skilled quantum workforce. 

B. Classical Cryptology Limitations Solution Suggestion 

Public-key cryptography, exemplified by systems like RSA 
and elliptic curve cryptography (ECC), offers a solution to the 
key distribution challenge by facilitating secure communication 
without the necessity of a protected channel for secret key 
exchange. The field of quantum-resistant cryptography is 
actively engaged in researching and developing cryptographic 
algorithms that can withstand potential threats posed by 
quantum computers, collectively known as post-quantum 
cryptography. 

To enhance security against brute-force attacks, modern 
cryptographic algorithms employ longer key lengths, as seen in 
the Advanced Encryption Standard (AES) supporting key 
lengths of 128, 192, and 256 bits. However, probability is 
introduced into modern encryption schemes to prevent patterns 
in plaintext from directly translating to ciphertext, addressing 
determinism issues. 

On the one hand, modern block ciphers employ advanced 
modes of operation like Cipher Block Chaining (CBC) or 
Galois/Counter Mode (GCM) to ensure heightened security, 
especially for encrypting substantial data volumes. On the other 
hand, cryptographic hash functions, exemplified by SHA-256, 
are widely used for tasks like integrity verification, digital 
signatures, and generating message authentication codes, 
resisting to collisions and pre-image attacks. 

Forward secrecy is maintained by protocols such as Diffie-
Hellman key exchange, ensuring that even if a long-term key is 
compromised, prior communications remain secure. 
Authenticated encryption, which combines encryption and 
authentication, is a common feature in modern cryptographic 
algorithms, safeguarding both data confidentiality and integrity 
against chosen-plaintext attacks. Secure key exchange 
protocols, including Transport Layer Security (TLS), establish 
shared secrets between communicating parties to securely 
address the key distribution issue. 

Ongoing research in post-quantum cryptography focuses on 
identifying and standardizing cryptographic algorithms secure 
against quantum attacks, encompassing lattice-based 
cryptography, hash-based cryptography, and code-based 
cryptography. Authenticated encryption schemes play a crucial 
role in modern cryptographic systems to guard against chosen-
ciphertext attacks and ensure the authenticity of decrypted data. 
Therefore, the integration of randomized algorithms into 
cryptographic algorithms and protocols adds an additional layer 
of security, mitigating vulnerabilities to known-plaintext 
attacks. Fig. 5 shows distance limitation contributions. 

V. TECHNICAL CHALLENGES, DISTANCE LIMITATIONS AND 

SECURITY MEASURES 

A. Technical Challenges Considerations 

To overcome technical challenges related to advancements 
in quantum hardware development and effectively integrating 
quantum and classical systems, several solutions can be 
considered (Fig. 3): 

 
Fig. 3. Solution suggestions for technical challenges of quantum hardware 

integration in classical systems. 
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 Quantum Error Correction (QEC) Codes Optimization 
concern of Investigating and optimizing quantum error 
correction codes like the surface code, implementing 
strategies such as gauge fixing and syndrome extraction 
to reduce error rates and enhance fault tolerance. 
Exploring fault-tolerant quantum error correction 
schemes based on concatenated codes, including the use 
of optimized decoding algorithms and error detection 
techniques. 

 Qubit Coherence Enhancement utilizing dynamical 
decoupling methods such as Uhrig sequences or 
concatenated pulse sequences to extend qubit coherence 
times by mitigating environmental noise effects. 
Developing error suppression techniques such as 
quantum dynamical decoupling or quantum Zeno effect 
protocols to enhance qubit stability during quantum 
operations. 

 Scalable Quantum Architectures such as designing and 
optimizing scalable quantum processor architectures, 
including multi-qubit gate implementations such as 
controlled-phase gates or CZ gates with reduced gate 
errors and improved gate fidelities. Exploring 
topological qubit designs, such as Majorana qubits or 
topological quantum dots, for scalable quantum 
computing platforms with inherent error protection. 

 Quantum Algorithms Optimization by Optimizing 
quantum algorithms for specific applications, including 
quantum machine learning algorithms like quantum 
support vector machines (QSVM) or quantum neural 
networks (QNN), focusing on performance 
improvements and resource efficiency. Investigating 
hybrid quantum-classical optimization algorithms, such 
as quantum annealing with classical pre-processing or 
quantum-assisted optimization heuristics, to tackle 
combinatorial optimization problems effectively. 

 Quantum-Classical Interface Development via 
developing quantum-classical interface protocols based 
on quantum gate teleportation or quantum state 
tomography techniques, enabling efficient 
communication and data transfer between quantum and 
classical processors. Design quantum-classical hybrid 
programming environments with integrated quantum 
compilers, optimizing code translation between quantum 
instructions and classical computations for seamless 
execution. 

 Quantum Networking and Distributed Computing 
Advances concern of conducting research on quantum 
repeater architectures and quantum entanglement 
distribution protocols for long-distance quantum 
communication networks, addressing challenges such as 
quantum channel noise and entanglement loss. 
Investigate distributed quantum computing frameworks, 
including quantum task allocation algorithms and 
quantum workload balancing strategies for 
heterogeneous quantum computing clusters. 

 Quantum Security Enhancements via developing 
quantum-resistant cryptographic primitives, such as 

lattice-based encryption schemes or quantum-safe hash 
functions, to secure quantum communication channels 
and data storage against quantum attacks. Implementing 
quantum key distribution (QKD) protocols with 
improved key generation rates and enhanced security 
proofs, leveraging quantum entanglement properties for 
provably secure key exchange. 

These highly technical solutions encompass various aspects 
of quantum computing, spanning quantum hardware 
optimization, algorithm development, interface design, 
networking protocols, and cybersecurity measures to advance 
the field towards practical quantum applications and systems. 

B. Distance Limitations 

Distance limitations in quantum key distribution (QKD) 
arise due to several technical and physical challenges associated 
with the transmission of quantum states over long distances for 
many factors as in Fig. 4: 

 

Fig. 4. Primary factors of distance limitations. 

Distance limitations in quantum key distribution (QKD) 
arise due to several technical and physical challenges. Photon 
loss is a significant issue, with optical fibres absorbing and 
scattering light, leading to signal attenuation over longer 
distances, while free-space QKD systems face photon loss due 
to scattering, absorption, and atmospheric turbulence. 
Decoherence also poses a problem, as quantum states are highly 
sensitive to environmental noise and interactions with matter, 
causing the loss of quantum information. The efficiency of 
single-photon detectors decreases with distance, making it 
harder to detect signal photons amidst background noise. 

Quantum decoherence results from environmental 
interactions that disrupt quantum states, leading to increased 
error rates and reduced security. Photon loss, which occurs due 
to absorption or scattering in optical fibres or free-space 
transmission, limits the effective transmission distance and 
reduces the key generation rate, making long-distance QKD 
impractical. Current research is actively addressing these issues 
through various approaches. Quantum repeaters are being 
developed to extend the range of QKD by linking shorter 
segments of entangled photons using entanglement swapping 
and quantum memory. Enhanced error correction codes and 
privacy amplification techniques are being designed to rectify 
bit errors and ensure the security of the key by minimizing 
potential eavesdropper information. Efforts in quantum error 
correction and the identification of decoherence-free subspaces 
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aim to safeguard quantum information from noise. Additionally, 
there is progress in creating high-quality single-photon sources 
and detectors, such as quantum dots and superconducting 
nanowire single-photon detectors (SNSPDs), which help 
mitigate photon loss and improve detection efficiency. Research 
into free-space QKD and satellite-based QKD seeks to bypass 
the limitations of fiber optics and achieve global QKD networks, 
exemplified by projects like the Micius satellite in China. Future 
advancements include integrating QKD with classical networks, 
developing scalable quantum infrastructures, standardizing 
QKD technologies for compatibility, and reducing costs to make 
QKD commercially feasible. 

The quantum bit error rate (QBER) increases over long 
distances due to photon loss, detector dark counts, and 
environmental noise, reducing the security and effectiveness of 
QKD protocols. Maintaining precise timing and synchronization 
between the transmitter and receiver becomes more challenging 
over longer distances, leading to potential errors in key 
generation. Unlike classical communication, quantum states 
cannot be directly amplified due to the no-cloning theorem, and 
while quantum repeaters offer a theoretical solution, they are 
still in the experimental stage. 

Moreover, the key generation rate decreases with distance, 
making QKD less efficient for applications requiring high key 
generation rates. 

Addressing these limitations requires the development of 
advanced technologies and strategies, such as quantum 
repeaters, satellite-based QKD, and advanced error correction 
techniques, to enable long-distance quantum communication. 

C. Distance Limitations Contributions 

To overcome distance limitations in quantum key 
distribution (QKD) protocols and enable long-distance quantum 
communication in big data environments, several advanced 
strategies can be investigated. 

Through investigating and implementing these strategies, it 
is possible to overcome the distance limitations of current QKD 
protocols, enabling secure and efficient long-distance quantum 
communication essential for big data environments and other 
applications requiring robust security. 

D. Enhancing Security Measures in Quantum Cryptography 

To enhance security measures in quantum cryptography and 
develop robust defenses against potential attacks exploiting 
quantum system vulnerabilities, it is essential to prioritize highly 
technical research in the following areas: 

1) Quantum Error Correction (QEC) and Fault Tolerance: 

a) Develop and optimize surface codes and topological 

quantum error correction codes, which offer high fault 

tolerance by encoding logical qubits into a large number of 

physical qubits. Implement quantum fault-tolerant protocols 

using techniques like lattice surgery and braiding of anyons to 

protect quantum operations against errors. Research error 

suppression techniques, such as dynamical decoupling and 

quantum Zeno effect, to prolong coherence times and reduce 

error rates in quantum systems. 

 
Fig. 5. Distance limitations contributions. 

2) Post-Quantum Cryptography (PQC): 

a) Investigate and implement lattice-based cryptographic 

algorithms (e.g., NTRU, Ring-LWE) that are resistant to 

quantum attacks, ensuring they meet security, performance, and 

efficiency criteria. 

b) Develop code-based cryptographic schemes, such as 

McEliece and QC-MDPC, focusing on their security proofs and 

resistance to both classical and quantum attacks. 

c) Standardize hash-based signature schemes like 

SPHINCS+ and XMSS, which provide provable security based 

on the hardness of finding pre-images in cryptographic hash 

functions. 

3) Advanced QKD Protocols: 

a) Enhance decoy-state QKD protocols to resist photon-

number-splitting (PNS) attacks by using variable intensity 

decoy states to detect eavesdropping attempts. 

b) Implement device-independent QKD (DI-QKD) 

protocols, which provide security guarantees even when the 

Quantum Repeaters

• Developing and deployig quantum repeaters, which are essential for extending the range 
of QKD by dividing long distances into shorter segments, using entanglement swapping 
and quantum memory to store and retransmit quantum states.

• Optimizing the design of quantum repeaters by improving the fidelity of entanglement 
generation and reducing decoherence times in quantum memory.

Entanglement Swapping and Purification

• Implementing entanglement swapping techniques to link multiple shorter entangled 
pairs into longer ones, effectively extending the communication distance.

• Using entanglement purification protocols to enhance the quality of entangled states 
over long distances, mitigating the effects of noise and decoherence.

Satellite-Based QKD

• Utilizing satellite-based QKD systems to establish secure quantum links between distant 
ground stations, overcoming terrestrial distance limitations.

• Developing low-loss optical links and precise satellite alignment systems to maintain 
high-fidelity quantum state transmission between satellites and ground stations.

Quantum Memory Development

• Research and developing high-performance quantum memory with long coherence 
times and high storage efficiency to support long-distance QKD.

• Exploring different physical implementations of quantum memory, such as atomic 
ensembles, trapped ions, or solid-state devices, to find the most effective solutions for 
specific applications.

Advanced Error Correction

• Integrating advanced quantum error correction techniques into QKD protocols to protect 
quantum states from errors induced by long-distance transmission.

• Implementing fault-tolerant quantum communication schemes that can operate 
effectively over long distances despite the presence of noise and loss.

Optimized Photonic Components

• Developing and deploying low-loss optical fibers and highly efficient single-photon 
detectors to minimize transmission losses and enhance the overall efficiency of QKD 
systems.

• Using wavelength-division multiplexing (WDM) to increase the data transmission 
capacity of optical fibers, allowing multiple QKD channels to operate simultaneously.

Hybrid Classical-Quantum Techniques

• Combining classical communication techniques with QKD to enhance the robustness and 
efficiency of long-distance quantum communication.

• Utilizing classical error correction and data post-processing to complement quantum 
error correction and improve the overall reliability of QKD systems.

Field Testing and Network Integration

• Conducting extensive field testing of QKD systems in real-world environments to identify 
and address practical challenges associated with long-distance quantum communication.

• Integrating QKD with existing classical communication networks to create hybrid 
quantum-classical networks that leverage the strengths of both paradigms.
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devices used are untrusted, by leveraging the violation of Bell 

inequalities. 

c) Develop measurement-device-independent QKD 

(MDI-QKD) to eliminate side-channel vulnerabilities 

associated with detection devices by using entanglement 

swapping at an untrusted relay. 

4) Quantum Cryptographic Protocols: 

a) Research quantum secret sharing (QSS) schemes, 

focusing on their robustness against collusion attacks and 

practical implementation in multi-party scenarios. 

b) Develop quantum digital signature (QDS) protocols 

that ensure non-repudiation, integrity, and authenticity of 

quantum messages using techniques like quantum one-time 

pads and entanglement. 

c) Enhance quantum secure direct communication 

(QSDC) protocols to enable secure direct transmission of 

confidential information without the need for pre-shared keys. 

5) Quantum Random Number Generation (QRNG): 

a) Design high-speed, entropy-enhanced QRNGs that 

leverage quantum phenomena such as vacuum fluctuations or 

photon arrival times to produce truly random numbers. 

b) Integrate QRNGs into cryptographic systems to 

strengthen key generation and enhance the overall security of 

quantum cryptographic protocols. 

6) Quantum System Vulnerability Analysis: 

a) Conduct rigorous vulnerability assessments of 

quantum hardware, including qubits, gates, and measurement 

devices, to identify and mitigate potential attack vectors. 

b) Develop formal verification techniques for quantum 

cryptographic protocols, using quantum information theory and 

complexity theory to prove their security properties under 

various attack models. 

7) Quantum Network Security: 

a) Design secure quantum network architectures 

incorporating quantum repeaters with entanglement 

purification and error correction capabilities to extend the range 

of QKD. 

b) Develop quantum-safe network protocols, ensuring 

secure key exchange and data transmission over hybrid 

quantum-classical networks. 

8) Side-Channel Attack Mitigation: 

a) Investigate side-channel attacks specific to quantum 

systems, such as timing analysis, power analysis, and 

electromagnetic leakage, and develop corresponding 

countermeasures. 

b) Implement hardware-level countermeasures, such as 

shielding, noise generation, and randomized gate operations, to 

protect against side-channel attacks. 

9) Quantum Hardware Security: 

a) Develop tamper-resistant quantum hardware 

components, including qubits and quantum gates, with built-in 

fault tolerance and error correction to prevent unauthorized 

manipulation. 

b) Research secure hardware initialization and 

calibration protocols to ensure consistent and secure operation 

of quantum devices, preventing malicious tampering. 

10) Collaboration and Standardization: 

a) Foster collaboration among academia, industry, and 

government agencies to share advancements, best practices, 

and research findings in quantum cryptography. 

b) Contribute to the development of international 

standards for quantum cryptographic protocols, ensuring 

interoperability, security, and widespread adoption of secure 

quantum technologies. 

By prioritizing these technical research areas, the security of 
quantum cryptographic systems can be significantly enhanced, 
making them more resilient against sophisticated attacks and 
ensuring the safe and reliable deployment of quantum 
technologies. 

VI. CONCLUSION 

Classical and quantum cryptology encounter limitations that 
shape their applicability in secure communication. In classical 
cryptology, security is contingent upon the computational 
complexity of mathematical problems, such as factorization and 
discrete logarithms. The advent of quantum computers poses a 
potential threat to classical cryptographic algorithms, as 
quantum computers could efficiently solve these problems using 
algorithms like Shor's algorithm. Additionally, classical key 
distribution often relies on secure channels or pre-shared keys, 
introducing vulnerabilities if these channels are compromised. 

Quantum cryptology, while offering information-theoretic 
security and resistance against quantum computers, faces 
practical challenges in terms of developing and maintaining 
stable quantum hardware. Quantum key distribution (QKD) 
protocols may be constrained by issues such as quantum 
decoherence, photon loss, and the development of efficient 
quantum repeaters for extending communication ranges. 

Both classical and quantum cryptology present trade-offs, 
necessitating careful consideration based on the specific 
security, computational, and implementation requirements of a 
given scenario. Quantum solutions are known to be expensive, 
however QKD are good for eavesdropping as quantum 
computers can break security measures so it’s better to upgrade 
security level to quantum practices such as quantum 
cryptography for data security. 

The selection between quantum cryptology and classical 
cryptography hinges on the specific security requirements, 
computational capabilities, and practical considerations inherent 
to a given application. 

Quantum cryptology, rooted in the principles of quantum 
mechanics, offers a promising avenue for achieving 
information-theoretic security, notably through quantum key 
distribution (QKD) protocols. Quantum systems are inherently 
resistant to attacks by quantum computers, providing a potential 
advantage in a future landscape where classical cryptographic 
algorithms might be vulnerable to quantum advancements. 

However, challenges persist in terms of practical 
implementations, including the development of stable quantum 
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hardware, the management of quantum noise, and the extension 
of secure communication over distance. Classical cryptography, 
built on mathematical complexity assumptions, is well-
established and generally more efficient and scalable for current 
applications. Yet, its security is contingent upon computational 
hardness, rendering it susceptible to future quantum computing 
capabilities. 

VII. FUTURE DIRECTIONS 

Despite the unmatched security offered by Quantum Key 
Distribution (QKD), limitations in data volume, transmission 
range, cost, and network integration hinder its real-world 
implementation. Future research should prioritize overcoming 
these hurdles. A critical question lies in developing efficient 
QKD protocols capable of handling larger datasets without 
sacrificing security. Experimentation with entanglement 
swapping and multi-photon protocols holds promise in this area. 
Extending transmission distance necessitates tackling signal 
degradation. Research on advanced error correction and 
quantum memory could improve signal fidelity over longer 
distances, while prototype development of quantum repeaters, 
devices that relay quantum information, is crucial for extending 
QKD's reach. Reducing cost and complexity requires exploring 
alternative sources for entangled states and miniaturization 
techniques for QKD components. Seamless integration with 
existing infrastructure hinges on standardized protocols and 
interfaces that allow QKD systems to interoperate with classical 
communication networks. By addressing these limitations 
through focused research and experimentation, QKD can evolve 
into a practical and scalable solution for securing 
communication in the quantum age. 
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Abstract—The advancements in technology such as Web 2.0, 

3.0, mobile devices and recently IoT devices has given rise to a 

massive amount of structured, semi-structure and unstructured 

datasets, i.e. big data. The increasing complexity and diversity of 

data sources poses significant challenges for stakeholders when 

extracting meaningful insights. This paper demonstrates how we 

developed a unified query prototype as middleware using a 

polyglot technique capable of interrogating and manipulating the 

four categories of NoSQL data models. This study applied 

established algorithms to different aspects of the prototype to 

attain this study’s objective. The prototype was subjected to an 

experiment where varying query workloads were processed. The 

performance data comprised of application performance index, 

memory consumption, and execution time and error rates. The 

results demonstrated that the prototype had a low error rate 

indicating it’s robustness and reliability. In addition, the results 

showed that the prototype is responsive and able to query the 

underlying storage system effectively and efficiently. The 

prototype provides a standardize set of operations abstracting the 

complexities of each underlying storage system; reducing the need 

for multiple data retrieval management systems. 

Keywords—Unified query; polyglot; NoSQL; middleware; query 

processing; big data 

I. INTRODUCTION 

Information systems in the modern era have shifted the 
mindset of organizations from application-driven processes to 
data driven initiatives, i.e. big data. This has led to the creation 
and adoption variety of NoSQL database technologies, each 
with its own underlying architectural principles [1, 3]. As a 
direct result of big data technologies, organizations face the 
ultimate challenge; how to query structured, semi-structured and 
unstructured data uniformly? Since numerous NoSQL storage 
technologies exist; technical consumers have embarked on 
creating a singular platform for consolidating these 
heterogeneous data models [17, 27]. 

The term NoSQL is often confused with “No SQL”, the 
implication being that NoSQL is intended to replace relational 
SQL database management systems. However, the actual 
meaning refers to “Not Only SQL” [27]. NoSQL technologies 
has become the preferred choice for managing big data in this 
ubiquitous digital realm [1, 3]. The NoSQL philosophy 
essentially stems from the shortcomings of the relational 
database management systems. The NoSQL technology stack 
supports four fundamental data models (1) key-value, (2) 
column-orientated, (3) document-orientated and (4) graph 
models [1]. These data models are schema-less in nature, owing 

to the de-normalize data it holds within the data store [8, 27]. 
This requires data to be interpreted by the consuming 
application. A number of challenges start to arise when collating 
heterogenous NoSQL data schemas from disparate sources since 
each database system has its respective guidelines and features 
[17]. This is partly due to the absence of a global schema capable 
of encompassing the four fundamental data models promoted by 
NoSQL technologies. As each NoSQL database technology is 
tailored to serve specific use cases. 

In the absence of a global schema for diverse data sets [16, 
27], organizations painstakingly develop very specific and rigid 
implementations to consolidate data from different databases in 
order to gain valuable and actionable insights from a particular 
business domain. This activity is traditionally accomplished 
through data warehousing via ETL’s i.e. extract, load and 
transform [8]. However, the past decade has seen a rise of 
proposed and propriety unified query solutions to bridge the 
heterogenous querying gap that exists between database 
technologies. This data-driven need is inspired by organizations 
looking to extract key metrics from data to support strategic 
business initiatives in real time [8, 13, 32]. A common approach 
used to consolidate disparate data sources is to develop 
middleware. This is known as a polyglot persistent solution. 
Polyglot persistent solutions in the context of this paper refer to 
a system’s ability to interact with several database technologies 
in a multi-faceted way. While there have been numerous 
successes in these endeavours, the solutions tend to serve very 
specific use cases and are not easily generalized to the wider IT 
audience. 

A. Aim of Research 

The primary objective of this study was to evaluate and 
validate the effectiveness and efficiency of the developed 
unified query prototype. It measured the performance of the 
query process in a holistic manner specifically in terms of query 
response times, accuracy, reliability and efficacy across 
different NoSQL storage systems. 

B. Significance of Study 

This study simplifies the querying process for interrogating 
multiple categories of NoSQL storage systems. It facilitates 
seamless data integration, while ensuring data consistency 
across the supported data models. The prototype segments the 
boundaries between the varying databases making it easier to 
extend the family of storage options appropriate for big data [10] 
applications. Moreover, it assists in outlining the direction for 
future research initiatives in unified query systems, fostering 
advancement in the field. 
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C. Problem Statement 

In the absence of a global query instrument, interrogating 
heterogenous NoSQL storage systems presents complexities 
when attempting to collate data in a uniformed manner [5, 25]. 
According to Zhang et al. [9:p.1], the various NoSQL storage 
models inherently serves by design “different characteristics 
supported by different database systems and the differences in 
query syntax rules”, thus impeding the pursuit standardization 
for uniformed query. 

Consequently, software engineers spend an inordinate 
amount of time learning each individual NoSQL database’s 
features. Although a number of research papers have contributed 
towards developing a unified query model, not many 
middleware solutions truly encapsulate how key-value, column-
orientated, document-orientated and graph data models may be 
query via a single query mechanism simultaneously. 
Furthermore, there are unequivocally no standardized data 
modelling paradigms to the best of our knowledge that exist 
today able to consolidate the four distinct NoSQL types through 
normalised methods [15, 9]. 

An effective and efficient way to overcome this obstacle is 
to develop a query platform system. This is exactly what this 
work entailed. Adopting an approach to easily interface with the 
heterogeneous data models while abstracting the technical 
details of each storage mechanism. This study provided insights 
on a developed prototype to determine its feasibility. 

D. Contributions 

The study contributes to the field of unified query systems in 
several ways. Firstly, offers a text-based language that’s 
intuitive abstracting the technical barriers of each underlying 
storage system. Secondly, it presents a novel approach [2] to 
querying multiple NoSQL systems in a uniform manner by 
organising established programming design patterns in a unique 
way. In addition, the modular approach facilitates scalability in 
terms of extending support for additional storage options 
without impeding existing supported targeted options. Finally, 
the prototype's performance results demonstrated that it reduces 
operational time and costs, considering how it envelops query 
workloads in a standardized manner. 

E. Summary 

In this paper, we present the design and development of a 
unified query platform that acts as middleware for NoSQL 
datastores. Our research aims to address the challenges 
associated with querying across heterogeneous NoSQL 
databases by providing a single query interface that abstracts the 
underlying complexities. In order to provide clear and concise 
view of the study, we have organized this paper as follows: 

 Section II: Background - Identifies key principles that’s 
required to be present when developing a unified query 
platform as middleware. 

 Section III: Related Works - Discusses related work on 
existing polyglot solutions within the context of NoSQL 
databases. 

 Section IV: Proposed Architecture - We discuss the 
architectural and design details of our proposed unified 

query platform. Furthermore, we describe the 
composition of the prototype and the software design 
patterns applied. 

 Section V: Experimental Approach - Describes the 
evaluation method employed to assess the performance 
of the prototype. 

 Section VI: Prototype’s Results - We present and analyse 
the results attained through the experiment. 

 Section VII: Discussion – We identified and discussed 
key findings and repeated themes encountered in the 
experiment. 

 Section VIII: Conclusion and Future Work - Summarizes 
the key findings and implications of our research. We 
also outline future work directions. 

II. BACKGROUND 

Polyglot query systems generally adheres to layered 
architectural pattern. However, each layer encompasses a unique 
class of problems which it aims to resolve [4, 3, 24]. The 
differences lies within the variety of approaches, methods, 
principles and technology instantiations to satisfy the intended 
use cases as shown in Fig. 1. Researchers assessing polyglot 
systems concur that specific criteria must be met during solution 
development for it to be deemed acceptable [6, 30]. These 
criteria form the foundation of unified query resolutions. They 
are designed to streamline the diversity among various data 
storage mechanisms [8, 28] and facilitate the abstraction process 
needed to tackle the complexities inherent in a disparate 
collection of database technologies. 

 
Fig. 1. Approaches to unified query system adopted from [27:p.18]. 

A. Key Principles 

We’ve identified fives key principles that should be present 
in these types of systems: 

1) Abstract syntax tree: In computer science an Abstract 

Syntax Tree (AST) acts as a mediator, bridging the gap between 

conceptualization, design, implementation, and execution, 

regardless of the underlying technology employed. This 

concept has found utility across various research domains, 

including source code compilers, security exploration, anti-

plagiarism detection, and code analysis systems [14, 31]. 
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Within the scope of this study, an AST is employed within the 

query parser to ensure that commands adhere to syntax, 

semantic, and lexical rules, thereby guaranteeing that the 

command constitutes a well-formed statement [19]. 

2) Schema consolodation: A fundamental aspect of 

developing unified solutions is obtaining a comprehensive 

understanding of the schema information for each underlying 

storage mechanism [15]. This is commonly referred to as 

metamodeling. Despite the promotion of NoSQL as schema-

less because of its efficient handling of unstructured data, there 

indeed exists a schema. Depending on the vendor, schema 

constraints may be enforced, which the consuming application 

must adhere to. 

3) Query translation: Arguably, the most crucial aspect of 

any unified solution is to generate native queries capable of 

interrogating NoSQL storage models [23, 32]. It's important to 

note that this feature is heavily influenced by the unified 

approach shown in Fig. 1. However, conceptually, regardless of 

the approach, it facilitates the generation of native queries that 

can execute on their respective NoSQL databases. 

4) Database integration: In every unified query solution, 

provision must inevitably be made for communication with the 

targeted databases [17]. NoSQL databases commonly employ 

diverse protocols as communication mediums to access the data 

source [9, 23]. These communication protocols range from 

HTTP(S) to TCP/IP, typically employing an adaptor or driver 

that implements a generic interface for database connection. An 

intriguing observation noted during this study is a direct 

correlation between the primary communication protocol and 

query language. Depending on the protocol, the query 

interrogation mechanism may access the database data via an 

API endpoint or some form of lower-level network protocol for 

data exchange. 

5) Output management: To present data from various 

storage systems uniformly, unified query systems typically 

employ two approaches: Global-as-View (GaV) and Local-as-

View (LaV), where data unification is facilitated by a mediator 

[8, 13]. It's important to note that this also contributes to the 

aforementioned key features. This feature is categorized as a 

mediator, an intelligent layer that possesses structural 

knowledge of the local data stores. GaV integrates schemas of 

the underlying local data stores, providing a unified view of 

heterogeneous structures. Conversely, LaV amalgamates local 

schemas to form a global view. 

III. RELATED WORKS 

Polyglot solutions like BigDawg aims to leverage the 
relative strengths of underlying DBMSs to effectively process 
data [30]. This solution embraces three types of data models: 
key-value, relational, and array stores. The architecture of 
BigDawg primarily focuses on query processing rather than 
query construction. Its objective is to utilize key features to 
achieve optimal performance and produce the most 
comprehensive result set. To achieve this objective, the 
architecture incorporates features such as islands, shims, and 
cast, as illustrated in Fig. 2 [6, 30]. 

 
Fig. 2. BigDawg architecture [30]. 

An island is associated with a specific data model and a set 
of query language features for the storage engine it intends to 
support. A shim acts as a communication bridge between the 
island and the storage engines. A cast facilitates data migration 
from one storage engine to another. The API directs inquiries to 
the middleware, which handles query execution and data 
migration through casts [4]. The middleware comprises various 
modules, including the query planner, performance monitor, and 
executor. These modules validate the semantic correctness of 
queries and route them to the appropriate storage mechanism for 
execution. 

 
Fig. 3. Unified SQL query middleware architecture [9]. 

Zhang et al. [9] introduced a solution that employs 
middleware to execute queries on multiple heterogeneous 
databases through a unified interface using standard SQL 
syntax. Their segmented architecture, depicted in Fig. 3, 
separates the initial query from the targeted queries via an 
abstract syntax tree. This tree is responsible for verifying if the 
initial query aligns with the requirements of the respective 
heterogeneous databases. While the article mentions that the 
middleware supports a pluggable interface for new data sources, 
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it does not detail how this would impact the abstract tree and 
computing layer. The provided middleware comprises three 
main components: a syntax parsing layer, a computing engine, 
and a data layer. The syntax layer validates a unified query 
against a customer abstract syntax tree. Native queries are then 
generated based on a meta store, which delegates them to the 
computing engine for execution on the data layer. 

NoDA, a lightweight implementation, acts as an 
intermediary layer between applications and targeted NoSQL 
databases, including MongoDB, HBase, Redis, and Neo4j [23]. 
This middleware offers a generic set of operators such as sorting, 
filtering, and aggregation, aiming to efficiently execute queries 
using the Apache Spark open-source data analytical framework. 
Although NoDA is categorized as a polyglot implementation, it 
simplifies complexity by separating the rule engine, which 
validates syntax and semantics of the unified query, from the 
abstract layer using a third-party tool. 

Cox et al. [29] introduced the Translator Query Language 
(TranQL), a solution that federates biomedical ontologies within 
a framework. Their study is grounded in real-world case studies. 
TranQL utilizes natural language to map to queries, generating 
targeted queries on various graph data models. An essential 
component of the framework is the Translator KGS API, which 
employs the shared schema RDF concept to express queries as 
Biolink data model, a hierarchical medical ontology at a high 
level. This API maps a network of knowledge graphs as a 
coherent whole, forming the basis for TranQL as a unified query 
pattern by interconnecting federated knowledge graph data 
models through curated links across entities. 

 
Fig. 4. Unified SQL query middleware architecture [28]. 

Apache Drill is a fully distributed open-source software 
framework designed for large-scale analysis in data-intensive 
applications [16]. It specializes in processing extensive datasets 
efficiently by executing tasks in parallel. The Apache Drill 
solution leverages in-memory data representation in JSON and 
Parquet formats for rapid data manipulation operations. 
Additionally, its MPP (Massively Parallel Processing) query 
engine dynamically compiles and recompiles data queries on the 
fly to maximize performance, relying on parallelism [28]. 
Similar to BigDawg's implementation, Apache Drill supports 
various data models accessed through a comparable mechanism 
as illustrate in Fig. 4. However, instead of islands, it utilizes 
plugins to connect to different storage engines and file systems 
via the Drillbit component [6]. Drillbit serves as a background 
component orchestrating the optimal execution query plan. The 
query executions are partially rendered on an execution tree and 
brought into memory. 

CloudMdsQL is recognized as a multistore system capable 
of querying multiple databases through its SQL-Like unified 
query construct [4, 6]. Supporting relational, NoSQL, and HDFS 
storage mechanisms, CloudMdsQL is designed to leverage the 
inherent features of each supported heterogeneous data store 
[23]. The abstract layer catalogs the semantics rules of the 
supported data stores, enabling the optimization of native 
queries. This allows the construction of native queries through a 
relational query framework for targeted executions. The results 
of embedded invocations are converted into an intermediary 
table for distributed processing. 

A. Evaluation Approaches of Polyglot Systems 

It's important to note that this paper does not encompass all 
unified solutions, as the objective is not to describe every 
possible solution. Rather, we aim to introduce readers to the 
distinguishing components of these solutions and the use cases 
it aims to satisfy. Research papers proposing unified query 
solutions understandably prioritize the overall utility of the 
artifact. Much emphasis is placed on practical considerations 
such as query workloads, indexing, and partitioning, which are 
integral to query processing [13, 32]. 

The described polyglot solutions are tailored to address 
different use cases. For instance, Apache Drill excels in 
processing vast amounts of data for analysis, requiring robust 
hardware as it loads data into memory for rapid retrieval [6]. 
Conversely, CloudMdsQL and BigDawg aim to leverage the full 
capabilities of supported databases' native features to process 
data, thereby providing users with enhanced native capabilities. 
TranQL serves as a federated query system for Biolink data 
using a topology of graph stores. Each of these solutions 
comprises a collection of individual isolated components 
targeting the supporting databases. These components operate 
independently, acting as intermediaries between the middleware 
layer and the database, except for BigDawg, which allows data 
integration between silos. 

Other solutions, such as NoDA, are less intricate, as it 
follows the basic principles. This prototype primarily focus on 
the query construct [23, 9], which aligns with the goals of this 
study. Although the middleware supports the four primary 
categories of NoSQL data models, it can only query one 
underlying database at a time. The authors highlight this 
limitation, underscoring that the prototype primarily emphasizes 
the system's capability to access data through its connector. 
Zhang et al. [9] on the other hand, is limited to select queries and 
does not accommodate evolving schemas. Additionally, the use 
of wildcards within the middleware may introduce suboptimal 
practices and potential runtime issues stemming from datatype 
and schema mismatches. 

IV. PROPOSED ARCHITECTURE 

This section presents the methods employed to design and 
develop the prototype. The goal of this prototype was to provide 
a high-level unified query platform that is database-agnostic 
capable of querying data across the four distinct types of NoSQL 
storage models simultaneously [17]. The prototype provides a 
query language that offers a consistent a set of syntax, semantics 
and data operations to express queries in a generic manner for 
the targeted storage models. 
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Fig. 5. Prototype: architectural overview. 

The prototype for the unified query platform had the 
following basic requirements, (1) develop a custom parser that 
accepts a SQL-like query as input, (2) develop a metamodel 
describing the each of the native schemas as well as the global 
schema, (3) build a translation engine that accepted the parser’s 
output and generated a native queries, (4) build a an executing 
layer that accepts the native queries as input and executes it on 
the supported NoSQL data stores, and finally a (5) logging 
mechanism to audit performance and functionality of the 
prototype. This is encapsulated in Fig. 5. showing the overall 
architecture and the interactions between the various 
components. 

Design Science Research: This paper used DSR 
methodology to ascertain the necessary knowledge to build the 
prototype. DSR is a problem-solving architype that creates 
knowledge on the design process and product concurrently [12]. 
The study subscribed to the seven guidelines proposed by 
Hevner et al. [2]. The design and architectural choices made was 
influenced by existing literature and the empirical insights 
during the development and evaluation phase of the prototype. 
The iterative nature facilitated the authors of this study to test 
and refined the prototype based on ideal approaches and current 
shortfalls on unified query platforms. The constant feedback 
loop guided the software development lifecycle [18]. The act of  
the repeated circumscription process influenced the prototype 
construction until design requirements in Table I were satisfied. 
A student database for each instance of the supported NoSQL 
storage systems was created shown in Appendices A and B to 
interrogate. 

The study employed a mathematical abstraction, wherein 
q(n) symbolizes the native or targeted query for each instance 
category of a NoSQL database [3]. Furthermore, DS represents 
the data source which consolidates the four supported types of 
NoSQL storage data models. i.e., GR - Graph, KV - Key-Value, 
DO – Document-Orientated, CO - Column- Orientated data 
stores. The data source is represented as 𝐷𝑆 → 𝐺𝑅 ∪ 𝐾𝑉 ∪
𝐷𝑂 ∪ 𝐶𝑂, indicating which the NoSQL data storage models are 
supported. The query parser ensures the unified query conforms 
to the signature of the abstract syntax tree, whereby the unified 
query is required to prove it conforms to the lexical (lex), 
semantic (sem) and syntactic (syn) rules of the prototype. 

𝑆𝑙𝑠𝑠 =  ∑ 𝑘𝑖 , 𝑘 < (𝑙𝑒𝑥[i]  ∧  𝑠𝑒𝑚[i] ∧  𝑠𝑦𝑛[i]) 𝑛−1
𝑖=0         (1) 

The query translator verifies if the targeted data model, 
dm(k), specified in the unified query is an element of the data 
source: 

𝑑𝑚(𝑘) = {
1, 𝑖𝑓(𝑘 ∈ 𝐷𝑆)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (2) 

Once the system has established that the data model is 
supported by one or more elements of the data sources, it is 
required to generate the targeted or native query, t(k): 

𝑡(𝑘) = {
1, 𝑖𝑓(𝑑𝑚(𝑘) ⊢ (𝐺𝑅 | 𝐾𝑉 | 𝐷𝑂 | 𝐶𝑂))
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (3) 

The query executor subsequently directs t(k) to appropriate 
NoSQL database instance to be executed. If 𝑞(𝑛) =

 ∏ 𝑘, ∃𝑛[∅, 𝑛]. 𝑡(𝑘).
𝐷𝑆𝑛
𝑘=1 𝑑𝑚(𝑘) ℎ𝑜𝑙𝑑𝑠 dm(k), the native query is 

executed on the target storage model. Finally, the object mapper 
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wraps the output of each target query into a result, 𝑟𝑖 = 𝑜 ∈
 [𝑞(0), … 𝑞(𝑛)]. (𝑘 ≥ 𝑞(𝑘)). 

A. Design Requirements 

A set of requirements were identified to achieve the 
envisioned design goals shown in Table I. Each requirement was 
linked to a component responsible for a specific functionality in 
realising a unified query platform. These components function 
are akin to "spokes in a wheel," relying on each other to 
accomplish the functional objectives. 

TABLE I.  PROTOTYPE DESIGN REQUIREMENTS 

Prototype Design 

Components Requirements 

Metamodel repository 

Create a metadata schema denoting Redis. 

Create a metadata schema denoting Cassandra. 

Create a metadata schema denoting MongoDB. 

Create a metadata schema denoting Neo4j. 

Create a global metadata schema. 

Query parser 

Build a lexer for input characters. 

Build a query syntax tree. 

Build a semantic engine. 

Query translator 

engine 

Build Syntax and Semantic Matching engine. 

Build Feature Mapping engine. 

Build Query Optimization engine. 

Query Executor 
Build a database adapter for NoSQL databases. 

Map native results to a global view. 

Log Mechanism Build data collection mechanism. 
 

B. Prototype Construction 

The first step was to determine how context and meaning can 
be given to the prototype’s intended query language [14, 19]. 
Therefore, the prototype facilitates three commands:  Fetch, Add 
and Modify (Appendix C). The nature of these commands is 
intrinsic, as their names suggest. The Fetch command retrieves 
data, the Add command inserts data, and the Modify command 
updates data across the supported NoSQL storage system 
concurrently. Determining the fundamental intent of the query 
serves as the initial step in shaping the unified query platform. 

1) Query parser: To operationalise the commands, an AST 

was built within the query parser component. A text-based 

language was the preferred design choice to serve as the 

prototype’s unified query as its familiar to consumers 

interrogating data and will most likely drive greater adoption 

[19]. The elements of the query language within the prototype 

were deconstructed into an organized tree-like structure. The 

prototype incorporates an embedded lexer feature within the 

query parser component, which scans the text and generates a 

stream of tokens, serving as input for the subsequent parsing 

phase. During the parsing phase, the stream of tokens produced 

as shown in Table II by the lexer is systematically examined, 

and the abstract syntax tree (AST) is constructed based on the 

grammar rules of the unified query language. The keywords and 

identifiers guided informed the prototypes query intent, path 

and code generators to executed the appropriate native query. 

On this basis the necessary tokens is generated are 

representative of the unified query’s meaning and purpose. 

TABLE II.  PARSER’S LEXICONS 

Keywords 
Parser 

Lexicons Input Text 

 

FETCH FETCH 

MODIFY MODIFY 

ADD ADD 

PROPERTIES PROPERTIES 

DATA_MODEL DATA_MODEL 

FILTER_ON FILTER_ON 

ORDER_BY ORDER_BY 

RESTRICT_TO RESTRICT_TO 

TARGET TARGET 

ASC ASC 

DESC DESC 

LAND AND 

LOR OR 

Identifiers 

REFERENCE_ALIAS 
Identifier preceding ‘DOT’; 

example: t.property 

REFERENCE_ALIAS_N
AME 

Identifier succeeding ‘AS’; 
example: t.property AS alias 

REFERENCE_MODEL 

Identifier succeeding ‘AS’ in 

DATA_MODEL; example 
DATA_MODEL { data AS 

dataAlias } 

PROPERTY 
Referenced column\attribute  

name 

JSON_PROPERTY 
A JSON referenced 

column\attribute name 

TERM 

Identifier succeeding 

‘FILTER_ON’; example 
FILTER_ON { term = ‘1’ } 

DATA 

Identifier succeeding 

‘DATA_MODEL’; example 
DATA_MODEL { data } 

NAMED_VENDOR 

Identifier of database vendor; 

example neo4j, mongodb, 

cassandra, redis 

AS AS 

LEFT_CURLY_BRACK

ET 
{ 

RIGHT_CURLY_BRAC
KET 

} 

LEFT_BRACKET [ 

RIGHT_BRACKET ] 

LEFT_PAREN ( 

RIGHT_PAREN ) 

COMMA , 

DOT . 

NSUM Nsum 

NAVG Navg 

NCOUNT Ncount 

NMIN Nmin 

NMAX Nmax 

Operators 

EQL = 

LSS < 

GTR > 

GTE >= 

LTE <= 

Literals 
NUMBER 1,2,3,4,5,6,7,8,9,0 

STRING Aa,Bb,Cc,….Zz 
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The prototype employs a parser combinator technique, 
where multiple parsers are accepted as input to create a new 
parser as output. This technique enables the prototype to 
modularize sections of the query language by recursively 
traversing through the token stream and using demarcating 
locations. These demarcated locations assist the program in 
indicating where the parser should start and stop. Following a 
recursive descent strategy, the parser inspects terminal and non-
terminal symbols based on the syntactic rules governing the 
grammar of the unified query. This process results in grouping 
a disjointed set of nodes [11]. A lightweight library called 
Superpower was utilised to facilitate the construction of token-
driven parsers embedded directly in the source code [21]. This 
library is an extension of Sprache, a text-based parsing 
framework that does not require any additional build tools or 
runtime configurations. According to its documentation “it fits 
somewhere in between regular expressions and a full-featured 
toolset like ANTLR” [20]. A demonstration of the lexical 
activity reveals how the tokens are generated by the prototype 
as per a given input (Appendix D). Once the unified query has 
proven to be well-formed by the parse, the prototype delegates 
the query to the metamodel to determine if the actual properties 
are defined in the global schema. 

2) Metamodel: The function of the metamodel is to bridge 

the gap between the unified and native schemas [6, 16, 17]. It 

plays a crucial role in the solution by revealing the physical 

structures of the native schemas and the conceptual structure of 

the global schema. The global schema contains instructional 

configurations to the native schema, indicating the relationship 

between the models. The prototype's metamodel catalogues 

each storage mechanism's schematics, data types, and indexes. 

Additionally, it assists the query parsing mechanism by 

performing basic validations to ensure that the specified fields 

are supported by the unified query data model. It aids the query 

translator in resolving native references at runtime and assists 

in generating the appropriate native query constructs. To some 

extent, it informs the query processing engine about the optimal 

query to create when inspecting relevant native storage 

mechanism schematic information such as indexes and unique 

keys. 

3) Query translator: The translation engine has several 

features for the query processing and the creation of  executable 

native queries: 

 Syntax and Semantics Matching 

 Feature Mapping 

 Query Optimization 

a) Syntax and semantics matching: Any unified query 

polyglot system targeting multiple types of databases, will 

innately have different syntax and semantics compared to the 

native query languages [5]. Hence, the prototype’s query 

translation engine finds the equivalent meaning and grammar 

of the supported databases in order to successfully build 

executable queries. Finding the equivalent match ensures the 

intended meaning and functionality is preserved during the 

conversion process of unified query. In addition, the syntactic 

translation involves converting the unified query's expressions, 

keywords, identifiers, literals and operators to match the syntax 

of the native query language [23]. This ensures the adherence 

to each supported database, safeguarding against unintended 

results once the generated query is eventually natively 

executed. 

b) Feature mapping: The prototype’s query language in 

some instances does not have the direct equivalent features or 

constructs in the targeted native query language. It attempts to 

preserves the anticipated functionality while still creating a 

converted query that may be executed. In general, features for 

database management systems are naturally influence by the 

applicable use cases [1, 3]. In the instance of the key-value 

database, Redis, aggregation amongst other features are not 

natively supported in its database management as shown in 

Table III. Therefore the prototype requires an additional 

abstraction layer for the Redis data store to circumvent this 

issue which currently does not support. 

TABLE III.  PROTOTYPE VERSUS EQUIVALENT NATIVE DATA STORES 

FEATURES 

Prototype Redis Cassandra MongoDB Neo4j 

Aggregation 

NSUM  X X X 

NAVG  X X X 

NMIN  X X X 

NMAX  X X X 

NCOUNT  X X X 

Filtering 

WHERE X X X X 

AND  X X X 

OR  X X X 

JOIN    X 

RESTRICT  X X X 

Sorting 

ASC  X X X 

DESC  X X X 

Projections 

*No explicit 
command 

  X X 

Operators 

’=’, ’+’, ’ -’, ’*’, 
‘/’ 

X (only 
‘=’) 

X X X 

Comparators 

’<’, ’<=’, ’>=’, 
’>’ 

 X X X 

The translation engine maps these features to appropriate 
native constructs, ensuring the preservation of the expected 
functionality. Specialized strategies for each of the inherent data 
stores was built, thus establishing clear boundaries between the 
various NoSQL translation layers. 

c) Query optimization: The query optimizer plays an key 

role in the efficiency of the polyglot solution. The prototype 

employs an approach concerned with delegating the heaving 

lifting to the targeted database of query filtering, sorting, 

projections and aggregation where applicable [32]. As a 

consequence, it aims to shift the I/O, memory and CPU 
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processing power to the respective DBMS reducing the 

computational footprint on the prototype. Additionally, pushing 

operations such as projections and filtering closer to the data 

source, reduces the network bottleneck when data is transferred 

between the prototype and the corresponding NoSQL data 

stores [27]. 

4) Query executor: This component is responsible for 

natively running queries produced by the query translation 

engine against the respective NoSQL data sources. It 

establishes the database connections, the authentication 

procedures and data transfer between the unified query platform 

and the data source, similar approaches to BigDawg, NoDA [9, 

23]. The prototype’s query executor coordinates the concurrent 

executions of the respective native queries amongst the NoSQL 

data stores based on the targets specified in the unified query. 

It splits the executable queries into multiple processing units by 

creating threads for each one. For each data source, the executor 

collects  the query results. It performs any necessary data 

mapping to present a consolidated result. Any errors and 

exceptions that may occur during query execution process 

provides the appropriate error messages back to the query 

interface. 

5) Logger: The experiment embeds metrics directly into 

the prototype. Utilizing an open-source library known as App 

Metrics (app-metrics.io, 2021), the prototype measured various 

performance aspects of the components within the unified 

query solution. The report modules provided a set of libraries 

through which the unified query parser, translator, and executor 

could be scoped. 

C. Design Integration 

Ultimately, the prototype needed specific non-functional 
aspects to finalize the solution. The study identified the (i) query 
intent, (ii) query path, and (iii) query generator as key elements 
comprising the non-functional requirements. Each of these 
elements was implemented using established programming 
design patterns. Fig. 6 depicts the alignment of the parser, 
translator, and executor components with the non-functional 
requirements. It illustrates the path of the unified query through 
each stage of the query processor and, importantly, how the 
design programming patterns are encapsulated within this 
process. 

 
Fig. 6. Prototype design patterns and components. 

1) Query intent: Determining the intent of the unified query 

is crucial as it directly influences the expected outcomes. This 

necessitates the solution to align the prototype commands with 

the corresponding features of each native system. Once the 

query intent is identified, the prototype directs the query to 

follow the appropriate query path. The chain of responsibility 

design pattern was selected, wherein the prototype dynamically 

determines which command to execute at runtime [22]. The 

prototype defines Fetch, Add, and Modify commands as 

handlers (see Fig. 7), each responsible for interpreting its 

respective request. These handlers share a common interface, 

which is tasked with dispatching client query requests to the 

appropriate command handler based on the data inquiry [26]. 

The command handlers contain the query parser and translator 

logic. 

 
Fig. 7. Query intent: chain of responsible design pattern. 

This pattern has found widespread application in scenarios 
where system messages dictate the execution result [7]. Upon 
the program's initiation, new instances of each command type 
are created, resulting in a chain of objects. To enhance the 
efficiency of the execution processing chain of objects, the 
collection of concrete handlers, i.e., command handlers, was 
organized as a dictionary, with the command types serving as 
unique keys. The query request passed to handlers is tagged with 
the appropriate command type, which is then used to locate the 
corresponding handler in the execution chain. In instances where 
the command is not found in the dictionary, no action is taken, 
and the unified query request is aborted with an error message. 
The prototype implements the chain of responsibility in the 
following manner as shown in Table IV. Q denotes the intent of 
the query language. Each of the commands within the unified 
query are denoted as f for Fetch, m for Modify and a for Add. 
Therefore the command, represented as cmd, must always be 
present in the unified query. Thus one can conclude that the cmd 
is a subset of Q, i.e. 𝑐𝑚𝑑 ⊆ 𝑄. N represents the collection of 
nodes within the AST, 𝑁 →  {𝑛1, … , 𝑛𝑛}. The nodes are assigned 
an array of instantiations expressing the mechanical parts of the 
query. The prototype is able to discover command instantiations 
thereby enabling the correct handler to be invoke. This act 
facilitates the prototype to realise the intent. 
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TABLE IV.  CHAIN OF RESPONSIBILITY PATTERN PSEUDOCODE 

Algorithm : Query Intent 

≔ 𝑸𝒖𝒆𝒓𝒚𝑰𝒏𝒕𝒆𝒏𝒕(𝒒) 

𝒊𝒇 𝑞 ∈ 𝑄 𝒅𝒐 

    𝒊𝒇 𝑞. 𝑐𝑚𝑑 ∈ 𝑓 𝒅𝒐 

        𝑓(𝑁) 

    𝒆𝒍𝒔𝒆 𝒊𝒇 𝑞. 𝑐𝑚𝑑 ∈ 𝑚 𝒅𝒐  

        𝑚(𝑁) 

    𝒆𝒍𝒔𝒆 𝒊𝒇 𝑞. 𝑐𝑚𝑑 ∈ 𝑎 𝒅𝒐 

        𝑎(𝑁) 

     𝒆𝒍𝒔𝒆   

          𝐼𝑛𝑣𝑜𝑘𝑒𝐸𝑟𝑟𝑜𝑟 

2) Query path: In anticipation of the native query 

generators, the query path determines the supported NoSQL 

storage systems to target and the components to execute. This 

guarantees the generation of the correct native query based on 

the unified query intent. The strategy pattern was employed, 

ensuring the appropriate algorithm is enforced based on the 

query elements specified in the target clause within the AST. 

Each of the supported NoSQL data storage models was defined 

as descendants within a family of algorithms shared by the same 

ancestor [22]. In the prototype, each of the supported NoSQL 

data models is represented as specialized classes responsible for 

constructing a collection of visitors to be executed by the query 

generator. The prototype takes the query intent as input and 

matches the command and storage target to the relevant 

strategy. During the translation process, the repository 

metamodel is utilized to identify the equivalent native field for 

the unified field. If no matches are found, the field is excluded. 

The prototype intentionally constructs a collection of class 

instantiations, represented as visitors, to closely mimic the 

structure of the native query languages it needs to create. 

Finally, once the native queries are generated by the query 

generator, the strategy pattern sends the output back to the 

calling method for execution. 

The query path strategy implementation considers the target 
models specified in the unified query once the command has 
been established (see Fig. 8). The target models as shown in 
Table V. where rs represents redis, ms mongodb, cs cassandra 
and ns neo4j. The translator component T, accepts the target 
models as input thus directing the appropriate queries to be 
generated. The supported NoSQL databases are implemented as 
concrete classes subscribing to a single collection as they all 
share a common interface, 𝑆𝑃 → {𝑠𝑝1, … , 𝑠𝑝𝑛} . The classes 
inherits from a base strategy class where 𝑠𝑝𝑛  ∈
 (𝑟𝑠 | 𝑚𝑠 | 𝑐𝑠 | 𝑛𝑠) . The strategies are preloaded within T. 
Therefore, to execute the relevant strategy, it must exist with the 
translation component 𝑠𝑝𝑛 ∋ 𝑇. The data source DS is indicative 
of the  underlying NoSQL database categories, KV : key-value, 
CO : column orientated, DO : document orientated and GR : 
graph data stores. The output n, generated by the translator, 
denotes the native query. This eventually runs on the targeted 
NoSQL database completing the execution path. 

 
Fig. 8. Query path: strategy design pattern. 

TABLE V.  STRATEGY PATTERN PSEUDOCODE 

Algorithm : Query Path 

𝐼 → 𝑄𝑢𝑒𝑟𝑦𝐼𝑛𝑡𝑒𝑛𝑡(𝑞) 

≔ 𝑸𝒖𝒆𝒓𝒚𝑷𝒂𝒕𝒉(𝒒) 

𝒊𝒇 𝑞 ∈ 𝐼 𝒅𝒐 

𝒊𝒇 𝑒 → ∃(𝑖. 𝑐𝑚𝑑)  𝒅𝒐 

𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 → 𝑞. 𝐷𝑆 

𝒇𝒐𝒓 𝑒𝑎𝑐ℎ 𝑠𝑝 ∈ 𝑆𝑃(𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑡𝑜𝑟𝑎𝑔𝑒) 𝒅𝒐 

𝒊𝒇 𝑠𝑝 ⊆ 𝐾𝑉 𝒅𝒐 

𝑛 → 𝑇. 𝑅𝑢𝑛(𝑟𝑠) 

𝒊𝒇 𝑠𝑝 ⊆ 𝐶𝑂 𝒅𝒐 

𝑛 → 𝑇. 𝑅𝑢𝑛(𝑐𝑠) 

𝒊𝒇 𝑠𝑝 ⊆ 𝐷𝑂 𝒅𝒐 

𝑛 → 𝑇. 𝑅𝑢𝑛(𝑚𝑠) 

𝒊𝒇 𝑠𝑝 ⊆ 𝐺𝑅 𝒅𝒐 

𝑛 → 𝑇. 𝑅𝑢𝑛(𝑛𝑠) 

𝑟𝑒𝑡𝑢𝑟𝑛 𝒏 

3) Query generator: The query generators separate the 

processing logic from query components. To generate the 

native NoSQL queries for the prototype, the visitor pattern was 

employed. It is invoked by the query translator component. The 

native query elements are represented as "visitors" which 

directly correspond to elements of the tokens generated by the 

query parser. This pattern is highly effective, as it enables class 

instantiation to add functionality without altering the structure 

of the class, thereby ensuring scalability [22]. 
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Fig. 9. Query generator: visitor design pattern. 

In the context of this study, each supported NoSQL data 
storage model possesses its own distinct code generating 
implementation as shown in Fig. 9. This pattern empowers the 
prototype to traverse through various elements of the query 
expressions, constructing parts of the native query while 
retaining its internal state, referred to as the 'whole part' or native 
query. As the prototype progresses through the organized parts, 
it invokes other visitors, thereby facilitating the construction of 
complex query structures in a systematic and controlled manner. 

The query generator uniquely encompasses a collection of 
classes called visitors, each one responsible for generating a part 
relevant to native query; 𝑉𝑆 → {𝑣𝑠1, … , 𝑣𝑠𝑛}. In Table VI., rg 
represents  redis, cg cassandra, mg mongodb while ng neo4j. The 
supported NoSQL  categories are tied to a storage element which 
delegates deciding on which code generator to invoke based on 
the target models in the unpacked in the translation component, 
𝑆𝐸 → {𝑞𝑒1, … , 𝑞𝑒𝑛}. Each visitor represent a specific part within 
the broader query. The conversion of the unified query requires 
the visitor to be a specified order. The query generator then 
proceeds to systematically build each part of the native query, 
thus returning an executable query. 

TABLE VI.  VISITOR PATTERN PSEUDOCODE 

Algorithm : Query Generator 

𝐼 → 𝑄𝑢𝑒𝑟𝑦𝑃𝑎𝑡ℎ(𝑞 → 𝑄𝑢𝑒𝑟𝑦) 

≔ 𝑸𝒖𝒆𝒓𝒚𝑮𝒆𝒏𝒆𝒓𝒂𝒕𝒐𝒓(𝒊) 

𝒊𝒇 𝑖 ⊢ 𝐼 𝒅𝒐 

𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 𝑝𝑎𝑡ℎ →  𝑖. 𝐷𝑆 

𝑉𝑆 →  𝐵𝑢𝑖𝑙𝑑𝑉𝑖𝑠𝑖𝑡𝑜𝑟𝑠(𝑖. 𝑞𝑢𝑒𝑟𝑦_𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠) 

𝒇𝒐𝒓 𝑒𝑎𝑐ℎ 𝑝𝑎𝑟𝑡 𝑖𝑛 𝑉𝑆 𝒅𝒐 

𝒊𝒇 𝑝𝑎𝑟𝑡 ∈ 𝑟𝑔  𝒅𝒐 

𝑟𝑔. 𝐴𝑐𝑐𝑒𝑝𝑡(𝑝𝑎𝑟𝑡) 

𝒊𝒇 𝑝𝑎𝑟𝑡 ∈ 𝑐𝑔  𝒅𝒐 

𝑐𝑔. 𝐴𝑐𝑐𝑒𝑝𝑡(𝑝𝑎𝑟𝑡) 

𝒊𝒇 𝑝𝑎𝑟𝑡 ∈ 𝑚𝑔  𝒅𝒐 

𝑚𝑔. 𝐴𝑐𝑐𝑒𝑝𝑡(𝑝𝑎𝑟𝑡) 

𝒊𝒇 𝑝𝑎𝑟𝑡 ∈ 𝑛𝑔  𝒅𝒐 

𝑛𝑔. 𝐴𝑐𝑐𝑒𝑝𝑡(𝑝𝑎𝑟𝑡) 

The prototype components and embedded features in tandem 
with the programming design patterns aids in producing a 
working artifact. Careful consideration was given to the 
middleware as an abstraction layer. By applying a separation of 
concerns approach, enabled components and features within the 
prototype to operated independently. Thus, delegating any tasks 
to the isolated components. Furthermore, compartmentalisation 
of the intents, the generators and executable paths supplied a 
clear route for the query processing system. 

D. Limitations 

The study encountered several limitations and challenges 
during the research endeavour, including. Initially, the study 
proposed an automated schema identifier capable of affecting 
the underlying native schemas through the prototype. However, 
due to time constraints, this feature was excluded from the scope 
of the research project. Manual schema updates were necessary, 
leaving the prototype susceptible to errors. The prototype 
struggled to handle complex data additions and updates, 
particularly in the case of nested query processing based on 
existing data models. Updates couldn't be performed on 
complex fields within the Cassandra database management 
system, as it required retrieving the entire object, updating the 
identified field(s), and then sending the entire field back for 
modification. The study was restricted to specific versions of the 
supported NoSQL data storage options. Any changes in versions 
of the respective NoSQL database management system may 
render the solution obsolete or cause previously successful 
unified queries to produce errors. The adaptors developed for the 
prototype relied on a rudimentary security mechanism for the 
respective NoSQL databases, requiring connections to be 
authenticated. 

V. EXPERIMENTAL APPROACH 

We’ve conducted an experiment to assess the complexity of 
key algorithms contained within the overarching design 
principles. The prototype was tested against varying workloads 
contained within threads to measure its scalability and 
robustness. In accordance with Hevner et al. (2004), it is 
imperative to meticulously demonstrate the effectiveness of an 
artifact through the appropriate evaluation methods. Therefore 
the prototype was subjected to ninety-one individual test cases, 
shown in Table VII. Each test cases were grouped to specific 
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query intents in order to isolated and identify potential errors or 
performance degradation. Furthermore, each test case represents 
a participant or user assigned to a predefined query to leverage 
control  over the experiment. This enable us to effectively 
automate the testing process. 

TABLE VII.  TEST CASE SUMMARY 

# Summary Test Cases 

1 Syntax and Sematic Validations. 87, 88, 89, 90, 91 

2 Retrieve complete dataset. 1, 9, 28, 45, 66 

3 
Retrieve dataset where a single filter 

was applied. 
2, 3, 4, 10, 16, 17, 54, 67, 77, 78, 79 

4 
Retrieve dataset where a multiples 

filters were applied. 

11,12, 15, 29, 30, 55, 56, 68, 69, 70, 

80, 81 

5 
Apply a limit to the dataset retrieval 
process. 

13, 31, 46, 47, 48, 49, 50, 51, 52, 53 

6 
Apply sorting to the dataset retrieval 

process. 
14, 32, 33, 34, 35, 36, 57, 71 

7 Aggregation on a datasets. 
18, 19, 20, 21, 22, 37, 38, 39, 40, 
41, 58, 59, 60, 61, 62, 72, 73, 74, 

75, 76 

8 Update existing dataset. 
5,  6, 23, 24, 25, 42, 43, 63, 64, 82, 
83, 84, 85 

9 Data inserts. 7, 8, 26, 27, 44, 65, 86 

We conduct the experiment using an Intel(R) Core(TM) i7-
10610U CPU running at 1.80GHz with a maximum frequency 
of 2.30GHz. The device is equipped with 16,0 GB (15,6 GB 
usable). The system operates on a 64-bit Windows operating 
system and is based on an x64 processor architecture. 

A. Participants 

We purposefully embedded a module within the prototype 
which comprised of participants. The participants within the 
context of this study served as human stakeholders with specific 
query intents. Each participant invoked the prototype’s query 
language, consisting of either data retrieval, modification, or 
insertion commands. The query workloads assisted in 
automating the experimental process and facilitating the 
capturing of performance metrics for analysis. In addition, we 
were able to control the expected outcomes in deterministic 
manner. Thus playing a crucial role in evaluating the prototype's 
performance. 

B. Metrics 

The data collected for each payload encompasses a number 
of varying metrics which includes the Apdex, CPU usage, 
memory usage, execution times for each individual component 
and error rates. The Apdex, CPU and memory usage enveloped 
the entire query’s execution path. While the execution times and 
error rates were logged at a granular level with respect to each 
component i.e. the query parser, translator and executor. 

1) Application performance index: The Apdex or 

Application Performance Index score is an industry standard, 

which was utilised to assess the users or participants 

satisfaction rate in terms of the responsiveness of the prototype. 

It’s a binary metric whereby 1 represents the best possible 

outcome, alternatively 0 represents the worst possible outcome. 

In this study, we’ve set benchmarks to classify the user 

experience as follows : 

 Satisfied - Response time less than 2 seconds 

 Tolerating - Response time between 2 and 8 seconds 

 Frustrating  - Response time greater than 8 seconds 

let’s say : 

 sr is satisfied requests 

 tr is tolerating requests 

 s is the total number of requests (i.e. sample size) 

∴ 𝐴𝑝𝑑𝑒𝑥 𝑆𝑐𝑜𝑟𝑒 =
(𝑠𝑟+

𝑡𝑟

2
)

𝑠
   (4) 

2) CPU usage : The prototype’s consumption of the 

Central Processing Unit (CPU) provided a multifaceted 

perspective on performance, functionality and viability of the 

solution. 

let’s say : 

 st  is the start time of CPU utilisation 

 et  is the end time of CPU utilisation 

 pa is the number of processors available to the  current 
process 

 pt  is the total processing time 

∴  𝐶𝑃𝑈 𝑈𝑠𝑎𝑔𝑒 =
(𝑒𝑡−𝑠𝑡)

(𝑝𝑎×𝑝𝑡)
   (5) 

3) Memory usage :The memory consumption of the 

prototype was evaluated from two perspectives, both the virtual 

and physical. In both instances the memory expenditure was 

calculated as follows : 

In the case of virtual memory: 

 ivm is the initial amount of virtual memory allocated. 

 fvm is the final amount of virtual memory allocated. 

∴  𝑣𝑚 = 𝑓𝑣𝑚 − 𝑖𝑣𝑚    (6) 

In the case of physical memory: 

 ipm is the initial amount of physical memory allocated. 

 fpm is the final amount of physical memory allocated. 

∴  𝑝𝑚 = 𝑓𝑝𝑚 − 𝑖𝑝𝑚       (7) 

4) Query execution times : The individual components of 

the prototype measured the respective execution times in 

milliseconds. The parser determines the time taken for the 

global parser to validate the unified query. The translator 

measures the time taken for the translator to generate the native 

queries. Whereas the executor measures execution time of the 

generated native query on the supported storage system. 

Elapsed time measurement: 

 st is start time 

 et is end time 
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∴  𝑒𝑙 = 𝑒𝑡 − 𝑠𝑡   (8) 

5) Error rate: The components, namely the parser, 

translator and executor reported the number of errors produced 

by each of the automated participants. 

VI. PROTOTYPE’S RESULTS 

The prototype’s architecture adheres to established design 
principles promoting modularity, extensibility, reusability and 
scalability. This section assesses the efficacy of those applied 
principles evaluating the varying algorithms employed in the 
query parsing, translation, and execution processes. 

1) Application performance index: In the instance of the 

Apdex data acquired, the queries executed when viewed from 

an overall perspective, demonstrates a minimal use of resources 

within the call stack, leading to an optimal execution path. This 

efficiency is further corroborated by the Apdex scores in Fig. 

10, which consistently indicated that the results were delivered 

within an acceptable timeframe. Therefore it is plausible to 

assert that the query parser, translator, and executor worked in 

harmony to ensure timely query responses from multiple 

storage mechanisms. However, the experimental results also 

indicated performance outlier’s whereby certain tests exceeded 

the satisfactory threshold. This was evident in the Neo4j storage 

system in test group 2, as a large amount of connected nodes 

degraded performance as observed  in Cox et al. (2020) study. 

The other notable observation relates to the use of the “OR” 
logical operator. The experiment revealed when applying 
deepened search criteria, it results in longer execution times, 
negatively affecting Apdex score. These compounding factors 
highlights a need to improve the metamodel in terms of 
enhanced cataloguing which affects the translation feature. 
Firstly, the metamodel requires an improved awareness of the 
with each targeted storage systems indexes. Secondly, it need to 
be aware of the capabilities for the individual storage systems to 
a certain extent. This should encompass the limitations of the 
supported models, thus aiding in the translation process to 
support efficient executable native queries. 

2) CPU usage: The objective was to assess whether the 

prototype excessively consumed the physical machine’s 

resources during the simulated tests. We deliberately 

overloaded the prototype with threaded workloads to monitor if 

it caused system instability or crashes during operations. The 

prototype demonstrated fluctuations in the CPU based on the 

query activities. Each query of the predefined queries induced, 

handled by a dedicated thread intentionally loaded the CPU 

with requests to measure the feasibility of the prototype. It 

proved to show peak activity during high query loads and 

effectively releases the processor at the appropriate time 

revealing the efficient design algorithms applied to the parser, 

translator and executor (Fig. 11). 

 
Fig. 10. Apdex scores. 

 

Fig. 11. Central process unit consumption. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

640 | P a g e  

www.ijacsa.thesai.org 

3) Memory usage: We’ve observed the correlation between 

increased query workloads and memory consumption. This 

associative behaviour is expected, however more importantly, 

it was fundamental to ascertain how well the prototype releases 

memory. On start up, the prototype initially consumed more 

virtual memory than physical memory. Nonetheless, once the 

query workloads was imposed, the system virtual memory 

exceed the physical memory. This indicates that the query 

parser, translator and executor optimally utilises the available 

RAM to achieve effective performance rather than relying on 

slower disk-based memory i.e. vm. Furthermore, this implies 

the system ensured no excessive memory consumption which 

underscores the robustness of the prototype’s architectural 

design choices (Fig. 12). 

4) Query execution times: This applies to the prototype’s 

query parser, translator and executor to determine any 

bottlenecks in the query execution path illustrated in Fig. 13. 

The response times of each component generally produced 

favourable results. The granular results of each component 

enabled the authors to further assess the pertinency of the 

design principles applied to each component. Thus 

strengthening the findings of the CPU, memory and Apdex 

results. As discovered in the Apdex results, the executor 

highlighted inefficiencies in the translator component. The 

query executor performance explicitly depends on how well a 

native query is generated by the translator. We’ve observed 

apply sorting and logical operators has a significant impact on 

the overall responsiveness of the prototype. 

5) Error rates: The number of errors produced during the 

experiment signifies the stability and reliability of the 

prototype. In general the prototype exhibited low error rates 

under the varying workloads. The error rates were evaluated 

from two perspective, intentional to establish the boundaries of 

the system and unintentional to assess faults within the system. 

The data indicated, the prototype was able to distinguish 

between well-formed queries and non-conforming queries. It 

also highlighted shortcomings (Fig. 14) in the prototype 

revealing that the system is not aware of the full compatibilities 

of certain storage systems and date fields could not be parsed. 

In demonstrating its robustness, certain  unexpected errors 

produced was isolated to specific targeted storage system, thus 

not negatively impacting all facets of the unified query. 

 
Fig. 12. Physical and memory consumption. 

 
Fig. 13. Component execution times. 
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Fig. 14. Errors per component. 

VII. DISCUSSION 

During our experiment, the performance data revealed that 
the prototype utilizes the physical machine’s resources 
efficiently, even under load. Since excessive resource 
consumption can lead to a number significant challenges such 
system instability and degraded user experience; it important to 
identify and implement the optimal design patterns at inception. 
In certain instances, we observed fluctuations of high resource 
usage by the prototype which could have affected other 
applications running on the machine. However, the Apdex 
scores coupled with the query execution times and error rate 
demonstrated the stability of the prototype within it’s 
environment. Fortunately we could observed that these spikes 
occurred in short time-bursts, preventing the prototype from 
monopolizing CPU and memory which could have led to 
degraded  performance and overall user experience. We further 
attest to these insights as all of the participants were able to 
execute their respective unified queries to completion without 
any system interupts or fatal errors. 

On reflection of the emperical data produced by the 
experiment, it is evident that efficiency and robustness must be 
prioritized from the onset. The experiment highlighted potential 
inefficiencies in the query translator and executor which heavily 
relies on the metamodel to produce well-formed native queries. 
The data suggests that the ineffecienct queries produced by the 
translator results in longer running times on the executor 
component. By addressing these potential bottlenecks in the 
query path at an early stage, it reduces the need for extensive 
rework later. These findings emphasis the importance of  
effective and efficient components as an inadequate solution 
from the start will exponentially increase cost and reduce quality 
over time i.e. user experience. This is especially pertinent in 
today’s digital era where scalability and cost-effective solutions 
are at the forefront of innovation. An holistic approach to 
developing such polyglot systems is essential to demonstrating 
it’s utility. 

VIII. CONCLUSION AND FUTURE WORK 

In this article we presented an approach to design and 
develop a unified query system. The efficiency, scalability and 
robustness demonstrated by the prototype essentially advocates 
in favour of the design and architectural patterns applied to the 
system. A modular approach to the components supports the 
prototype to be easily extendable and adaptive to change, i.e. 

new storage systems should be easily added without having 
adverse effects on the existing integration. The results attained 
in relation to the query parser, translator and executor worked 
together to ensure the prototype achieved optimal performance. 
This is suggested in the Apdex scores achieved by the system as 
well as the efficient  utilisation  of the CPU and memory. The 
low error rates, affirmed the reliability of the developed 
prototype. 

In future, we propose a study that addresses the deficiencies 
of the prototype. The experiment results revealed it may be 
beneficial for the metamodel to be partitioned in a fashion that 
is responsible for different aspects of the unified query system. 
One such aspect relates to greater schema awareness, therefore 
an exhaustive catalogue of alternative mappings between unified 
fields and natives fields including complex data types. This will 
offer a wider range of query translation permutations are during 
the native query generation process as well as supporting 
advanced query parsing methods. Another aspect relates to a 
context awareness metamodel to identify use cases supporting 
the accurate interpretation of query intents. Recognising the 
limitations of the targeted storage models to improve query 
optimizing algorithms within the prototype. Thus providing 
improved indexing strategies and query rewriting techniques. 
The metamodel may also benefit from cataloguing each native 
storage systems supported operations. This will allow the 
prototype to delegate unsupported operations to the middleware 
or at least give context is to why the intent cannot be realised.   
Finally, the metamodel could benefit from machine learning by 
either automating the catalogue process, i.e. mapping new native 
fields to unified model or using historical log information to 
improve the query optimisation process. 
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APPENDIX A:  NOSQL DATABASE SCHEMAS 
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APPENDIX B: REPOSITORY MODEL 

 Property Neo4j Mongodb Cassandra Redis 

Models  pupil students student user 

student 

identifier pupilid student_id id user_id 

idnumber id id_number idno identity_number 

title title title title title 

preferredname alias  aka other_name 

initial initial init initials  

name name name firstname first_name 
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surname surname surname lastname last_name 

dateofbirth dob date_of_birth dob birth_date 

gender gender gender_identity gendered gender 

address    X 

contact    X 

register    X 

transcript    X 

  faculty faculty   

faculty 
code key short_code x X 

name description name registered.faculty X 

  course course   

course 
code key short_code x X 

name description name registered.course X 

  subject subject subject  

subject 

code key short_code x X 

name description name descr x 

cost cost price price x 

duration term duration period x 

   address address  

address 

streetno x x streetno x 

street x street streetname x 

postaladdress x x postalcode x 

postalcode x code postalcode x 

suburb x x suburb x 

city city.description city city user.city 

province x x province x 

country    x 

   contact   

contact 
email pupil.email email_addrress student.email x 

mobile pupil.mobile phone student.cellno x 

      

register studentno pupil.studentnum student.student_no student.studentno user.student_number 

 faculty faculty faculty faculty X 

 course course course course X 

 subject subject subject subject X 

 username x x x user.user_name 

 password x x x user.psw 

 type x enroll.enollment_type x X 

 ipaddress x x x user.ip_address 

 date x enroll.enrollment_date register.registerdate X 

  progress  grades  

transcript subject results.subject.description x subject X 

 result results.score x grades.mark X 

 symbol results.grade x grades.symbol X 

* Text in italics or bold denotes a class or complex object    
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APPENDIX C: UNIFIED QUERY LANGUAGE TEMPLATE 

Fetch Statement: 

FETCH { <property>, <function<property>,…} 

DATA_MODEL { <data>} 

FILTER_ON { <term> <operator> <term> <comparator>} 

RESTRICT_TO { <number> } 

ORDER_BY { <property>} 

TARGET {  <database vendors>,… } 

Add Statement: 

ADD { <data>} 

PROPERTIES { <property> <operator> <property> } 

TARGET {  <database vendors>,… } 

Modify Statement: 

MODIFY { <data>} 

PROPERTIES { <property> <operator> <property> } 

FILTER_ON { <term> <operator> <term> <comparator >} 

TARGET {  <database vendors>,… } 

APPENDIX D: AST SAMPLE 

Command Input Tokens 

FETCH 

FETCH { id, name, surname, idnumber, 

dateofbirth } 

DATA_MODEL { student } 

TARGET {  cassandra } 

{FETCH@0 (line 1, column 1): FETCH} 

{PROPERTY@8 (line 1, column 9): id} 

{COMMA@10 (line 1, column 11): ,} 

{PROPERTY@12 (line 1, column 13): name} 

{COMMA@16 (line 1, column 17): ,} 

{PROPERTY@18 (line 1, column 19): surname} 

{COMMA@25 (line 1, column 26): ,} 

{PROPERTY@27 (line 1, column 28): idnumber} 

{COMMA@35 (line 1, column 36): ,} 

{PROPERTY@37 (line 1, column 38): dateofbirth} 

{DATA_MODEL@72 (line 2, column 21): DATA_MODEL} 

{DATA@85 (line 2, column 34): student} 

{TARGET@115 (line 3, column 21): TARGET} 

{NAMED_VENDOR@125 (line 3, column 31): cassandra} 

ADD 

ADD { student } 

PROPERTIES { name = 'Chuck T'} 

TARGET { cassandra } 

{ADD@0 (line 1, column 1): ADD} 

{DATA@6 (line 1, column 7): student} 

{PROPERTIES@43 (line 2, column 27): PROPERTIES} 

{TERM@56 (line 2, column 40): name} 

{EQL@61 (line 2, column 45): =} 

{STRING@64 (line 2, column 48): Chuck T} 

{TARGET@101 (line 3, column 27): TARGET} 

{NAMED_VENDOR@110 (line 3, column 36): cassandra} 

MODIFY 

MODIFY { student } 

PROPERTIES { name = 'Chuck T'} 

TARGET { cassandra } 

{MODIFY@0 (line 1, column 1): MODIFY} 

{DATA@9 (line 1, column 10): student} 

{PROPERTIES@48 (line 2, column 29): PROPERTIES} 

{TERM@61 (line 2, column 42): name} 

{EQL@66 (line 2, column 47): =} 

{STRING@69 (line 2, column 50): Chuck T} 

{TARGET@108 (line 3, column 29): TARGET} 

{NAMED_VENDOR@117 (line 3, column 38): cassandra} 
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Abstract—This paper presents a novel approach for enhancing 

the visual quality of underwater images using various spatial 

processing techniques. This research addresses the common issues 

encountered in underwater imaging, such as color distortion, low 

clarity, low contrast, bluish or greenish tints caused by light 

scattering and absorption, and the presence of underwater 

organisms. To solve these problems, we utilize various image 

processing methods such as white balancing, Contrast Limited 

Adaptive Histogram Equalization (CLAHE) in Lab and HSV 

color spaces, sharpening, weight map generation, and multiscale 

fusion. The effectiveness of the proposed approach is evaluated 

quantitatively using mean squared error (MSE), peak signal-to-

noise ratio (PSNR), and structural similarity index (SSIM). The 

results indicate that the optimal CLAHE parameters are a block 

size 4x4 and a clip limit 1.2. These parameters yielded an MSE 

value of 0.7594, a PSNR value of 20.7121, and an SSIM value of 

0.8826, demonstrating superior performance compared to 

previous research. A qualitative evaluation was also conducted 

using eight respondents based on overall visual quality, color 

fidelity, and contrast enhancement. The assessment results 

demonstrate satisfactory outcomes, with a mean score of 4.3278 

and a standard deviation of 0.7238. Overall, this research 

demonstrates that effective and efficient enhancement of 

underwater image quality through computational methods can be 

achieved using simple techniques with appropriate parameters 

and placement, thereby enabling better scientific research and 

exploration of the underwater world. 

Keywords—CLAHE; Color space enhancement; luminance; 

sharpening 

I. INTRODUCTION 

Underwater environments are renowned for their stunning 
beauty and play a vital role in various technological and 
research fields, such as underwater infrastructure inspection 
and underwater archaeology. However, underwater imaging 
presents significant challenges due to the degradation of image 
quality caused by light absorption and scattering. This often 
results in images with a greenish or bluish tint at certain depths 
[1], which can hinder practical applications like object 
detection and visual exploration, where accurate color 
representation and contrast are crucial. 

Light plays a fundamental role in underwater image quality. 
The higher density of water compared to air leads to substantial 
light absorption, reducing light intensity, contrast, and visibility 
[2]. For instance, red light diminishes after a depth of 4-5 
meters, followed by orange, yellow, green, and blue, leading to 

undesirable color casts [3]. These effects significantly impact 
the accuracy and effectiveness of underwater imaging 
applications. 

In this context, computer vision-based image enhancement 
methods have emerged as effective solutions to address color 
cast and low contrast issues in underwater images. These 
methods provide advantages over traditional restoration 
techniques or deep learning approaches, which often require 
expensive hardware and extensive training datasets [4]. Among 
these methods, Contrast Limited Adaptive Histogram 
Equalization (CLAHE) has shown superior performance in 
enhancing contrast [5]. Despite its effectiveness, challenges 
related to noise and color cast persist. 

This study employs CLAHE in the HSV and Lab color 
spaces. In the HSV model, CLAHE is applied to the saturation 
and value components to enhance color purity and brightness. 
In the Lab model, CLAHE is used on the luminance component 
to recover images without affecting the chrominance, which 
could exacerbate color casts. The proposed approach involves 
correcting color distortion through color balancing, applying 
CLAHE to enhance contrast in the Lab and HSV color spaces, 
and then sharpening and modifying weight maps using 
Multiscale Fusion. This method aims to significantly improve 
the quality of underwater images, contributing to advancements 
in automated image processing technologies. 

This paper is organized as follows: Section II 
comprehensively reviews related works in underwater image 
enhancement, highlighting previous research and existing 
methods. Section III details the proposed method, including 
applying CLAHE and multiscale fusion techniques. Section IV 
presents the experimental results, showcasing the outcomes of 
our proposed method and comparing them with existing 
techniques. Finally, Section V concludes the paper by 
summarizing the key contributions and suggesting potential 
future research directions. 

II. RELATED WORKS 

Improving underwater image quality is a crucial area of 
research due to unique challenges such as color distortion and 
reduced visibility compared to standard images. Various 
techniques have been explored to address these issues, 
including color balancing, sharpening, and contrast 
optimization using Contrast Limited Adaptive Histogram 
Equalization (CLAHE) in different color spaces. CLAHE 
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combined with Discrete Wavelet Transform (DWT) has been 
employed to enhance contrast effectively. While this approach 
is beneficial, it does not entirely resolve noise issues in high-
frequency components [6]. Additionally, applying CLAHE in 
the YIQ and HSI color spaces has demonstrated improvements 
in image quality but introduced added complexity to the process 
[7]. The use of CLAHE in the Lab color space has shown 
significant contrast enhancement, although global illumination 
issues may not be fully addressed [8]. 

Further advancements include the application of CLAHE to 
luminance components in the YCbCr color space, which offers 
good contrast but often requires additional adjustments for 
varying lighting conditions [9]. Moreover, CLAHE applied to 
the L component in the Lab color space, in conjunction with 
edge detection using the Candy method, enhances edge details 
but may not fully improve overall color quality [10]. CLAHE 
applied to HSV images aids in color processing but can result 
in undesirable color casts [11]. Traditional enhancement 
techniques such as gamma correction and histogram 
equalization are beneficial; however, they may fall short in 
addressing image blur [1]. 

Recent approaches utilizing CLAHE-based multiscale 
fusion, combined with white balancing, gamma correction, 
sharpening, and weight map manipulation, have shown 
improvements in image quality. Nevertheless, issues with 
contrast and color cast persist [12]. Integrating Layered 
Difference Representation (LDR) with CLAHE for color 
correction has enhanced color distribution but can impact 
processing speed [13]. Applying CLAHE after white balancing 
and contrast enhancement improves image quality, although 
additional refinement is often necessary for optimal results 
[14]. Overall, the proposed methods demonstrate varying 
strengths and weaknesses in enhancing underwater image 
quality. The proposed research is anticipated to more 
effectively address color correction and noise removal by 
integrating CLAHE in color spaces such as Lab and HSV and 
utilizing multiscale fusion, color balancing, contrast 
optimization, and weight maps for more optimal results. 

III. THE PROPOSED METHOD 

The research method employed in this study comprises 
several stages, as illustrated in Fig. 1. Initially, a white 
balancing process is applied to the underwater image using 
affine transformation based on cumulative histogram statistics 
for each channel in the RGB color space for color correction. 
Prior to white balancing, a compensated red channel process is 
performed to address the loss of the red channel that occurs in 
underwater images. Subsequently, the method alternates among 
different processes: applying the CLAHE method in the Lab 
color space, applying the CLAHE method in the HSV color 
space, and applying the unsharp masking method based on the 
High Pass Filter principle. Finally, Multiscale Fusion is utilized 
to combine the results of white balancing, CLAHE-Lab, and 
CLAHE-HSV images, along with the Laplacian weight map, 
saliency, and saturation. 

To optimize the effectiveness of these methods, various 
parameter values are systematically tested through 
experiments. The goal is to observe how different parameter 
settings affect image quality and determine whether they yield 

optimal results. This optimization process involves evaluating 
parameter values based on the average error across multiple 
images, acknowledging that each image may require different 
settings due to its unique conditions. When an increase in error 
is detected, those parameter values are considered less effective 
and are not pursued further. Conversely, parameter values that 
result in reduced error are further refined and tested until 
improvements become minimal. This iterative approach 
ensures that the most effective parameter values are selected for 
enhancing image quality across diverse conditions. 

 

Fig. 1. Process of  research method. 

A. White Balancing 

White balancing is an important step in correcting color 
casts that appear due to the absorption of colors at specific 
depths, resulting in bluish or greenish images. This process can 
be performed in two steps. First, the compensated red channel 
can be adjusted as in Eq. (1). Second, the RGB channels can be 
processed using the simplest color balance method, which 
neutralizes or equalizes the channels' processing, as in Eq. (2) 
using an affine transformation [15]. The detailed flow is in Fig. 
2. 

𝐼𝑟𝑐(𝑥) =  𝐼𝑟(𝑥) +  𝛼. (𝐼�̅� − 𝐼�̅�). (1 − 𝐼𝑟(𝑥)). 𝐼𝑔(𝑥) (1) 

 
Fig. 2. Process of the white balancing algorithm. 
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𝐼𝑟  and  𝐼𝑔 are the red and green color channels, respectively, 

each channel is normalized to the interval [0, 1]. 𝐼�̅�  and 𝐼�̅� are 

the mean values of  𝐼𝑟  and  𝐼𝑔. 

Step 1: Calculate the average value for each color channel. 

Step 2: Determine the maximum value of the average for 
each color channel. 

Step 3: Calculate the ratio of each color channel by dividing 
each color by the total mean of the image, as in Eq. (2). 

𝑟𝑎𝑡𝑖𝑜(𝜆) =  
(𝑚𝑒𝑎𝑛(𝐼𝜆)𝜆∈{𝑅,𝐺,𝐵}

𝑚𝑎𝑥

𝑚𝑒𝑎𝑛(𝐼𝜆)
  (2) 

Step 4: Calculate the percentage of the constant "c" for each 
color channel using a value of 0.005, as in Eq. (3). 

𝑐𝑅,𝐺,𝐵 = 0.005 ×  𝑟𝑎𝑡𝑖𝑜(𝜆)             (3) 

Step 5: Determine the 𝑉𝑚𝑖𝑛 and 𝑉𝑚𝑎𝑥  values for each color 
channel and convert them to one dimension. 

Step 6: Calculate the affine transformation using the 
computed values, as in Eq. (4). 

𝑓(𝑥) =  
(𝑥−𝑉𝑚𝑖𝑛)

(𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛)
× 255           (4) 

The cumulative histogram labeled "i" shows the number of 
pixels with low values or values equal to "i." To calculate 𝑉𝑚𝑖𝑛, 
we identify the lowest histogram label with a value greater than 
N x c1 while 𝑉𝑚𝑎𝑥 is the highest histogram label with a value 
lower or equal to N x (1-c2). The pixel interval [𝑉𝑚𝑖𝑛, 𝑉𝑚𝑎𝑥] is 
mapped to the range [0, 255] using an affine transformation 
[15]. 

B. CLAHE Lab Dan HSV 

CLAHE is a local histogram equalization technique that 
enhances contrast in an image by dividing it into sub-images 
and performing contrast enhancement on each sub-image based 
on the characteristics of the pixels surrounding it. After 
equalization, neighboring sub-images are combined using 
bilinear interpolation to eliminate any artificial boundaries in 
the image. Moreover, CLAHE can also mitigate noise in an 
image by constraining the contrast in homogeneous areas. 

CLAHE has two primary parameters: block size and clip 
limit. The block size parameter is used to partition the image 
into sub-images. In contrast, the clip limit parameter reduces 
noise in the image by trimming the histogram at a specified 
value before calculating the Cumulative Distribution Function 
(CDF). These two CLAHE parameters serve to set the quality 
of the enhanced image  [16]. 

The CLAHE method enhances image quality in two color 
spaces: Lab and HSV. In the Lab color space, as illustrated in 
Fig. 3, CLAHE is applied to the Luminance (L) component to 
improve image brightness. After histogram equalization on the 
L component is completed, the L, a, and b components are 
recombined and converted back to RGB, resulting in the 
CLAHE-Lab image. Conversely, in the HSV color space, as 
depicted in Fig. 4, CLAHE is applied to the Saturation (S) and 
Value (V) components, separately or together. Before 
converting back to RGB, a comparison is made to evaluate the 
application of CLAHE to S, V, or both. The evaluation involves 

determining the optimal clip limit and block size based on MSE 
error values. Different images are obtained for each 
combination, with lower MSE values approaching zero, 
indicating better image quality. The general steps of the 
CLAHE method are as follows: 

 
Fig. 3. Process of the CLAHE-Lab algorithm. 

 
Fig. 4. Process of the CLAHE-HSV algorithm. 

Step 1: Divide the image into sub-images or blocks with a 
size M×N. 

Step 2: Normalize the histogram by calculating the image's 
Cumulative Distribution Function (CDF) value. CDF is defined 
as the running sum of the intensity I divided by the number of 
pixels in the image, as in Eq. (5). Here, f is the cumulative 
distribution, N is the maximum pixel value, M is the image size, 
and K is the frequency of occurrence of the pixel value. 

𝑓𝑖,𝑗(𝑛) =  
(𝑁−1)

𝑀
 . ∑ ℎ𝑖,𝑗

𝑛
𝑘=0 (𝐾)            (5) 
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Step 3: Calculate the maximum clip limit value in the 
histogram, as in Eq. (6). The clip limit (CL_ is influenced by an 
independent factor, the clip factor (α), which controls the 
illumination level. The clip factor range is from 0 to 100. Here, 
M is the size of the image region, N is the maximum pixel value 
(256), and Smax is the maximum pixel value in the region. 

𝛽 =  
𝑀

𝑁
 (1 +

𝛼

100
(𝑆𝑚𝑎𝑥 − 1))              (6) 

Step 4: After dividing the image into blocks, perform 
histogram normalization by finding the CDF in each region. 
The probability distribution is found by dividing the frequency 
of occurrence by the region's size. The cumulative distribution 
is obtained by adding the pixel probability distribution to the 
previous pixel value probability. This process is repeated for 
each pixel value in each region. 

Step 5: Find the clip limit value by specifying the clip factor 
within the range of 0 to 100. 

Step 6: Normalize the histogram by multiplying each pixel's 
cumulative distribution by the maximum value of the pixel 
value in the region. 

Step 7: Perform clipping by adding the pixel result from the 
normalization multiplication to the clip limit. If the resulting 
value exceeds the maximum pixel value, which is 255, it is 
replaced with the maximum pixel value. 

Step 8: After equalization, the sub-images are combined 
using bilinear interpolation to eliminate artificial boundaries 
and produce a smoother and better-combined result. 

C. Sharpening 

The method used in this study to enhance image sharpness 
is the unsharp masking method, designed to enhance unclear 
details in the image. The unsharp masking process involves 
several stages, starting with a low-pass filter process that 
produces a blurred image, followed by a high-pass filter that 
enhances the details in the image by subtracting the original 
image from the blurred image. The unsharp masking process 
consists of several stages. Firstly, a low-pass filter process is 
used to create a blurred image. Secondly, a high-pass filter 
enhances image details by subtracting the original image from 
the blurred image. Thirdly, a histogram stretching process is 
implemented to increase or decrease the image contrast by 
expanding or compressing the range of pixel intensity values. 
Finally, a normalized unsharp masking process normalizes 
image sharpness without parameter adjustment. The detailed 
flow of sharpening is shown in Fig. 5. 

𝑆 = (𝐼 + 𝑁 {𝐼 − 𝐺 × 𝐼})/2              (7) 

where, I represents the input or original image, G×I 
represents the blurred image generated by convolving the 
Gaussian filter with the original image, and N represents the 
linear normalization operator that adjusts histogram stretching. 
Operator N shifts and scales all color pixel intensities in the 
input image such that the transformed set of pixel values 
encompasses the full dynamic range. The normalized unsharp 
masking process, which does not require any parameter 
adjustments, appears to be more effective in enhancing image 
sharpness, as indicated by previous studies [1]. 

 
Fig. 5. Process of the sharpening algorithm. 

The unsharp masking process effectively enhances 
sharpness; however, it can result in undesirable halo effects 
caused by excessive sharpening. To overcome this issue, a 
multi-scale fusion strategy was used to minimize artifacts that 
may arise during image merging, producing a final outcome 
free of halo effects. 

D. Weightmap Generation 

After implementing several methods and generating three 
image results, namely CLAHE-Lab, CLAHE-HSV, and 
sharpening, the next step is to create three weights from these 
results. These weights, namely Laplacian Contrast (WL), 
Laplacian Saliency (WS), and Laplacian Saturation (WSat), aim 
to explore the spatial relationship of degraded regions. Each 
pixel weight is generated based on the object's characteristics, 
such as hue, saturation, and contrast [1]. 

1) Laplacian Contrast (WL) computes the global contrast by 

applying the absolute value of the Laplacian filter to each input 

luminance channel. Convolution is run using the Laplacian 

kernel, as in (8), where f(x) represents the input image on the 

Luminance component, and g(x) represents the Laplacian 

kernel. 

𝑊𝐿 =  |𝑓(𝑥) ∗ 𝑔(𝑥)|   (8) 

2) Laplacian Saliency (WS) is used to identify the most 

prominent objects that lack superiority in the underwater scene. 

A saliency map is generated to highlight the relevant areas. To 

detect the saliency level, we employed the Laplacian Saliency 

algorithm based on the regional contrast object proposed [17] 

This algorithm uses histogram-based contrast methods, as in 

Eq. (9) [18], to consider both global contrast and spatial 

coherence. 

𝑊𝑠𝑎𝑙(𝐼𝑝) =  ∑ (𝐼𝑝,𝑞 − 𝐼�̅�)
2𝑁

𝑖=1            (9) 

Where, 𝐼𝑝  represents the matrix value in the Lab color 

space, N denotes the number of rows (p) and columns (q), and 
𝐼�̅� signifies the average value of each L, a, and b component. 

3) Laplacian Saturation (WSat) employs a fusion algorithm 

to extract chromatic information from highly saturated areas by 

measuring color intensity values in the image. The presence of 
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saturated colors enhances the clarity of the image. The weight 

map calculates the deviation for each pixel position between the 

color channel and illumination, as in Eq. (10). 

𝑊𝑠𝑎𝑡 =
√[(𝑅𝑘− 𝐿𝑘)2+ (𝐺𝑘− 𝐿𝑘)2+ (𝐵𝑘− 𝐿𝑘)2]

3
    (10) 

Where, 𝐼𝑘  represents the input value of each L, a, and b 

component, and 𝑅𝑘,𝐺𝑘 , 𝐵𝑘 signify the input values of each R, G, 

and B component and luminance 𝐿𝑘 of the kth input (each pixel 
value position). 

Furthermore, the weight map (Wk) is generated by 
combining these three weights using as in Eq. (11) 

𝑊𝑘
̅̅ ̅̅ (𝑥, 𝑦) =  

𝑊𝑘(𝑥,𝑦)+𝛿

∑ 𝑊𝑘(𝑥,𝑦)+𝛿𝑁
𝑘=1

        (11) 

Where Wk represents the normalized weight map for the kth 
input. N is the normalized aggregate map of each pixel, and the 
weight of each pixel in each map is divided by the total weight 
of the same pixel. Here, we set N to a constant coefficient of 2, 
and δ is a constant set to 0.001 to ensure that each weight map 
contributes to the result and prevents it from becoming 0 [19]. 

E. Multiscale Fusion 

Gaussian pyramids are formed for each weight (Wk) in each 
image by convolving each layer of the pyramid with a Gaussian 
filter. We then create Laplacian pyramids for each color 
channel based on the levels determined in each image. Finally, 
a merging process between the Gaussian and Laplacian 
pyramids for each color channel (R, G, and B) based on the 
levels, as in Eq. (12). 

𝑅𝑙,𝑘(𝑥) =  ∑ 𝐺𝑙[𝑊𝑘
̅̅ ̅̅ (𝑥, 𝑦)]𝑘 𝐿𝑙[𝐼𝑘(𝑥, 𝑦)]  (12) 

The formula consists of 𝑅𝑙,𝑘(𝑥) , which represents the 𝑙 
layer of the image pyramid for input image k, 𝐺𝑙[𝑊𝑘

̅̅ ̅̅ (𝑥, 𝑦)], 
which is the input of the pyramid from Gaussian filtering and 
𝐿𝑙[𝐼𝑘(𝑥, 𝑦)] , which is the normalized weight map before 
Laplacian filtering on the image. The pyramid is then 
reconstructed by merging images based on color channels, as in 
Eq. (13), resulting in a new pyramid for each color channel 
(fusion). Normalization is performed on the resulting fusion 
image by scaling it from 0 to 255 with data type uint8. 

𝐸𝑟𝑒𝑠(𝑥, 𝑦) =  ∑ 𝑈[𝑅𝑙,𝑘(𝑥, 𝑦)]𝑙            (13) 

where, 𝐸𝑟𝑒𝑠(𝑥, 𝑦)  is obtained by adding the combined 
contribution from all levels in the Gaussian-Laplacian pyramid, 
where l represents the pyramid level and k represents the 

number of input images. 𝑈[𝑅𝑙,𝑘(𝑥, 𝑦)] represents the output of 

the image pyramid. The merging process can reduce 
unnecessary image information or improve image quality from 
a lower-quality image to a higher-quality image. To evaluate 
the quality of the method used in this study, an error value is 
calculated. Fig. 6 illustrates the detailed flow of the multiscale 
fusion process. 

F. Evaluation Metrics 

Quantitative evaluation will be conducted by calculating the 
Mean Squared Error (MSE), Peak Signal-to-Noise Ratio 
(PSNR) [3], and Structural Similarity Index (SSIM) between 
the processed images and ground truth images. Higher PSNR 

values and lower MSE values indicate better-quality 
underwater images that more closely match the ground truth. In 
comparison, higher SSIM values reflect better image structure 
and texture preservation. Additionally, the proposed method 
will be compared with several existing methods to assess its 
performance [20]. 

To demonstrate the quantitative improvements achieved by 
the proposed method in mitigating color cast and enhancing 
contrast in underwater images, the Universal Image Quality 
Metric (UIQM) will be computed. The UIQM consists of three 
components: the Underwater Image Color Metric (UICM) to 
assess color fidelity, the Underwater Image Sharpness Metric 
(UISM) to evaluate sharpness, and the Underwater Image 
Contrast Metric (UIConM) to measure contrast. The overall 
UIQM value is obtained by aggregating these three metrics. A 
higher UIQM value indicates better image quality and results 
that align more closely with human visual perception. 

Qualitative evaluation will also be performed using a 
Google Forms survey. Respondents will rate the effectiveness 
of the proposed method in producing noticeable improvements 
compared to the original images. Ratings will range from 5 
(Excellent) to 1 (Bad). The average score and standard 
deviation of the survey responses will be calculated to provide 
insights into the method's subjective assessment. 

 
Fig. 6. Process of the multiscale fusion algorithm. 

IV. EXPERIMENTAL RESULTS 

The UIEB dataset consists of 950 underwater images from 
Google, YouTube, and prior research. These images were 
enhanced using nine methods: fusion-based, two-step-based, 
retinex-based, UDCP, regression-based, GDCP, Red Channel, 
histogram prior, and blurriness-based. For each original image, 
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nine enhanced versions were produced using different methods. 
Fifty respondents evaluated these versions to select the best one 
as the reference image (ground truth), without knowing the 
enhancement method used. The effectiveness of the 
enhancement methods was assessed by comparing error values 
across techniques. For quantitative and qualitative evaluation, a 
subset of 90 images from the 950 was used to ensure 
consistency in the comparative analysis [20]. The proposed 
method will be implemented using Python in Google Colab. 

We conducted a series of experiments to optimize the 
CLAHE method by varying the block sizes (2×2, 4×4, 6×6, 
8×8, and 12×12) and clipping limits (ranging from 0.2 to 2.0 
with increments of 0.2). Optimal kernel usage during the 
sharpening stage also contributed to the improved final results 
of the proposed method. After performing white balancing, we 
combined the processed image results from CLAHE-Lab, 
CLAHE-HSV, and Sharpening. The enhancement in 
underwater image quality, based on the average error of the 
proposed method, indicated superior performance. 90 
underwater images were used to determine the best parameter 
combination. 

The experimental results reveal that the optimal clipping 
limit for the CLAHE method is 1.2 with a block size of 4×4, 
yielding the lowest Mean Squared Error (MSE) of 0.7594. 
Comparative values for different block sizes and clipping limits 
are presented in Table I, with corresponding evaluation graphs 
shown in Fig. 7. The Peak signal-to-noise ratio (PSNR) 
obtained was 20.7121. Values for block sizes and clipping 
limits are detailed in Table II, and the evaluation graph is 
illustrated in Fig. 8. Additionally, the Structural Similarity 
Index (SSIM) recorded a value of 0.8826. Details for block 
sizes and clipping limits are shown in Table III, with the 
evaluation graph displayed in Fig. 9. The sharpening process, 
using a 3×3 kernel with a sigma value of 5, was also assessed 
and demonstrated better results compared to other parameter 
settings. 

TABLE I.  EVALUATION RESULTS OF MSE FOR VARIOUS BLOCK SIZES 

DAN CLIP LIMITS 

BLOCK SIZE 
CLIP LIMIT 

1.2 1.4 1.6 1.8 2.0 

2x2 0.7712 0.7808 0.7944 0.8122 0.8316 

4x4 0.7594 0.7648 0.7753 0.7838 0.8009 

6x6 0.7647 0.7686 0.7786 0.7838 0.7967 

8x8 0.7663 0.7676 0.7723 0.7770 0.7896 

12x12 0.7881 0.7860 0.7928 0.7976 0.8078 

BLOCK SIZE 
CLIP LIMIT 

0.2 0.4 0.6 0.8 1.0 

2x2 0.8493 0.8223 0.7980 0.7808 0,7730 

4x4 0.8428 0.8137 0.7904 0.7723 0,7633 

6x6 0.8457 0.8178 0.7956 0.7801 0,7693 

8x8 0.8617 0.8183 0.7952 0.7790 0.7708 

12x12 0.8543 0.8316 0.8127 0.7985 0.7903 

Our findings suggest that the proposed method can compete 
with more complex techniques while requiring lower 
computational resources. As summarized in Table IV, our 
method outperforms several previous studies regarding MSE, 
PSNR, and SSIM. The method's stability against error 
variations is notable, with the proposed method exhibiting more 
excellent stability than competing methods. Although a larger 
clip limit reduces error, excessive values increase error. 

To assess whether color cast and contrast have been 
improved from the original images, we also performed 
quantitative testing using the Underwater Image Quality Metric 
(UIQM), which includes the Underwater Image Colorfulness 
Metric (UICM), Underwater Image Sharpness Metric (UISM), 
and Underwater Image Contrast Metric (UIConM). The UIQM 
evaluation demonstrated improved values compared to the 
original images. The UICM for color was 3.1474, UISM for 
sharpness was 4.4132, UIConM for contrast was 0.2374, and 
UIQM for overall Human Visual System (HVS) assessment 
was 2.2408. The proposed method achieved values of UICM 
4.8774, UISM 5.6065, UIConM 0.3134, and UIQM 2.9136. 

 

Fig. 7. Quantitative Evaluation Results (MSE). 

TABLE II.  EVALUATION RESULTS OF PSNR FOR VARIOUS BLOCK SIZES 

DAN CLIP LIMITS 

BLOCK SIZE 
CLIP LIMIT 

0.2 0.4 0.6 0.8 1.0 

2x2 20.4632 20.5596 20.6266 20.6596 20.6199 

4x4 20.4942 20.6105 20.6893 20.7387 20.7332 

6x6 20.4881 20.6012 20.6817 20.7246 20.7426 

8x8 20.4887 20.6135 20.7063 20.7568 20.7784 

12x12 20.4604 20.5480 20.6128 20.6447 20.6635 

BLOCK SIZE 
CLIP LIMIT 

1.2 1.4 1.6 1.8 2.0 

2x2 20.5583 20.4111 20.2486 20.0791 19.9032 

4x4 20.7121 20.6128 20.4758 20.3496 20.2104 

6x6 20.7370 20.6771 20.5645 20.4765 20.3605 

8x8 20.7818 20.7654 20.6870 20.6299 20.5242 

12x12 20.6331 20.6206 20.5266 20.4426 20.3367 
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Fig. 8. Quantitative Evaluation Results (PSNR). 

TABLE III.  EVALUATION RESULTS OF SSIM FOR VARIOUS BLOCK SIZES 

DAN CLIP LIMITS 

BLOCK SIZE 
CLIP LIMIT 

0.2 0.4 0.6 0.8 1.0 

2x2 0.8728 0.8759 0.8791 0.8814 0.8826 

4x4 0.8737 0.8774 0.8804 0.8823 0.8830 

6x6 0.8740 0.8777 0.8804 0.8805 0.8828 

8x8 0.8728 0.8781 0.8811 0.8824 0.8823 

12x12 0.8740 0.8778 0.8801 0.8806 0.8810 

BLOCK SIZE 
CLIP LIMIT 

1.2 1.4 1.6 1.8 2.0 

2x2 0.8825 0.8811 0.8792 0.8765 0.8735 

4x4 0.8826 0.8813 0.8788 0.8746 0.8726 

6x6 0.8821 0.8804 0.8776 0.8746 0.8713 

8x8 0.8820 0.8802 0.8777 0.8748 0.8709 

12x12 0.8802 0.8785 0.8748 0.8715 0.8673 

 
Fig. 9. Quantitative Evaluation Results (SSIM). 

Furthermore, a qualitative evaluation was conducted 
through a survey of eight respondents from diverse 
backgrounds, including experts such as faculty members 

specializing in underwater image quality enhancement and non-
experts such as students interested in image processing, divers, 
and students outside the field of image processing. Respondents 
rated the images on a scale of 1-5 (very poor to very good). The 
average score and standard deviation for two expert 
respondents were 3.9444 and 0.5953, respectively. For six non-
expert respondents, the average score was 4.4556, with a 
standard deviation of 0.7181. The overall average score for all 
respondents was 4.3278, with a standard deviation of 0.7238. 
The qualitative evaluation categorized the proposed method as 
"Good," with a score of 4, reflecting favorable results from a 
subjective perspective. 

The survey revealed that images with initial color cast and 
low contrast received the highest ratings after enhancement. 
Conversely, images with minimal color cast and high noise but 
already visually good exhibited decreased rating post-
processing, as the method focuses more on correcting color cast 
and blur or lack of detail. Nonetheless, the results from the 
proposed method closely approach ground truth images with 
improved MSE, PSNR, and SSIM values compared to the 
original images. These findings indicate that a more 
straightforward method can yield better images with lower 
computational cost. Spatial methods in underwater image 
processing must be applied carefully, as incorrect method 
placement can worsen subsequent processing stages. Several 
sample images from all tested methods are shown in Fig. 10. 

A qualitative evaluation was performed by surveying the 
proposed method for 90 underwater images and comparing the 
results with the original images. The survey involved eight 
respondents from diverse backgrounds, including experts such 
as professors who specialize in enhancing underwater image 
quality, and non-experts such as students who focus on image 
processing research, students who are passionate about the 
beauty of the underwater world (divers), and students outside 
the image processing field. The respondents rated the results on 
a 1-5 scale (very poor to excellent). 

Based on the calculation of the average score and standard 
deviation from two expert respondents, the average score was 
3.9444 and a standard deviation of 0.5953. The average score 
for the six non-expert respondents was 4.4556, and a standard 
deviation of 0.7181. Overall, the average score for all 
respondents was 4.3278, with a standard deviation of 0.7238. 
The qualitative evaluation results of the proposed method fall 
within the 'Good' category with a score of 4, indicating positive 
outcomes from a subjective perspective. 

Based on the survey results, the image characteristics that 
received the highest scores were images with color cast and low 
contrast, respectively. After enhancement, these images 
appeared significantly better than their original versions. 
Conversely, the original images with little color cast and high 
noise decreased in quality compared to the original because of 
the proposed method's emphasis on improving underwater 
images with color cast and low contrast. 

Despite this, the proposed image produced results closer to 
the ground truth image, with better values for the MSE, PSNR, 
and SSIM calculations than the original image. Fig. 10 shows 
some image samples resulting from all the methods employed 
in this research. 
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Fig. 10. The image samples of all processing stages, including the initial 

image (first row), the image after white balancing (second row), the image 
after CLAHE-Lab (third row), the image after CLAHE-HSV (fourth row), the 

image after sharpening (fifth row), and the image after multiscale fusion (sixth 

row). 

TABLE IV.  QUANTITATIVE EVALUATION RESULTS OF IMAGE QUALITY 

ASSESSMENT USING MSE, PSNR, AND SSIM 

Method MSE (10−3) PSNR (dB) SSIM 

Fusion-based [21] 1.1280 17.6077 0.7721 

Retrinex-based [22] 1.2924 17.0168 0.6071 

GDCP [23] 4.0160 12.0929 0.5121 

Histogram prior [24] 1.7019 15.8215 0.5396 

Blurriness-based [25] 1.9111 15.3180 0.6029 

Water CycleGAN [26] 1.7298 15.7508 0.5210 

Dense GAN [27] 1.2152 17.2843 0.4426 

Water-Net [20] 0.7976 19.1130 0.7971 

Mixture CLAHE-Fusion 

(method in this study) 
0.7594 20.7121 0.8826 

V. CONCLUSION 

This research proposes a method of enhancing underwater 
image quality aimed at the problem of color cast and low 
contrast in underwater images caused by light scattering and 

absorption. The white balance method effectively corrects the 
color cast commonly found in bluish or greenish underwater 
images. Histogram equalization has been shown to reduce 
image errors by using clipping and block size techniques in the 
CLAHE method, along with color space conversion to Lab and 
HSV.   The use of image sharpening methods also helps in the 
process of enhancing edges in underwater images, although the 
results obtained may still be insufficiently sharp for pattern 
recognition purposes. The final output is obtained by 
combining the results using Multiscale Fusion, which employs 
three weights, namely the Laplacian Contrast Weight (WL), 
Saliency Weight (WS), and Saturation Weight (WSat). 

Based on the quantitative evaluation results, the proposed 
method showed a significant improvement in the average 
values, with the initial MSE value of 2.2497 reduced to 0.7594, 
the initial PSNR value of 15.7480 increased to 20.7121, and the 
initial SSIM value of 0.7299 increased to 0.8826. Additionally,  
the qualitative evaluation results indicated that the average and 
standard deviation values chosen by the eight respondents 
showed good results, with a score of 4 (Good) from a subjective 
perspective. The calculation of the average score and standard 
deviation from eight respondents showed an average value of 
4.3278 and a standard deviation of 0.7238. Based on these 
evaluation results, it can be concluded that utilizing a simple 
method to enhance underwater image quality with appropriate 
parameter settings and method placement can considerably 
enhance the quality of underwater images and expedite the 
computation time. 

Despite successfully enhancing the quality of underwater 
images, further development is necessary due to its 
effectiveness only for not very deep depths. When capturing 
images at deeper depths, the lighting conditions become 
affected, resulting in lower contrast and color cast. Therefore, 
future research could focus on developing or combining the 
proposed method with others, such as dehazing, adaptive 
methods, or machine learning, to address additional challenges 
in underwater image processing. 
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Abstract—Technology is a differentiator in business today. It 

plays a different and decisive role by providing programs that 

contribute to this. To build this software while avoiding risks 

during the implementation and construction process, it is 

necessary to estimate the cost. The cost estimation process is the 

process of estimating the effort, time, and resources needed to 

build a software project. It is a crucial process as it provides good 

planning during the construction and implementation process 

and reduces the risks you may be exposed to. Therefore, previous 

studies sought to build models and methods to estimate this, but 

they were not accurate enough to complete the process. 

Therefore, this study seeks to build a model using the 

Autoregressive integrated moving average (ARIMA) algorithm. 

Five datasets the COCOMO81, COCOMONasaV1, 

COCOMONasaV2, Desharnais, and China were used. The 

dataset was processed to remove noise and missing values, 

visualized to understand it, and linked using a time series to 

predict the future values of the data. It will then be trained on the 

ARIMA algorithm. To ensure the effectiveness and efficiency of 

the model for use, four famous evaluation criteria were used: 

mean magnitude of relative error (MMRE), root mean square 

error (RMSE), mean magnitude of relative error (MdMRE), and 

prediction accuracy (PRED). This experiment showed impressive 

software cost estimation results, with MMRE, RMSE, MdMRE, 

and PRED results being 0.07613, 0.04999, 0.03813, and 95% for 

the COCOMO81 dataset, respectively. The results were high for 

the COCOMONasaV1 dataset, reaching 0.02227, 0.02899, 

0.01113, and 97.1%. The COCOMONasaV2 results were 

0.01035, 0.00650, 0.00517, and 99.35%, respectively. The China 

dataset showed good prediction results of 0.00001, 0.00430, 

0.00008, and 99.57%, respectively. The results were impressive 

and promising for the Desharnais dataset, showing 0.00004, 

0.0039, 0.00002, and 99.6%. The results of this study are 

promising and distinctive compared to recent studies, and they 

also contribute to good business planning and risk reduction. 

Keywords—Software cost estimation; software effort 

estimation; promise repository; SCE; ARIMA 

I. INTRODUCTION 

Today, the software industry represents a differentiating 
element in all fields, as business owners depend on technology 
to conduct their business which is a strong pillar in business 
speed. As a result, the pressure on software houses has become 
very great [1]. This led to the production of software that was 
expensive and had little or even poor efficiency at times. To 
control this and produce highly efficient and optimal software, 
it was necessary to estimate the software cost. 

Estimating the cost of software is crucial and necessary to 
ensure the efficiency of the project. It is also a differentiating 

element for companies to calculate their advantages and 
estimate their resources, as well as the effort expended to build 
the project in addition to the time required for it [2]. It also 
enables stakeholders to know what is needed to implement 
their project as well. All of this contributes directly to customer 
satisfaction. 

The importance of estimating the cost of software lies in 
good planning and effective management of the project. It also 
gives a time estimate for delivery time, as well as estimating 
the resources needed for this, which contributes to reducing 
damage to the implemented projects, as well as reducing the 
technical costs necessary for this, which earns the company a 
good reputation [3]. 

The process of estimating the cost of software is carried out 
through several inputs, which are the project requirements and 
cost factors so that the process is completed and its output is 
the time, effort, and resources required for this. 

Many researchers have presented numerous studies over 
the past years, some of which were based on their work on 
mathematical equations and are called algorithmic methods, 
the most famous of which are the Constructive Cost Model 
(COCOMO) [4] and the Software Life Cycle Model (SLIM) 
[5]. Others also presented methods that depend in their work on 
the experiences of employees of software houses and are called 
non-algorithmic methods, such as expert judgment [6]. 

In recent years, researchers have turned to using learning 
algorithms such as machine learning [7-10], and some have 
relied on deep learning techniques [11,12]. Despite the large 
number of studies that have been conducted, these models are 
not effective, and the prediction accuracy is not good enough to 
use these models in the forecasting process. Software houses 
face difficulty and complexity in the process of forecasting and 
estimating the cost of software [13]. 

The map of this study is clear and multiple as it uses 
software cost estimation, which is an important branch of 
software construction that falls under the umbrella of software 
engineering. Autoregressive integrated moving average 
(ARIMA) [14] algorithm is also used, which is one of the 
optimization algorithms within the umbrella of machine 
learning within artificial intelligence and data science 
techniques. 

This study seeks to present a model based on machine 
learning techniques to predict software cost estimates. Five 
datasets, namely COCOMO81, COCOMONasaV1, 
COCOMONasaV2, Desharnais, and China, were collected 
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from the promise repository [15]. The data was processed to 
remove noise and missing values and represented to understand 
them, as well as linking them to apply time series technology 
to predict the future values of the data. ARIMA algorithm is 
used to be trained on the datasets used. ARIMA algorithm is 
used due to the efficiency and accuracy of its results. To 
evaluate the proposed model, four famous evaluation criteria 
are used for prediction: mean magnitude of relative error 
(MMRE) [16], root mean square error (RMSE) [17], mean 
magnitude of relative error (MdMRE) [18], and prediction 
(PRED) [19]. 

This paper makes a significant contribution to the software 
industry by: 

 Processing to remove noise and missing values from 
data, in addition to representing and analyzing to 
understand the data, as well as linking it using time 
series to predict future values. 

 Using five data sets of medium and large sizes to train 
and test the proposed model under the same conditions 
according to the evaluation criteria used in previous 
studies. 

 Applying the ARIMA algorithm to datasets after 
linking them to time series to produce the highest 
possible efficiency and accuracy to reduce error rates 
resulting in the forecasting process. 

 The cost estimation prediction results are very 
promising compared to previous studies. 

This study represents a distinct model in the software 
estimation process as the proposed model combines distinct 
sets of results that prove the effectiveness of the model and its 
efficiency in future studies. 

The rest of this article is organized as follows: Section II 
presents the literature review. Section III describes the 
proposed methodology. Section IV elaborates on the evaluation 
and di. Section V summarizes our findings and suggests future 
research directions. 

II. RELATED WORK 

The software cost estimation process has been a puzzle for 
researchers over recent years. Many researchers sought to 
invent techniques that contributed to predicting this process, 
some of which relied on mathematical equations in their work 
and called them algorithmic methods. Some also relied on 
elements of experience from developers and project managers 
within programming houses, which are called non-algorithmic 
methods. However, during the last two decades, many 
researchers have relied on learning techniques, which are 
considered a lifeline in this industry, as many have relied on 
machine learning and deep learning techniques to estimate this 
process. 

Shukla et al. [20] presented a model called ANFIS which is 
an intelligent model using AI to improve software cost 
estimation forecasting and was trained and tested using the 
Desharnais dataset collected from the PROMISE repository. 
Model performance was evaluated by MAE and RMSE 
metrics. It was compared to the regression model, where the 

RMSE value was 780.97 compared to 3007.05 for the 
regression model. 

Posbiezny et al. [21] built a model using neural networks, 
support vector machines with cross-validation, and generalized 
linear models in which the described set of algorithms was 
averaged using the ISBSG datasets. The effectiveness of the 
model was verified using MAE, MMRE, mean square error 
(MSE), RMSE, MMER, balanced mean relative error (MBRE), 
and PRED. The model effectively predicted the program effort 
estimate during the evaluation process according to a fixed 
period. 

Vijayvargiya et al. [22] presented several algorithms to 
calculate the resources needed to build a Bermuda project and 
the time needed. Linear regression, support vector regression, 
artificial neural networks, decision trees, and bagging 
algorithms were used. These algorithms were trained on the 
ISBSG and Desharnais datasets. To compare them, three 
evaluation criteria were used: the mean absolute error (MAE), 
the mean square error (MSE), and the R square error. The 
evaluation result demonstrated the superiority of the decision 
tree and the random forest algorithm over other algorithms, as 
these algorithms enhanced the cost-benefit analysis of 
performance. 

Kumar et al. [23] compared several algorithms for 
predicting effort estimation using Stochastic Gradient, K-
Nearest Neighbor (KNN), Decision Tree, Bagging, Random 
Forest, AdaBoost, and Gradient Neighbor Boosting. The 
COCOMO'81 and China datasets were used to train the 
algorithms, and three criteria were used to evaluate the 
proposed algorithms: mean square error (MSE), root mean 
square error (RMSE), and R2. The comparison results showed 
the superiority of the gradient boosting regression algorithm 
compared to other algorithms in predicting software cost 
estimates. 

Rahman et al. [24] compared decision tree, support vector 
regression (SVR), and K-nearest neighbor (KNN) algorithms 
for software cost estimation. They used Edusoft Consulted 
LTD datasets. The data was processed and analyzed, and the 
proposed algorithms were trained. The criteria of mean 
absolute error (MAE), mean square error (MSE), and R-square 
were used to test the proposed model. The results showed that 
the decision tree algorithm was superior in prediction to other 
algorithms. 

Sharma et al. [25] compared algorithms for cost estimation 
forecasting where they compared Local Neighborhood 
Information-based Neural Network (LNI-NN), Fuzzy-based 
Neural Network (NFL), GA-based Adaptive Neural Network 
(AGANN), and GEHO-based NFN. To complete the 
comparison, the COCOMO81, COCOMONasaV1, 
COCOMONasaV2, China, and Desharnais datasets were used. 
The effectiveness of the algorithms was tested using four 
criteria: mean relative error (MMRE), root mean square error 
(RMSE), mean magnitude relative error (MdMRE), and 
prediction accuracy (PRED). 

Zhang et al. [26] used the XGBoost algorithm to predict 
software cost estimation using machine autoencoders on 
COCOMO81 and Albrecht and Desharnais datasets. They 
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analyzed the data used to remove outliers and used regression 
trees to fill in the missing features. To evaluate the proposed 
model, three famous criteria were used: MMRE, MdMRE, and 
PRED. The prediction results for the model were 0.21, 0.16, 
and 0.71, respectively. 

Many of the challenges faced by software houses lie in 
forecasting and estimating the cost of software. From the 
examination of previous studies, there are several challenges, 
as the forecasting accuracy of software cost estimation was not 
sufficient and effective enough to make an accurate forecast. 
Also, the studies used a very small number of data sets to train 
and test the proposed models. Therefore, this study seeks to 
build a model to predict cost estimation through the ARIMA 
algorithm using five datasets COCOMO81, 
COCOMONasaV1, COCOMONasaV2, China, and 
Desharnais. Data sets were collected from the PROMISE 
repository to be displayed and analyzed, and the correlation 
between them was found to predict future values using time 
series, and then the proposed algorithm was applied to them. 
The proposed model was evaluated using four evaluation 
criteria: mean relative error (MMRE), root mean square error 
(RMSE), and mean magnitude were used. Relative error 
(MdMRE), and prediction accuracy (PRED). The study 
showed promising results that avoided the challenges faced by 
previous studies. 

III. PROPOSED MODEL 

The process of software cost estimation prediction is 
crucial in the software industry, so many studies have sought to 
predict it, but they have not been sufficient and effective in 
completing this process. Therefore, this study seeks, through 
the use of artificial intelligence algorithms, to build a model 
that can predict cost estimates. The process is done by 
collecting data from the Promise warehouse, displaying it, 
visualizing it, and analyzing it to understand it. Then link them 
together through time series to predict future values. The data 
is divided in fixed proportions into two groups to conduct the 
training process for the ARIMA algorithm. Followed by a 
scaling process to make all values at one close level to avoid 
the model ignoring values during the training process. The 
algorithm is trained on data sets, followed by a testing process 
to ensure the effectiveness and accuracy of the proposed 
model. This process is done using four criteria, as shown in 
Fig. 1. 

The study faced several challenges during the 
implementation process. The quality of the data was not 
sufficient to complete the process and represented the biggest 
challenge during the implementation process, as noise and 
missing values were removed and the data was processed to 
understand it. There were also values in the data that were 
higher than the rest of the values, which represented another 
challenge and were addressed using data scaling to keep all the 
data at one level so that the model would not ignore them 
during the training process.  

Fig. 1. The proposed model for software cost estimation predication process.

A. Datasets 

The experiment was conducted using very popular and 
freely available datasets. They have been used previously in 
numerous studies to predict cost estimation. Collected from the 
Promise repository are the COCOMO81, COCOMONasaV1, 

COCOMONasaV2, Desharnais, and China. Their sizes range 
from 60 to 499. While the number of its features ranges 
between 10 and 24. The effort of these groups is measured in 
units of person-hour or person-month as shown in Table I. 
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TABLE I. STATISTICS OF THE DATASETS 

Datasets  Source Repository No. of projects No. of Features No. of missing 

values 

Output Attribute-

Effort (Unit) 

COCOMO81  PROMISE 63 17 0 Person-month 

COCOMONasaV1 PROMISE 60 17 0 Person-month 

COCOMONasaV2  PROMISE 93 24 0 Person-month 

Desharnais PROMISE 81 10 4 Person- hours 

China PROMISE 499 15 0 Person- hours 

B. Data Analysis 

The data analysis [27] process is an important element, as 
data quality represents a major challenge in the training 
process, so the study focused on every step of exploring the 
data, as well as processing it to remove noise from it, and then 
visualizing it. It also used time series technology to connect 
them predict future values, and then divide the data into 
training and test sets to train the ARIMA algorithm. 

1) Data exploration: It is a very important process to 

explore data, as it consists of understanding the data as it 

represents a statistical distribution. This process was done by 

uploading the data adding it to Google Drive and loaded to 

Google Colab [28]. To be explored through the info() function. 

The function gives the number of lines and columns for each 

data set and also checks whether it contains null values. It also 

indicates whether the values are numeric or textual. To 

maintain the state of the data in that form, the data is copied 

using the copy() function, and the original data is preserved. 

2) Data preprocessing: The data processing process is an 

important step used to remove noisy data and missing values 

to prepare it for training from the raw data. First, noisy or 

erroneous data is identified and removed or corrected to ensure 

the quality of the data. Missing, anomalous, or extreme values 

negatively affecting the model’s operation are discovered, 

treated, or removed [29]. To convert data into numeric values, 

text and non-numeric values are converted to numeric values. 

The index value was also determined to be the basic feature on 

which the prediction process depends. 

3) Data visualization: Data representation plays an 

important role in the data analysis process. Through graphics 

such as graphs, animations, charts, and visual representations, 

what the data presents can be understood more clearly and 

confirm the structure and format of the data. Visual displays of 

information convey complex data relationships and data-based 

insights in an easy-to-understand manner. The Corr() function 

is also used to confirm the format of the data and discover the 

extent of correlation between features to produce values that 

represent the extent of the correlation. If the result is 1, this 

means that the correlation between the features is very high 

and ideal, but if the value is zero, it means that there is no 

correlation between them. If the value is negative, this means 

that the relationship is inverse between the two properties. All 

of this contributes to obtaining a deep understanding of the 

data, making distinctive engineering decisions, and building a 

highly efficient predictive model. 
4) Time series forecasting: Time series is a basic 

technique for data learning and is one of the most popular data 

science techniques in the world of statistics and machine 

learning. It aims to provide an analytical approach by 

examining observations of past data to predict future values. 

The idea of time series is based on taking advantage of the 

time dimension as an essential factor for linking data points. 

The time column is converted to a historical and chronological 

format, where the data is indexed while maintaining the 

original time order. This structured format allows time series 

models to capture the temporal dynamics and inherent 

autocorrelation between the data. It is used in various fields 

such as finance, economics, and engineering. It involves a 

comprehensive analysis of sequential data points to identify 

underlying patterns, trends, and dependencies [30]. 

Forecasting is done through the time dimension as a basic 

factor for linking data in the form of time series by converting 

the time column into a historical and temporal format, where 

the data is indexed while maintaining the temporal order 

established as an indicator of the data sequence. 

5) Data splitting and scaling: The datasets are split 80-

20% and are used for training and testing respectively. The 

largest percentage is used in the training process to allow the 

model to learn the basic patterns and relationships between the 

data, ensuring its ability to make reliable predictions on new 

samples that have not been seen before. While the rest of the 

percentage is used in the testing process to ensure the accuracy 

of the proposed model [31]. In addition, the data is scaled to 

place it in a specific range or scale to ensure that all features 

have equal importance in the analysis to avoid the dominance 

of some features during the analysis process due to their high 

values, to avoid overfitting and the model. 

C. The Proposed ARIMA Algorithm 

The Auto-Regressive Integrated Moving Average 
(ARIMA) is a powerful statistical tool utilized in the field 
of time series analysis and forecasting. It introduced by Box 
and Jenkins in their seminal work, captures various temporal 
structures by integrating three primary components: Auto 
regression (AR), Differencing (I), and Moving Average (MA). 
It is particularly powerful due to its flexibility in modeling a 
wide range of time series behaviors, from simple trends to 
complex seasonal patterns [32]. 
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The Autoregressive (AR) component of an ARIMA 
specifies that the current value of the time series is a linear 
function of its previous values. The term "autoregressive" 
indicates that the model regresses the variable on its prior 
values. The order of the AR component, denoted by p, signifies 
the number of lagged observations included in the model. [33] 
The general form of the AR(p) model is given by Eq. (1): 

𝑋𝑡 =  ∅1𝑋𝑡−1 + ∅2𝑋𝑡−2 + ⋯ +  ∅𝑝𝑋𝑡−𝑝 + ∈𝑡 (1) 

Where 𝑋𝑡  represents the value of the time series at time t, 
∅1, ∅2, … . , ∅𝑝 are the coefficients of the model, and ∈𝑡  is a 

white noise error term, which is assumed to have zero mean 
and constant variance. 

The coefficients ∅1, ∅2, … . , ∅𝑝  determine the influence of 

past values on the current value. For example, in an AR(1) 
model (p=1), the current value 𝑋𝑡 is directly proportional to the 
immediately preceding value 𝑋𝑡−1 plus a stochastic error term 
∈𝑡. 

The Integrated (I) component addresses the non-stationarity 
in the time series by differencing the data. Stationarity is a key 
property in time series analysis, implying that the statistical 
properties of the series do not change over time [34]. Non-
stationary data can exhibit trends, seasonal patterns, or other 
structures that make them unsuitable for traditional time series 
models without transformation. Differencing is a technique to 
remove these non-stationary components. The order of 
differencing required to achieve stationarity is denoted by d. 
The first differenced series is defined through Eq. (2): 

∆𝑋𝑡= 𝑋𝑡 − 𝑋𝑡−1   (2) 

For higher-order differencing, the operation is applied 
recursively. For example, second-order differencing (d=2) is 
given by Eq. (3): 

∆2𝑋𝑡 =  ∆(∆𝑋𝑡) = (𝑋𝑡 − 𝑋𝑡−1) − (𝑋𝑡−1 − 𝑋𝑡−2) = 𝑋𝑡 −
2𝑋𝑡−1 − 𝑋𝑡−2   (3) 

Differencing transforms a non-stationary series into a 
stationary one, making it suitable for modeling with AR and 
MA components. 

The Moving Average (MA) component models the 
dependency between an observation and a residual error from a 
moving average model applied to lag observations. The order q 
of the MA model indicates the number of lagged forecast errors 
included in the model. The general form of the MA(q) model is 
expressed as shown in Eq. (4): 

𝑋𝑡 =∈𝑡+ 𝜃1 ∈𝑡−1+ 𝜃2 ∈𝑡−2+ ⋯ +  𝜃𝑞 ∈𝑡−𝑞   (4) 

Where 𝜃1, 𝜃2, … , 𝜃𝑞 are the parameters of MA, and ∈𝑡 is a 

white noise term. 

Unlike the AR model, which uses past values of the series, 
the MA model uses past forecast errors. These errors capture 
the unexpected movements in the time series, and the MA 
component accounts for these by adjusting the model based on 
past error terms. 

Combining these three components, the ARIMA model is 
denoted as ARIMA(p,d,q), where p is the number of lag 

observations (autoregressive terms), d is the number of times 
the raw observations are differenced, q is the size of the 
moving average window. 

The general form of the ARIMA(p,d,q) model is as Eq. (5): 

∆𝑑𝑋𝑡 =  ∅1∆𝑑𝑋𝑡−1 + ∅2∆𝑑𝑋𝑡−2 + ⋯ +  ∅𝑝∆𝑑𝑋𝑡−𝑝 + ∈𝑡+

 𝜃1 ∈𝑡−1+ 𝜃2 ∈𝑡−2+ ⋯ + 𝜃𝑞 ∈𝑡−𝑞  (5) 

Where ∆𝑑𝑋𝑡  represents the d-th differenced value of 𝑋𝑡. 

Using an ARIMA model for time series forecasting 
involves several critical steps. These steps ensure that the 
model is appropriate for the data and that the predictions are 
reliable. The process includes model identification, parameter 
estimation, and model diagnostic checking. 

1) Model identification: 

a) Stationarity Testing: A key assumption of the 

ARIMA model is that the time series data should be stationary. 

Stationarity implies that the statistical properties of the series 

(mean, variance) do not change over time. 

 Visual Inspection: Plot the time series data to visually 
inspect for trends or seasonality. 

 Statistical Testing: Apply the Augmented Dickey-Fuller 
(ADF) test to statistically verify stationarity. 

b) Selecting p and q: Use the Autocorrelation Function 

(ACF) and Partial Autocorrelation Function (PACF) plots to 

identify potential values for p (AR terms) and q (MA terms). 

 ACF Plot: Indicates the correlation between the time 
series with its own lagged values. 

 PACF Plot: Indicates the partial correlation of the time 
series with its own lagged values, controlling for the 
values of the time series at all shorter lags. 

Significant spikes in the ACF and PACF plots suggest the 
values for q and p, respectively. In this study the potential 
values of p, q are 1, and also d is 1. 

2) Parameter estimation: Estimate the parameters ϕ (AR 

coefficients), θ (MA coefficients), and other model 

coefficients using methods such as Maximum Likelihood 

Estimation (MLE). 

3) Model diagnostic checking: Analyze the residuals of 

the fitted model to ensure they resemble white noise (i.e., they 

have a constant mean, constant variance, and no 

autocorrelation). 

 Ljung-Box Test: Test for autocorrelation in residuals. 

 Residual Plots: Plot the residuals to check for patterns. 

D. Data Inverse Transformation 

When analyzing the data at the beginning of the 
experiment, the data are scaled such that large values are 
rounded to the same range so that the proposed model does not 
ignore some values or overfitting occurs [35]. The scale 
transformation is reversed to return the model output to the 
original data scale. This process is important in the real world, 
as the measured data may not be interpretable in the original 
context. Therefore, the data is carefully measured, the proposed 
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algorithm is trained, and then the data is returned to its original 
form. This process is done using the inverseTransform() 
function. This process provides good, actionable insights into 
their original field. 

IV. EVALUATION AND DISCUSSION 

After building the model and training it on the data sets that 
were divided by 20-80%, the testing process is carried out to 
ensure the effectiveness of the proposed model, where a 
computer is used with precise specifications that are explained 
in the experiment preparation section, by also evaluating it 
using four famous standards, which are MMRE, RMSE, 
MdMRE, and PRED are explained in the evaluation criteria 
section. A section was also added explaining the results of the 
experiment, as well as a section to discuss the results and 
comparison with previous studies under the same conditions on 
the same datasets. 

A. Experimental Setup 

The experiment was conducted on a laptop PC with an Intel 
Core i7 CPU, 64GB of RAM, and an NVIDIA GTX 1050i 
GPU. The datasets were also divided by 20-80%, with the 
largest percentage being used in the model training process, 
while the rest of the data was used in the model testing and 
evaluation process. The experiment was conducted through 
several tools. Google Drive was used to upload data sets for the 
experiment to it and then uploaded to Google Colab to conduct 
the experiment. This study used the Python language to 
present, describe, represent, and analyze the data used, train the 
algorithm, and then test it. 

B. Evaluation Criteria 

After completing training the model on the proposed 
algorithm. The model testing process is a crucial step to ensure 
the accuracy and effectiveness of the model. The estimation 
process is done using four famous criteria, which are mean 
magnitude of relative error (MMRE) [16], root mean square 
error (RMSE) [17], mean magnitude of relative error 
(MdMRE) [18], and prediction (PRED) [19]. 

1) Mean Magnitude Relative Error (MMRE): It is one of 

the most popular forecasting benchmarks and is used in 

software engineering forecasting to calculate the average 

relative difference between actual and predicted values. It is 

represented by Eq. (6) and Eq. (7): 

MRE =  
|Actual effort−Estimated effort|

Actual effort
 × 100  (6) 

MMRE =  
1

M
∑ MREM

1    (7) 

Where m is the total data points and ∑  denotes the sum of 
values in the entire dataset [16]. 

2) Root Mean Square Error (RMSE): It is widely used in 

forecasting operations, as it represents the average size of the 

difference between the actual and expected values, and it 

needs the actual expected and corresponding values to 

calculate it, and this is done through Eq. (8). 

𝑅𝑀𝑆𝐸 =  √∑(𝑃𝑖−𝑂𝑖)
2

𝑛
  (8) 

Where n is the number of data points, P is the expected 
value, O is the actual value, and ^2 denotes the squared 
difference [17]. 

3) Mean Magnitude of Relative Error (MdMRE): It is a 

statistical measure of prediction and is similar to the average 

size, except that it calculates the absolute average and is 

measured by determining the relative error for each prediction 

and finding the absolute difference between the actual and 

expected values. Then the relative error is arranged in 

ascending order through the following equation, which is used 

to calculate the error = |(P - A)| /A [18]. 
4) PRED: It is one of the most famous and widespread 

metrics as it indicates the accuracy of the model and its value 

increases as the accuracy of the model improves. It is 

expressed as a percentage in projects where the percentage of 

expected values matches the actual values and can be 

measured through Eq. (9) 

𝑃𝑅𝐸𝐷 =
1

𝑛
∑ |

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝐸𝑓𝑓𝑜𝑟𝑡−𝐴𝑐𝑡𝑢𝑎𝑙 𝐸𝑓𝑓𝑜𝑟𝑡

𝐴𝑐𝑡𝑢𝑎𝑙 𝐸𝑓𝑓𝑜𝑟𝑡
| 𝐾%𝑛

𝑖=1   (9) 

Where k% is the percentage of error between the actual 
estimate and the effort estimate [19]. 

C. Experimental Results 

The four criteria described in the previous section were 
used to test the model to measure its effectiveness and accuracy 
in predicting software cost estimates, as the experiment showed 
promising results on the five datasets used as shown in Table 
II. 

TABLE II. THE RESULTS OF THE PROPOSED MODEL ON THE FIVE DATASETS 

Method Metrics COCOMO81 COCOMONasaV1 COCOMONasaV2 China Desharnais 

The proposed 

model 

MMRE 0.07613 0.02227 0.01035 0.00001 0.00004 

RMSE 0.04999 0.02899 0.00650 0.00430 0.00339 

MdMRE 0.03813 0.01113 0.00517 0.00008 0.00002 

PRED 95.0 97.1 99.35 99.57 99.6 

Table II displays the software cost estimation prediction 
rates of the proposed model on the five datasets using the four 
evaluation criteria, where the results show very promising 
prediction and low value of error rates. The COCOMO81 and 
COCOMONasaV1 datasets show very good percentages in 
reducing error rates and also promising percentages in 

prediction accuracy, reaching 95% for the COCOMO81 data 
set and 97.1 for the COCOMONasaV1 data set. While the 
ratios were very unique and significantly distinct for the 
COCOMONasaV2, China, and Desharnais datasets. The error 
rates recorded the lowest possible rates, almost noticeable, 
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while the prediction accuracy recorded rates exceeding 99% for 
the three datasets. 

D. Comparison and Discussion 

To ensure the effectiveness of the proposed model, it is 
compared with other models under the same conditions 
described, such as using the same datasets as well as the 
evaluation criteria used. The model was compared with recent 
studies. It was compared to the Sharma [25] model, which was 

used by four algorithms in its study: local mutual information-
based neural network (LNI-NN), fuzzy-based neural network 
(NFL), GA-based adaptive neural network (AGANN), and 
GEHO-based NFN (GEHO-NN) for software cost estimation. 
It was also compared with the model of Zhang et al. [26] who 
used the XGBoost algorithm under the same conditions. Table 
III shows a comparison between the proposed model and 
previous models.  

TABLE III. COMPARISON BETWEEN THE PROPOSED MODEL AND THE STATE-OF-THE-ART

Method Metrics COCOMO81 COCOMONasaV1 COCOMONasaV2 China Desharnais 

LNI-based NN [25] 

MMRE 0.224 0.243 0.225 0.240 0.32 

RMSE 0.261 0.183 0.383 0.148 0.312 

MdMRE 0.256 0.249 0.249 0.255 0.336 

PRED 28.51 50 50 44 22.22 

Neuro-fuzzy logic [25] 

MMRE 0.213 0.236 0.196 0.220 0.296 

RMSE 0.178 0.131 0.290 0.075 0.173 

MdMRE 0.256 0.215 0.215 0.240 0.223 

PRED 29.92 62 62 70 32 

Adaptive GA-based NN 

[25] 

MMRE 0.199 0.231 0.174 0.192 0.197 

RMSE 0.130 0.065 0.232 0.056 0.111 

MdMRE 0.235 0.172 0.172 0.218 0.181 

PRED 46.15 73.87 70 76 47.05 

GEHO-based NFN [25] 

MMRE 0.174 0.220 0.128 0.167 0.112 

RMSE 0.055 0.060 0.960 0.39 0.060 

MdMRE 0.223 0.130 0.130 0.168 0.100 

PRED 57.14 83.14 83.14 84 88.23 

XGBoost [26] 

 

MMRE 0.21 0.37 - - 0.38 

RMSE - - - - - 

MdMRE 0.16 0.36 - - 0.37 

PRED 71 37 - - 22 

The proposed  

model 

MMRE 0.07613 0.02227 0.01035 0.00001 0.00004 

RMSE 0.04999 0.02899 0.00650 0.00430 0.00339 

MdMRE 0.03813 0.01113 0.00517 0.00008 0.00002 

PRED 95.0 97.1 99.35 99.57 99.6 

Table III highlights the comparison between the proposed 
model and other models from previous studies during 2023 and 
2024. The comparison shows the superiority of the proposed 
model in predicting software cost estimation compared to 

previous models. The model excelled in reducing the error 
rates in the five datasets and increasing the prediction accuracy 
of the software estimate, which ranged from 95 to over 99%. 
The error rates also decreased on the MMRE, RMSE, and 
MdMRE criteria. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

663 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Comparison between the proposed model and others on the MMRE measure.

Fig. 2 shows a comparison between the proposed model 
and previous studies according to the MMRE standard, where 
the results show significant superiority of the proposed 
algorithm. The COCOMONasaV2 and China datasets were 
excluded from the study since they were not used in Zhang's 
[26] study. However, there is a big difference in reducing error 
rates for the targeted study, as it showed a significant and 
distinct absence of error rates with the Desharnais data set, 

while the rates were very good and promising also for the 
COCOMO81 and COCOMONasaV1 datasets. The percentages 
were also clearly and prominently distinct according to the 
MdMRE standard, as the error rate decreased significantly and 
clearly for the three data sets. It decreased by a large and clear 
percentage for the COCOMONasaV1 and Desharnais datasets, 
and the decrease rates were also very good for the 
COCOMO81 dataset as shown in Fig. 3.  

Fig. 3. Comparison between the proposed model and others on the MdMRE measure. 
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Fig. 4. Comparison between the proposed model and others on the PRED metric.

The most significant difference in explaining excellence 
was the PRED standard, which is more commonly used in 
detection and prediction processes. The results of the study 
showed a very prominent and clear distinction compared to 
previous studies, in which the prediction percentages ranged 
between 22 as the lowest prediction percentage and 88.23 as 
the highest percentage reached by the studies. However, the 
results of the proposed model were very promising, as the 
COCOMO81 data set recorded an accuracy rate for predicting 
the software cost estimate of 95%, while the 
COCOMONasaV1 data set recorded an accuracy rate of 
97.1%, and the rate was very promising for the Desharnais data 
set, which recorded the highest percentage so far at 99.6% as 
shown in Fig. 4. 

V. CONCLUSION 

The software estimation process is one of the crucial steps 
today in the software industry, which plays the main role in the 
software production process. It represents the points of 
connection between the client’s requirements and his budget, in 
addition to the indicator of controlling the workflow within the 
software houses on the desired projects. With the spread of the 
software industry over the past few decades, stakeholders have 
tended to accelerate the pace of their work to keep pace with 
the times, which has increased pressure on software houses to 
implement their work. Therefore, there was an urgent need for 
models that can estimate the cost of software perfectly. 
Researchers have created several models to evaluate this, some 
of which relied on traditional methods or mathematical 
equations and called them algorithmic methods. Some relied on 
experts’ judgments and opinions and called them non-
algorithmic methods. However, some relied in their work on 

learning techniques such as artificial intelligence, including 
machine learning and deep learning methods. However, 
previous studies have shown that prediction rates are not stable 
and sufficient to complete the process, so the need to create 
new models was very urgent. This study seeks to build and 
present a model that can predict software cost estimation using 
the ARIMA algorithm on five datasets, namely COCOMO81, 
COCOMONasaV1, COCOMONasaV2, China and the 
Desharnais dataset. The data was collected, presented, and 
processed to remove noise and missing values. It was also 
analyzed and visualized to identify and link them. The data is 
linked using time series technology to predict the future values 
of the data, and the process is very effective in increasing the 
model’s performance. The data was split 80-20 for training and 
testing. The proposed model will be trained and tested on data 
sets. The model was evaluated using four popular prediction 
criteria, namely MMRE, RMSE, MdMRE, and PRED. The 
model shows a promising distinction in its results compared to 
other models, which contributes to reducing risk levels and 
contributes mainly to good project planning, which contributes 
effectively to the cost estimation forecasting process. 

Although the model is distinguished in its work, some 
limitations must be addressed in the future, especially about 
data sets, as the model was trained on five data sets. However, 
we hope to train and test it on other data sets to ensure its 
effectiveness and accuracy. We also hope to apply it in real-
time, which addresses Constant assumptions, computational 
overhead, and secondary evaluation problems that are used to 
enhance model response. 

In future work, we seek to transform the model into a tool 
through which the project data can be entered, which are the 
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client’s requirements in addition to the cost factors so that the 
user obtains an output estimating the effort and cost necessary 
to build the project. We also seek to train the model and test it 
on other data sets, as well as in real-time. 
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Abstract—Vehicular Ad-hoc Networks (VANETs) are 

engineered to meet the distinctive demands of vehicular 

communication, facilitating interactions between vehicles and 

roadside infrastructure to enhance road safety, traffic efficiency, 

and diverse applications such as traffic management and 

infotainment services. However, the looming threat of Distributed 

Denial of Service (DDoS) attacks in VANETs poses a significant 

challenge, potentially disrupting critical services and 

compromising user safety. To address this challenge, this study 

proposes a novel deep learning (DL)-based model that integrates 

Long Short-Term Memory (LSTM) architecture with self-

attention mechanisms to effectively detect DDoS attacks in 

VANETs. By incorporating autoencoders for feature extraction, 

the model leverages the sequential nature of VANET data, 

prioritizing relevant information within input sequences to 

accurately identify malicious activities. With an impressive 

accuracy of 98.39%, precision of 97.79%, recall of 98.00%, and 

F1-score of 98.20%, the proposed approach demonstrates 

remarkable efficacy in safeguarding VANETs against cyber 

threats, thereby contributing to enhanced road safety and network 

reliability. 

Keywords—Vehicular Ad-hoc Networks; Denial of Service 

attacks; deep learning; auto encoder; Long Short-Term Memory; 

self-attention mechanism; cyber threats; network reliability 

I. INTRODUCTION 

Securing communication among vehicles has become a 
significant focus in computer science recently. Employing a 
spontaneously formed network installed on a vehicle is a method 
to achieve this. A mobile ad hoc network, VANET, facilitates 
communication between nearby cars. Vehicles in VANETs are 
furnished with wireless communication tools, such as Dedicated 
Short-Range Communication (DSRC) or Cellular-Vehicle-to-
Everything (C-V2X) technology, allowing direct 
communication between vehicles (V2V) and between vehicles 
and infrastructure (V2I). These communication capabilities 
facilitate the transmission of essential safety information, 
including vehicle location, velocity, and heading, as well as non-
safety-related information, such as traffic conditions and service 
advertisements [1]. The dynamic nature of vehicular 
environments poses several challenges to the design and 
operation of VANETs. Vehicles move at high speeds, leading to 
rapidly changing network topologies and communication 
conditions. 

Moreover, VANETs are subject to intermittent connectivity, 
network partitions, and unpredictable communication delays 
due to factors such as vehicle mobility, radio interference, and 

obstacles in the environment. Despite these challenges, 
VANETs offer immense potential to improve traffic safety and 
effectiveness via the deployment of intelligent transportation 
systems (ITS). By enabling vehicles to cooperate and share 
information in real time, VANETs can mitigate accidents, 
reduce traffic congestion, and provide drivers with timely and 
context-aware services. 

In recent years, research efforts in VANETs have focused on 
addressing key issues such as communication reliability, 
security, privacy, and scalability. Advanced communication 
protocols, routing algorithms, and congestion control 
mechanisms have been proposed to optimize the performance of 
VANETs in dynamic and resource-constrained environments 
[2]. Additionally, protective metrics such as verification, data 
encryption, and threat detection are crucial to defend VANETs 
from harmful intrusions and illegal access. As the automotive 
industry continues to embrace connected and autonomous 
vehicles (CAVs), the role of VANETs is expected to become 
increasingly prominent. CAVs rely on VANETs for cooperative 
perception, decision-making, and coordination, enabling them 
to safely and effectively manoeuvre through intricate traffic 
situations. Additionally, advancing technologies like 5G and 
edge computing offer promising possibilities to further enhance 
the capabilities of VANETs by providing high-speed 
connectivity and low-latency communication services. Various 
attack types in VANETs are classified by origin and behavior. 
External attacks, originating outside the network, aim to disrupt 
VANET operations through unauthorized access or denial-of-
service tactics. Internal attacks originate from compromised 
nodes within the network, challenging detection and mitigation 
efforts. Active attacks manipulate or disrupt communication, 
while passive attacks eavesdrop to gather data. Area attacks 
target specific regions, affecting multiple vehicles or units, and 
communication attacks disrupt communication channels. 
Rational attackers engage in malicious activities without 
personal gain, complicating security measures [3]. These attack 
types emphasize the need for comprehensive strategies to 
protect VANET integrity and user privacy. 

A. DDoS Attack in VANET 

In a Denial of Service (DoS) attack, the attacker interferes 
with the services provided by a service provider, preventing 
legitimate users from accessing the network despite the 
availability of resources [4]. The attacker achieves this by 
blocking the communication medium in specific areas, limiting 
the attack to the service provider's scope. This can be done in 
two ways: the attacker either floods the resources with an 
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overwhelming number of requests, keeping them occupied with 
fake requests, or extends the attack by sending numerous 
requests to block communication, thus preventing the RSU from 
processing any OBU requests. Conversely, DDoS attacks are a 
distributed form of DoS attacks where multiple attackers from 
various locations simultaneously target one or more service 
providers, causing significant inconvenience. 

 
Fig. 1. DDoS attack. 

In these attacks, a larger number of malicious OBU nodes 
block legitimate users from accessing services through multiple 
RSUs by spamming the network, leading to increased 
transmission delays. This type of attack poses a significant threat 
to VANETs, as illustrated in Fig. 1, where cars C and I disrupt 
services provided by an RSU by preventing cars B, D, E, G, F, 
H, and J from accessing it. The primary objectives of the paper 
are as below: 

 To propose a novel DL-based method for the effective 
detection of DDoS attacks in VANET. 

 To incorporate auto encoders for better feature 
extraction. 

 Evaluate the efficiency of the proposed model with the 
current approaches. 

The remaining of the paper is structured as: Section II 
provides an overview of existing methodologies for detecting 
attacks in VANETs, laying the foundation for the proposed 
research. Section III outlined the method details of the proposed 
approach. The outcomes of the study, including the efficiency of 
the suggested approach in detecting alternative approaches, are 
discussed in Section IV. Final, Section V offers remarks 
summarizing the findings and implications of our work. 

II. LITERATURE REVIEW 

Zu et al. [5] introduced a detection method that utilized 
beacon packets in vehicles to trace malicious vehicle sources. 
Their approach involved Roadside Units (RSUs) instructing 
vehicles to execute key transmission and reception, enabling 

them to assert their physical presence. RSUs then analyzed 
beacon packets to construct a neighbor graph, determining 
vehicle credibility. Experimental findings validated the efficacy 
of the proposed method, achieving identification and monitoring 
of Sybil vehicles with accuracy and recall rates of 98.53% and 
95.93%, respectively. Significantly, the approach surpassed 
current solutions, especially in sustaining consistent detection 
rates in conditions of high vehicular density. 

The FC-LSR system, proposed by Almazroi et al. [6], 
introduced a fog computing-based lightweight solution to 
combat Sybil attacks in 5G-equipped vehicular networks. 
Utilizing Modified Merkle Patricia Trie (MMPT) and Merkle 
Hash Tree (MHT), the system securely stored vehicles' 'current 
status' values while ensuring data anonymity. Significantly, the 
approach surpassed current solutions, especially in sustaining 
consistent detection rates in conditions of high vehicular density. 
However, limitations involve vulnerability to neighbor-based 
manipulation and single-point failure risks. 

Ahmed et al. [7] proposed an Intrusion Detection System 
(IDS) utilizing ML to mitigate DDoS attacks in VANETs. The 
approach addressed rising security concerns, particularly due to 
DoS and DDoS attacks flooding the network with malicious 
packets. By combining Random Projection (RP) and 
Randomized Matrix Factorization (RMF) methods, the IDS 
sought to improve detection abilities by extracting significant 
features from network traffic data. Experimental evaluation 
revealed outstanding accuracy compared to existing methods, 
with a combined accuracy of 0.98. However, research focused 
specifically on the identification of DoS and DDoS attacks and 
did not address energy consumption or computational 
complexity. 

Dayyani & Abbaspour [8] proposed the SybilPSIoT method, 
which proposed a combined method integrating prevention and 
detection in a decentralized manner in Social Internet of Things 
(SIoT) based on smart contracts. A model utilized signed SIoT 
network entities and labels functioning as points in a network, 
and incorporating trust paths to assess the target node. Game 
theory was employed for access control to prevent Sybil from 
creating new objects. The method was found to be efficient in 
rapid detection and prevention of Sybil, considering the 
limitations of smart contracts. Evaluation data showed its 
superior performance compared to the SybilSCAR approach. 

A DL model based on GRU was proposed by ALMahadin et 
al. [9] for detecting anomalies in VANET network traffic hence 
it is crucial for identifying unknown threats like DoS floods and 
providing security insights for multimedia services. The 
proposed model, SEMI-GRU, utilized a semi-supervised 
approach to enhance accuracy. Results showed that SEMI-GRU 
outperformed existing methods with low false positive rates. 
However, challenges remained, including real-time detection 
and limited labeled data accessibility. 

Vermani et al. [10] suggested a framework utilizing 
ensemble learning to identify malicious nodes. in SDN-based 
VANETs, with a particular emphasis on internal position 
falsification attacks. Various ML algorithms, including SVM, k-
NN, Logistic Regression (LR), Naïve Bayes (NB), and Random 
Forest (RF), were evaluated using the VeReMi dataset.  Among 
the ML algorithms tested, Random Forest demonstrated the 
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most effective performance in identifying attacks. Additionally, 
the study compared two collective classification techniques, 
voting and stacking, used for the purpose of decision-making. 
Both approaches improved classification accuracy and reduced 
prediction time, with stacking requiring less time than voting 
while achieving comparable accuracy levels to Random Forest. 
However, the study's focus on internal position falsification 
attacks within SDN-based VANETs limited its generalizability 
to other attack types and VANET configurations. 

Magsi et al. [11] aimed to propose a comprehensive solution 
addressing the security, privacy, and routing challenges in 
Vehicular Named Data Networking (VNDN). Introduced three 
key components: an ML-based reputation evaluation model, a 
decentralized blockchain system for privacy preservation, and 
the enhancement of VNDN routing through a transition from 
pull to push-based content dissemination using a Publish-
Subscribe (Pub-Sub) approach. The approach utilised ML 
techniques for attacker detection, blockchain for privacy 
preservation, and Pub-Sub for efficient content distribution. For 
evaluation, utilized the BurST-Australian dataset for 
Misbehavior Detection (BurST-ADMA) and applied five ML 
classifiers, including LR, Decision Tree, KNN, RF, and NB. The 
outcomes demonstrated that the RF achieved the highest 
accuracy rate in identifying attackers, followed by Decision 
Tree. Despite promising outcomes, the study faced limitations, 
such as reliance on simulation-based datasets and potential 
scalability challenges associated with blockchain integration. 

Alsarhan et al. [12] proposed the utilization of SVM along 
with three intelligent optimization algorithms - Genetic 
Algorithm, Particle Swarm Optimization, and Ant Colony 
Optimization for attack detection in VANET. The primary 
objective was to optimize the accuracy of intrusion detection in 
VANETs by fine-tuning the parameters of the SVM classifier 
using optimization algorithms. The model addressed the security 
vulnerabilities in VANETs and improve the reliability of 
communication among smart vehicles. To assess how well the 
suggested approach works, trials were carried out utilizing the 
NSL-KDD dataset, and the performance of each optimization 
algorithm in optimizing SVM parameters was assessed based on 
classification accuracy. The study sought to contribute to the 
development of more robust intrusion detection systems for 
VANETs, thereby enhancing the security of vehicular 
communication systems. Despite the promising results obtained, 
the study acknowledged limitations such as reliance on 
simulated data and the exclusive focus on SVM-based detection 
methods. 

Patil & Mallapur [13] enhanced the security of message 
dissemination within VANET by integrating ML, blockchain, 
and the interplanetary file system (IPFS). The methodology 
involved blockchain technology to create immutable records of 
events in a distributed environment, complemented by IPFS for 
storing event content with addressability. Metadata information 
from IPFS was managed using smart contracts and uploaded to 
a distributed ledger. Subsequently, K-means clustering was 
employed to classify vehicles as malicious or benign, followed 
by the use of a SVM classifier to find malicious event messages. 
The evaluation of the proposed system demonstrated its 
effectiveness in identifying and filtering out malicious 
messages, thereby ensuring the transmission of only secure 

messages within the network. Furthermore, the approach 
exhibited minimal consumption time compared to existing 
methods, indicating its efficiency in event detection and 
validation. However, limitations included the reliance on 
theoretical analysis and simulations for evaluation. 

Canh & HoangVan [14] proposed a ML-driven strategy to 
identify blackhole attacks within VANET, aiming to fortify 
network security. Initially, a thorough dataset comprising both 
normal and malicious traffic flows was compiled to facilitate 
analysis. Distinctive features were identified to differentiate 
blackhole attacks from typical network behavior. Subsequently, 
a range of ML algorithms, including Gradient Boosting (GR), 
RF, SVMs, KNN, NB, and LR, were evaluated for their efficacy 
in differentiating between normal and harmful nodes. 
Experimental outcomes showcased the superior performance of 
GR and RF algorithms in pinpointing blackhole nodes, followed 
by SVMs and KNN. Although NB and LR demonstrated 
relatively lower effectiveness, they offered valuable insights 
into the detection process. 

In response to the urgent need for robust detection 
mechanisms to safeguard VANET against DDoS attacks, a 
hybrid algorithm based on SVM kernels, AnovaDot, and 
RBFDot, was proposed by Adhikary et al. [15]. The aim was to 
enhance the DDoS attacks detection in VANETs and mitigate 
potential threats to commuter safety and network integrity. The 
proposed hybrid algorithm leveraged features such as packet 
drop, jitter, and collisions to simulate network communication 
scenarios under both normal conditions and DDoS attacks. The 
hybrid model exhibited higher accuracy and effectiveness in 
differentiating between normal and DDoS attacks, as evidenced 
by improved performance metrics across the evaluation criteria. 
One limitation was the complexity of implementing and fine-
tuning the hybrid model, which required significant 
computational resources and expertise. Additionally, the 
effectiveness of the algorithm varied depending on the specific 
characteristics of the VANET environment and the nature of the 
DDoS attacks encountered. 

Anyanwu et al. [16] introduced an IDS targeting DDoS 
attacks. With the Radial Basis Function (RBF) kernel of the 
SVM classifier and a Grid Search Cross-Validation (GSCV) 
method, the IDM aimed to enhance detection accuracy. 
Deployed on OBUs, it analysed vehicular data to classify 
messages as benign of a DDoS attack. Experimental results 
demonstrated superior performance compared to alternative ML 
algorithms, with optimal RBF-SVM parameters of "C"=100 and 
"gamma" (γ)=0.1. Achieving an accuracy 99.33% and a 
detection rate 99.22%, the IDM outperformed existing 
benchmarks, highlighting its efficacy in detecting DDoS 
intrusions. 

A fog computing-based Sybil attack detection framework 
(FSDV) was proposed by Paranjothi & Atiquzzaman.[17] 
FSDV utilized onboard units (OBUs) installed in vehicles to 
establish a dynamic fog for detecting rogue nodes, aiming to 
mitigate scenarios with high vehicle density. Evaluations 
conducted through simulations using OMNET++ and SUMO 
simulators revealed significant improvements with FSDV, 
achieving a reduction of 43% in processing delays, 13% in 
overhead, and 35% in FPR compared to existing schemes. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

669 | P a g e  

www.ijacsa.thesai.org 

Notably, FSDV demonstrated scalability and efficiency, 
outperforming previous techniques by up to 32%. Furthermore, 
it eliminated the reliance on roadside infrastructures or historical 
vehicle data for rogue node detection, providing a notable 
advantage. Despite its effectiveness, FSDV is subject to 
simulation-based constraints. 

Velayudhan et al. [18] developed the Emperor Penguin 
Optimization (EPO) based Routing protocol (EPORP) to tackle 
the challenge of identifying Sybil attacks and enhancing system 
efficiency in VANETs. The main goal was to detect Sybil 
attacks and bolster security within VANETs, achieved through 
the utilization of the Rumour riding technique for Sybil attack 
detection and the Split XOR (SXOR) operation for safeguarding 
messages and data. In SXOR, the optimal key was generated 
using the EPO algorithm. Results indicated that the EPORP 
protocol outperformed others with a higher delivery ratio (0.96), 
demonstrating superior message delivery capabilities. However, 
the study faced limitations including reliance on simulation-
based assessments. 

The Sybil Detection using Classification (SDTC) approach 
was introduced by Kakulla & Malladi [19] to mitigate Sybil 
attacks within VANETs. SDTC leveraged Extreme Learning 
Machine (ELM) to enhance detection accuracy while reducing 
false positives. Through extensive simulations conducted in 
realistic VANET environments, the performance of SDTC was 
assessed across various metrics, including accuracy, and 
processing time. The outcomes indicated that SDTC achieved 
superior detection accuracy compared to existing 
methodologies, accompanied by a notable decrease in false 
positives. Nonetheless, limitations were identified, such as 
reliance on simulated environments, potential performance 
variability under diverse conditions, and concerns regarding 
scalability. 

Despite advancements in security solutions for VANET, a 
notable gap persists in the realm of DDoS attack detection 
tailored explicitly to VANET environments. Existing studies 
have predominantly focused on traditional DDoS detection 
methods, often adapted from general network security 
approaches, which may not adequately address the unique 
characteristics and challenges of VANETs. The limited 
emphasis on DDoS attacks within VANET contexts underscores 
the necessity for dedicated research efforts aimed at developing 

specialized detection mechanisms capable of efficiently and 
effectively identifying and mitigating DDoS threats in 
VANETs. DDoS attacks pose significant risks to VANETs by 
disrupting critical services, compromising traffic management 
systems, and jeopardizing the safety of drivers and passengers. 
Thus, there is an urgent need for innovative approaches that 
leverage VANETs' dynamic nature, such as the mobility of 
vehicles and the dynamic network topology, to develop robust 
and adaptive DDoS detection mechanisms. 

III. MATERIALS AND METHODS 

Attack detection in VANETs is essential to ensure the 
dependability and safety of vehicular communication networks 
because it allows mitigation actions to be implemented in a 
timely manner, preventing disruptions to vital services and 
possible risks to pedestrians and passengers. So, in this paper a 
novel DL model is proposed incorporating the self-attention in 
LSTM architecture for efficient detection of DDoS attack in 
VANET. The workflow of the suggested method is depicted in 
block in Fig. 2. 

A. Dataset 

The study utilized VeReMi dataset sourced from Kaggle 
[20]. The VeReMi dataset is a simulated dataset developed for 
assessing attack detection mechanisms in VANETs and offers a 
diverse range of traffic behaviors and attacker scenarios. The 
dataset includes multiple scenarios featuring different vehicle 
and attacker densities (high, medium and low), as well as 
repeated parameter sets to ensure randomness. Each scenario 
contains detailed message logs from both attacking and benign 
vehicles, capturing various attributes like reception timestamps, 
claimed transmission times, sender IDs, GPS positions, RSSI 
values, and noise vectors. Additionally, a ground truth file 
accompanies the dataset, documenting the true Basic Safety 
Messages (BSM) attribute values for both attackers and benign 
vehicles. With a total of 225 simulation runs categorized by 
density, the dataset provides insight into the performance of 
attack detection methods across different VANET settings. 
Table I illustrates the parameters of the attacks in VeReMi 
dataset. Table II provides a comprehensive description of the 
VeReMi dataset, detailing the attributes and categories of 
attacks included in the dataset. 

 

Fig. 2. Illustration of the proposed model. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

670 | P a g e  

www.ijacsa.thesai.org 

TABLE I.  DESCRIPTION OF VEREMI ATTACK TYPE 

ID (ATTACK) PARAMETERS 

1 (Constant) x= 5560, y=5820 

2 (Constant offset) ∆x = 250, ∆y = −150 

4 (Random) uniformly random in playground 

8 (Random offset) ∆x, ∆y uniformly random from [−300, 300] 

16 (Eventual stop) stop probability + = 0.025 each position update (10Hz) 

TABLE II.  VEREMI DATASET DESCRIPTION 

Attributes Description 

Reception Timestamp Timestamp of message reception 

Claimed Transmission Time Time claimed by the sender 

Sender ID Unique identifier for the sender 

GPS Position Geographic coordinates (latitude, longitude) 

RSSI Value Received Signal Strength Indicator 

Noise Vector Noise values associated with the message 

Attack Type Type of attack (Constant, Constant offset, Random, Random offset, Eventual stop) 

Ground Truth True values of Basic Safety Messages (BSM) attributes for both attackers and benign vehicles 
 

B. Data Preprocessing and Augmentation 

Preprocessing is the cornerstone for robust and effective 
DDoS attack detection in VANETs, as it ensures that the data is 
cleansed, transformed, and structured to empower subsequent 
analysis and modeling. Its significance cannot be overstated, 
serving as the pivotal stage where raw data from the Veremi 
dataset is refined into a form conducive to accurate detection. 
By systematically cleaning the data, handling missing values, 
removing duplicates, and normalizing numerical features, 
preprocessing establishes a solid foundation for subsequent 
analysis. Also, noise reduction techniques enhanced the data 
quality. Data augmentation complements preprocessing efforts, 
enhancing the diversity and size of the dataset for robust model 
training. Through synthetic data generation techniques, such as 
data mirroring or noise injection, the dataset's diversity is 
increased, allowing models to generalize better to unseen 
scenarios. Random perturbation introduces variations to existing 
data samples, simulating different environmental conditions and 
enhancing model robustness. Augmentation via simulation 
further enriches the dataset by modeling diverse traffic 
conditions, network configurations, and attack scenarios. 

C. Feature Selection and Extraction using Convolution 

Autoencoder 

In the study, convolutional autoencoders are used for the 
feature extraction method.  Autoencoders present a compelling 
approach for feature extraction including spatial patterns in 
DDoS attack detection within VANETs, utilising the Veremi 
dataset. Comprising an encoder and decoder as shown in Fig. 3, 
Autoencoders aim to condense input information into a reduced-
dimensional latent space while endeavouring to accurately 
reproduce the initial input. This condensed representation, often 
referred to as the latent space or bottleneck layer, encapsulates 
essential features crucial for distinguishing between normal and 
anomalous traffic behavior, including potential DDoS attacks. 
By training on the Veremi dataset, autoencoders efficiently 
reduce the dimensionality of the high-dimensional input data 
while preserving critical information, aiding in mitigating the 
curse of dimensionality inherent in VANET data analysis. 
Moreover, their capability to capture complex patterns and 

relationships throughout the data makes them particularly adept 
at identifying subtle deviations indicative of DDoS attacks. As 
autoencoders operate in an unsupervised manner, they alleviate 
the need for labeled attack data, thereby enabling the learning of 
representations directly from raw input data without manual 
feature engineering or annotation. This underscores their 
significance as a potent tool for facilitating robust DDoS attack 
detection mechanisms to the unique challenges posed by 
VANET environments and the characteristics of the Veremi 
dataset. 

 

Fig. 3. Basic architecture of convolution autoencoder. 

In a convolutional autoencoder, the encoder operation 
involves convolutional layers followed by down sampling 
operations such as max-pooling. Mathematically, the output 
feature map Z at each layer can be represented as Eq. (1). 

                                𝑍 = 𝑓𝑐𝑜𝑛𝑣(𝑋)                                    (1) 

where 𝑓𝑐𝑜𝑛𝑣 denotes the convolutional operation applied to 
the input data 𝑋. The decoder operation comprises up sampling 
operations followed by convolutional layers. The reconstructed 

output �̂� is given by Eq. (2), 

                          �̂�=𝑓𝑑𝑒𝑐𝑜𝑛𝑣(𝑍)                             (2) 

where 𝑓𝑑𝑒𝑐𝑜𝑛𝑣 represents the deconvolutional operation 
applied to the latent representation. Autoencoders operate by 
minimizing the reconstruction error between the input data and 
the output reconstructed by the decoder. The loss function 
measures the discrepancy between the original input data 𝑋 and 

its reconstruction �̂� . The mean square error (MSE) is a 
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commonly used loss function for autoencoders as given by Eq. 
(3), 

                   𝐿𝑀𝑆𝐸 =
1

𝑁
∑ ‖𝑋𝑖 − 𝑋�̂�‖

2𝑁
𝑖=1                              (3) 

where, N is the number of samples in the dataset. The 
convolution operation involves sliding a kernel over the input 
data to perform feature extraction [23]. Mathematically, the 
output feature map 𝑍 at each layer can be calculated by Eq. (4), 

      𝑍𝑖,𝑗 = ∑ ∑ (𝑋𝑖+𝑚,𝑗+𝑛 × 𝐾𝑚,𝑛) + 𝑏𝑁−1
𝑛=0  𝑀−1

𝑚=0             (4) 

Max-pooling is frequently used following convolutional 
layers to decrease the size of feature maps and diminish spatial 
dimensions. This process involves choosing the highest value 
from a group of neighboring values. In mathematical terms, the 
result of the max-pooling operation can be represented by Eq. 
(5), 

    𝑍𝑖,𝑗 = 𝑚𝑎𝑥𝑚,𝑛∈𝑝𝑜𝑜𝑙𝑖𝑛𝑔 𝑟𝑒𝑔𝑖𝑜𝑛𝑋𝑖+𝑚,𝑗+𝑛                     (5) 

The algorithm for the Convolution Autoencoder is given 
below. 

Algorithm 1 Convolution Autoencoder 

Input: Veremi dataset, num_epochs: Number of training epochs, 
mini_batch_size: Size of mini-batches for stochastic gradient 
descent, learning_rate: Learning rate for optimization algorithm  

Output:Trained convolutional autoencoder model 

Initialize parameters: 

   - Initialize weights and biases for convolutional and 
deconvolutional layers randomly 

Define Loss Function: 

   - Define Mean Squared Error (MSE) loss function 

Training Loop: 

   for epoch in range(num_epochs): 

       for each mini-batch in training set: 

           a. Forward Pass: 

              - Compute encoder output (latent representation) using 
Equation (1) 

              - Compute decoder output (reconstruction) using 
Equation (2) 

           b. Compute Loss: 

              - Compute MSE loss between input and reconstruction 
using Equation (3) 

           c. Backpropagation: 

              - Update encoder and decoder parameters using 
gradient descent 

       d. Validate model performance: 

           - Compute MSE loss on validation set 

 Feature Extraction: 

   - Use trained encoder to extract features from VANET dataset: 

     - Pass input data through encoder to obtain latent 
representations (encoded features) 

Output: Extracted features serve as input for downstream 
analysis tasks 

D. LSTM Self Attention Model 

A self-attention mechanism-equipped LSTM model is 
proposed in this paper for effectively detecting DDoS attacks in 

VANETs utilizing the sequential nature of the data and focusing 
on relevant parts of the input sequence. The basic architecture of 
LSTM model is given in Fig. 4. The LSTM, type of recurrent 
neural network (RNN), especially proficient at managing 
sequential data, like time-series information, found in VANETs. 
It maintains state, allowing it to acquire long-range 
dependencies in the data while mitigating the vanishing gradient 
problem. The LSTM model consists of LSTM cells, each of 
which has input, forget, and output gates to regulate the flow of 
information. The state equations for the LSTM network are 
given as follows, 

Input Gate, 𝐼𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)           (6) 

Forget Gate, 𝐹𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)          (7) 

Candidate Memory,𝐶�̌� = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1,𝑥𝑡] + 𝑏𝑐)    (8) 

Memory Cell, 𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̌�           (9) 

Output Gate, 𝑂𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)      (10) 

Hidden State, ℎ𝑡 = 𝑂𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑐𝑡)           (11) 

where, 𝑥𝑡 is the input variable at each time step t. The input 
vectors are represented by several weight matrices 𝑊𝑖 , 𝑊𝑓, and 

𝑊𝑐 . The sigmoid activation function is shown by 𝜎 , 
Furthermore, the bias values for the input, cell state, forget gate, 
and output gate are indicated by 𝑏𝑖 𝑏𝑓, 𝑏𝑐, and 𝑏𝑜, respectively. 

 
Fig. 4. LSTM architecture. 

Self-attention allows the model to focus on different parts of 
the input sequence, prioritizing important information and 
disregarding unimportant sections. It computes attention 
weights for each time step based on the input sequence. The 
model architecture of LSTM with Self-attention mechanism is 
provided by Fig. 5. 

The attention weights 𝛼𝑡 are evaluated as a function of the 
hidden states ℎ𝑡 of the LSTM cells as given in Eq. (12). 

                           𝛼𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝛼ℎ𝑡)                              (12) 

The context vector 𝑐 is evaluated as the weighted sum of the 
hidden states a in Eq. (13). 

                                  𝑐 = ∑ ∝𝑡 ℎ𝑡
𝑇
𝑡=1                                   (13) 

The context vector 𝑐 obtained from the self-attention 
mechanism is then used as input to a classification layer, a fully 
connected layer followed by a softmax activation function, to 
predict the probability of DDoS attacks. 
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Fig. 5. LSTM Self attention model. 

The context vector 𝑐 obtained from the self-attention 
mechanism is then used as input to a classification layer, a fully 
connected layer followed by a softmax activation function, to 
predict the probability of DDoS attacks. By integrating the 
LSTM with self-attention, the model effectively captures long-
term dependencies and relevant features in the sequential data, 
which are critical for identifying DDoS attacks. This combined 
approach utilizes the strengths of both LSTM and self-attention, 
making it a potent tool for robust DDoS attack detection in the 
challenging VANET environment. The self-attention 
mechanism, in particular, makes the model prioritize crucial 
parts of the input sequence, thus improving detection 
performance without requiring extensive labeled data, which is 
a significant advantage in unsupervised learning contexts. 

E. Hardware and Software Setup 

The model was developed and trained using Google 
Collaboratory with GPU acceleration. The software 
environment for the detection of DDoS attacks in VANET is 
implemented in Python using TensorFlow which is known for 
its scalability and deployment capabilities. The extensive 
computing resources of Google Colab combined with Keras's 
user-friendly interface made the process of developing models 
easier and guaranteed the successful training and application of 
intricate neural network designs. The system with Intel Core i5-
8300H CPU, 16GB RAM, and a GTX1050 GPU is used to 
perform this research. Hyperparameters are essential 
configuration parameters that define the behavior and operation 
of a DL framework during training. Table III represents the 
hyperparameters used. 

TABLE III.  HYPERPARAMETER SPECIFICATION 

Hyperparameters Values 

Optimizer Adam 

No. of epochs 50 

Loss Function Binary Cross Entropy 

Activation Function Softmax 

Batch size 32 

IV. RESULT AND DISCUSSION 

A. Performance Evaluation 

The performance was evaluated using the evaluation metrics 
as shown in Table IV. These metrics provide quantifiable 
assessments of the model's performance and aid in determining 
how effectively it can detect DDoS attack in VANET. To assess 
the impact of feature selection, experiments are conducted 
before and after feature selection. The classification report of the 
DDoS attack detection using LSTM self-attention model is 
given in Table V. From Table V, it is clear that the model 
demonstrates high performance across various evaluation 
metrics, indicating its effectiveness in correctly identifying both 
positive and negative instances with an 98.39% accuracy, 
97.79% precision, 98.00% recall, and 98.20% F1-score, these 
metrics highlight the model's ability to achieve a balance 
between minimizing FP and FN, making it reliable for real-
world applications where precision and recall are equally 
important. The visual depiction of the assessment outcome of 
the suggested model is given in Fig. 6. 

TABLE IV.  EVALUATION PARAMETERS 

Performance Metrics Equations 

Accuracy 
(𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 

+  𝐹𝑁) 

Precision 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃) 

Recall 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁) 

F1 Score 
2 ∗  (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙) 

/ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
+  𝑟𝑒𝑐𝑎𝑙𝑙) 

where, 𝑇𝑃-true positives, 𝐹𝑃-false positives, 𝑇𝑁-true negatives and 𝐹𝑁-
false negatives 

TABLE V.  CLASSIFICATION REPORT OF PROPOSED METHOD BEFORE AND 

AFTER FEATURE SELECTION 

Evaluation Metrics 
Before Feature 

Selection 

After Feature 

Selection 

Accuracy 97.20% 98.39% 

Precision 96.80% 97.79% 

Recall 97.00% 98.00% 

F1- Score 96.90% 98.20% 

 
Fig. 6. Graphical representation of performance evaluation. 
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The Receiver Operating Characteristic (ROC) curve is 
crucial for evaluating the performance of the proposed model. It 
plots the TP Rate (TPR) against the FP Rate (FPR) as in Fig. 7, 
showcasing the trade-off between sensitivity and specificity. 
The Area Under the ROC Curve (AUC) acts as a singular 
numerical representation capturing the model's capacity to 
differentiate between different classes. The proposed model 
provides an AUC of 0.985 indicating perfect classification 
whether the VANET is detected with DDoS attack or not. This 
graphical representation and the accompanying AUC offer 
meaningful observations about the model's efficacy, making the 
ROC curve an essential component in the assessment of 
classification algorithms. 

 

Fig. 7. ROC curve. 

To provide a detailed breakdown of the model's 
performance, the confusion matrix is presented in Fig. 8. This 
matrix offers insights into the model's ability to correctly 
classify instances of DDoS attacks and benign activities. 

 
Fig. 8. Confusion matrix. 

To further evaluate the training process of our proposed 
model, we present the accuracy and loss curves over the training 
epochs. Fig. 9 depicts the accuracy and loss curves respectively, 
showcasing the convergence behavior and stability of the model 
during training. 

 

Fig. 9. Accuracy and Loss plot of the proposed model.

B. Performance Comparison 

The proposed method is compared with existing models for 
various attack detection which utilises both DL and ML. Table 
IV shows the effectiveness of the suggested method in 
comparison with the current techniques regarding accuracy. 

In addition to performance metrics, the training times of 
various models were recorded to assess computational 
efficiency. Table VII presents the training times for the proposed 
model and other baseline models. 

In addition to its superior performance metrics (98.39% 
accuracy, 97.79% precision, 98.00% recall, and 98.20% F1-
score), the proposed model demonstrates efficient training with 
a time of just 3.5 hours [24]. This outperforms the training times 
of other baseline models, highlighting the proposed model's 
advantage in both computational efficiency and detection 
capability. The proposed model’s balanced approach to 
minimizing both training time and achieving high detection 
accuracy makes it an optimal choice for real-time DDoS attack 
detection in VANETs. 
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TABLE VI.  PERFORMANCE COMPARISON 

Methodology Accuracy 

GRU [9] 90.89 

SVM + ANOVA [15] 97.20 

SVM+GSCV [16] 96.40 

DT+NN [21] 95.00 

Deep Belief Network [22] 96.00 

PROPOSED MODEL 98.39 

TABLE VII.  TRAINING TIME COMPARISON 

Model Training time (hours) 

GRU 4.8 

SVM+ANOVA 5.0 

SVM+GSCV 5.2 

DT+NN 4.0 

Deep Belief Network 5.6 

Proposed model 3.5 

V. CONCLUSION 

DDoS detection in VANETs arises from the critical 
importance of maintaining the reliability and security of 
vehicular communication networks. As vehicles increasingly 
rely on VANETs for real-time communication and cooperation 
to enhance road safety, and traffic efficiency, and enable various 
applications, the potential impact of DDoS attacks becomes 
increasingly significant. The proposed method for DDoS attack 
detection in VANETs, which combines LSTM with a self-
attention mechanism, exhibits outstanding performance across 
multiple evaluation metrics. With an 98.39% accuracy, 97.79% 
precision, 98.00% recall, and 98.20% F1-score, the model 
demonstrates remarkable efficacy in accurately identifying 
instances of DDoS attacks while maintaining a balance between 
minimizing FP and FN. The ROC curve analysis further 
validates the model's effectiveness, yielding an AUC of 0.985, 
signifying its excellent ability to discern between classes. 
Comparison with existing methods underscores the superiority 
of the proposed approach, solidifying its position as a robust and 
efficient resolution for amplifying the safety and dependability 
of automotive communication networks. Future research could 
focus on incorporating real-time adaptive learning mechanisms 
to improve the model's responsiveness to emerging DDoS attack 
patterns. Additionally, integrating this model with other 
cybersecurity frameworks could create a comprehensive, multi-
layered defence system for VANETs, enhancing overall 
network resilience and safety. 
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Abstract—The volume and complexity of textual data have 

significantly increased worldwide, demanding a comprehensive 

understanding of machine learning techniques for accurate text 

classification in various applications. In recent years, there has 

been significant growth in natural language processing (NLP) and 

neural networks (NNs). Deep learning (DL) models have 

outperformed classical machine learning approaches in text 

classification tasks, such as sentiment analysis, news 

categorization, question answering, and natural language 

inference. Dimension reduction is crucial for refining the classifier 

performance and decreasing the computational cost of text 

classification. Existing methodologies, such as the Improved 

Relative Discrimination Criterion (IRDC) and the Relative 

Discrimination Criterion (RDC), exhibit deficiencies in proper 

normalization and are not well-balanced regarding distinct class's 

term ranking. This study introduced an improved feature-ranking 

metric called the Balanced Relative Discrimination Criterion 

(BRDC). This study measured document frequencies into term-

count estimations, facilitating a normalized and balanced 

classification approach. The proposed methodology demonstrated 

superior performance compared to existing techniques. 

Experiments were conducted to evaluate the efficacy of the 

proposed techniques using Decision Tree (DT), Logistic 

Regression (LR), Multinomial Naïve Bayes (MNB), and Long 

Short-Term Memory (LSTM) models on three benchmark 

datasets: Reuters-21578, 20newsgroup, and AG News. The 

findings indicate that LSTM outperformed the other models and 

can be applied in conjunction with the proposed BRDC approach. 

Keywords—Text classification; balanced relative discrimination 

criterion; dimension reduction; feature ranking; deep learning; 

machine learning 

I. INTRODUCTION 

Owing to the persistent expansion of information technology, 
the production of available information poses a substantial 
challenge, and to manage big data has garnered considerable 
attention. Approximately 80% of companies manage and arrange 
their data in a text format. [1, 2], and is increasing daily. 
Classification is dynamic in machine learning, particularly text 
classification, in which text documents are automatically sorted 
into predefined categories. Various machine learning classifiers, 

such as Decision Trees (DT), Logistic Regression (LR), and 
Multinomial Naïve Bayes (MNB), have been used to evaluate 
text classification performance [3, 4]. Text classification is a 
fundamental approach for detecting and classifying textual data 
[5]. 

The performance of a model is influenced by several factors, 
with input data being one of the most important. Various types of 
textual datasets were used to increase the number of input 
variables in the model. However, the high dimensionality of the 
feature space can hinder the text classification performance. 
Thus, reducing dimensionality is a critical challenge in text 
classification [6]. Not all features hold equal significance in 
datasets comprising text with high-dimensional features, and 
some may be redundant, irrelevant, or noisy. To classify a 
document into different classes, the discriminative capabilities of 
features are used in machine learning algorithms to solve a given 
classification problem, where each feature is represented as a 
discrete characteristic [7]. This helps reduce the computational 
cost and increases the performance and prediction accuracy [8]. 
As document collections increase, there is a need for more 
advanced information processing methods to search, retrieve, 
and organize text efficiently. Machine learning approaches have 
accomplished superior performance, resulting in natural 
language handling. The outcome of these learning approaches 
depends on their ability to grasp complex models and non-
straight connections within information. Nonetheless, tracking 
reasonable designs, models, and methods for text 
characterization is difficult for specialists [9]. Removing 
redundant and irrelevant variables from the input data before 
proceeding with the model is crucial. This is performed using 
feature selection, which decreases the computational cost and 
improves prediction accuracy by providing enhanced and 
minimized data [8]. Feature selection is essential when using 
high-dimensional datasets in which the number of observations 
is less than the number of features [10]. The significant 
contributions of this study are as follows: 

 Proposed BRDC for Text Classification that increases 
classification. 
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 Purpose a normalized and balanced technique, compared 
to RDC and IRDC, for a balanced and efficient text 
classification. 

 Reduce the number of iterations to calculate the AUC. 

 A definite integral-based method to calculate the Area 
Under the Curve (AUC). 

 The classification experiments used both machine 
learning and deep learning models. 

 The proposed model was compared using three balanced 
and unbalanced datasets. 

This research proposes a normalized term ranking approach 
in which each term in distinct classes gets a balanced rank. The 
proposed feature ranking approach, Balanced Relative 
Discriminant Criterion (BRDC), compared with existing feature 
ranking approaches such as Relative Discriminant Criterion 
(RDC) and Improved Relative Discriminant Criterion (IRDC), 
experiments results show the proposed approach outperforms the 
in comparison to the existing approaches. 

II. LITERATURE REVIEW 

Text classification involves categorizing large volumes of 
text into one or more predefined categories based on the content 
or characteristics of the text [11]. In this section, we explain the 
different feature ranking techniques used for various types of 
classification, most of which are based on document frequency. 
Feature ranking techniques can be categorized into three types: 
filter-based, wrapper, and embedded [12, 13]. The leading causes 
of declining algorithmic performance in text classification are 
categorization and feature extraction from documents that 
employ the extracted features. The primary purpose of the feature 
ranking technique is to reduce the dimensionality of the dataset(s) 
by eliminating irrelevant features for classification. Dimension 
reduction has several advantages, such as reducing the dataset 
size, lowering the computational demands of text categorization 
algorithms (particularly those that do not scale well with large 
feature sets), and significantly reducing the search space [14]. A 
study demonstrated how applying bagging and Bayesian 
boosting techniques to classification algorithms, such as 
Multinomial Naïve Bayes (MNB) and K-nearest neighbor (K-
NN), can improve their performance [15]. To determine which 
strategy was most effective in capturing text features and 
enabling the classifier to achieve the highest accuracy, a study 
analyzed the outcomes of applying three text feature extraction 
algorithms while classifying short sentences and phrases using a 
neural network. Term frequency Inverse Document Frequency 
(TF-IDF) and its two variations, which use various 
dimensionality reduction approaches, are among the feature 
extraction methods explored. A document frequency-based 
comparison was performed using Term Frequency Inverse 
Document Frequency (TF-IDF), Latent Semantic Analysis 
(LSA), and Linear Discriminant Analysis (LDA), and the results 
showed that the document frequency-based technique performed 
well [16]. 

There are two main methods for minimizing the dimensions 
of the feature vectors. Feature selection is the first approach to 
creating a new subset of the initial feature collection. Feature 
extraction is the second method for reducing dimensions. It 

makes a new feature set in a new feature space with smaller 
dimensions. The linear separability of the classes determines 
whether the two techniques are linear or nonlinear [17]. One 
study assessed and analyzed three Stemming methods. They are 
Light-Stemming Root-Based-Stemming, and Dictionary-Based 
Stemming. The intention is to decrease the element space into an 
information space with a much lower aspect ratio for two cutting-
edge classifiers: artificial neural networks and support vector 
machines (SVM) [18]. Document Frequency (DF) and Term 
Variance (TV)-based methods were proposed for feature 
selection, and the next Principal Component Analysis (PCA) 
method was applied to reduce further the features, which were 
tested on the Reuters-21578 benchmark dataset and showed 
effective results [19]. The filter-based technique is typically 
faster and independent of the induction algorithm’s function, 
meaning the selected feature can be input to any model’s 
algorithm for further processing [20]. To identify a reliable 
strategy that can be applied to real datasets, one study evaluated 
the effectiveness of several feature selection techniques under 
diverse scenarios using synthetic datasets, in which different 
filtering measures can be employed for classification, such as 
distance, dependence, information, statistical measures, and 
consistency [21, 22], such as chi-square and information gain 
[23, 24]. A study evaluated machine learning methods for serial 
analysis of gene expression (SAGE)--based cancer classification, 
suggesting using chi-square for gene selection to address the high 
dimensionality in the dataset. The support vector machine (SVM) 
and Naive Bayes (NB) emerged as top-performing classifiers, 
and chi-square selection improved the performance across all 
methods. These experiments were conducted on human brain and 
breast SAGE datasets. It uses the principal criteria for variable 
selection by ordering the filter technique using the variable 
ranking method. Filter-based techniques are frequently used 
because of their simplicity and exemplary performance in real-
life applications. This technique uses a threshold as a suitable 
rambling criterion to score a variable [25]. When we talk about 
real-world applications, owing to the heavy reliance on 
clustering, the wrapper-based technique is unsuitable mainly 
because it requires clusters, and to evaluate clustering in diverse 
subspaces, there is a lack of suitable clustering criteria [26]. 

A feature ranking metric named relative discrimination 
criterion (RDC) [27] considers both document frequencies and 
term count to estimate the importance of a term; in this study, the 
performance of RDC is compared using two classifiers such as 
Support Vector Machine (SVM) and Naive Bayes (NB) 
classifiers on benchmark datasets, the said technique is not well 
normalized. However, the RDC technique needs to be 
normalized, and an optimal and balanced solution for dimension 
reduction is required. Another feature ranking technique was 
introduced and named the Improved Relative Discriminative 
Criterion (IRDC) [28], which uses document and term 
frequencies to rank terms. IRDC prioritizes rarely occurring 
terms over frequently occurring ones. IRDC focuses on rarely 
occurring terms present in one class and absent in others, thereby 
achieving a balance between frequent and rare terms. The 
experimental results in this study show that IRDC outperforms 
existing techniques in terms of the F-measure on datasets such as 
Reuters-21578 and 20newsgroup using classifiers such as 
Decision Tree (DT), Naïve Based (NB), and Support Vector 
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Machine (SVM), which also need to optimize the data to achieve 
a better result. 

A study introduced a novel approach called the De-
redundancy Relative Discrimination Criterion (DRDC), 
designed to assess terms' importance while considering their 
redundancy [29]. DRDC incorporates the Relative 
Discrimination Criterion (RDC) and Mutual Information (MI) to 
gauge term relevance to categories and the redundancy between 
terms. During the selection process, the RDC and mutual 
information scores were normalized separately to balance them 
and mitigate the impact of mutual information. A study merged 
the Relative Discrimination Criterion (RDC) with Ant Colony 
Optimization (ACO) in a two-stage feature selection (FS) 
technique [30]. Initially, the RDC ranks the features based on 
their values, and those with values lower than a threshold are 
eliminated from the feature set. Subsequently, the ACO-based 
feature selection method acts as a wrapper method for selecting 
redundant or irrelevant features that are not eliminated in the first 
stage. The experimental results demonstrate the efficacy of the 
RDC-ACO method for text feature selection. 

III. PROPOSED APPROACH 

This study proposes a Balanced Relative Discrimination 
Criterion (BRDC) that uses normalization and balanced 
approaches for feature ranking to increase the accuracy and 
performance of the model. This study consisted of four main 
stages, explained in detail in this section. The proposed technique 
calculates the document of each term count to obtain information 
from the given text. The BRDC considers the differences 
between the DF and the respective Term Counts (TC) in the 
positive and negative classes. In previous studies, an effective 
measure using DF has been used for feature selection in textual 
data classification. It calculates the number of documents and 
their terms in a specific class and counts them as a feature, which 
can be a specially derived attribute, word, or sentence. If a 
document contains a feature, the DF increases by 1. Traditional 
DF metric counting has a drawback because it does not consider 
the importance of a feature in a specific document [31]; therefore, 
the term count is ignored when ranking a particular term [32]. In 
this proposed approach, terms count ranked in distinct classes in 
a balanced way. Two standard techniques are used to build a 
multiclass classifier, namely one-against-one and against-all, to 
break down multiclass classification problems into binary 
classification problems [33]. This means the multiclass problem 
is usually divided into multiple two-class issues, where one class 
is positive, and all other courses are combined to form a negative 
class. The dataset comprised documents categorized into classes 
designed for training and evaluating algorithms on new 
documents. Three single-labeled datasets of varying sizes and 
class distributions were used: Reuter-21578, 20newsgroup, and 
AG News. These datasets are considered the standard for text 
classification and were sourced from The UCI Machine Learning 
Repository. Previous studies have widely used these methods 
[34-37]. Fig. 1 shows the overall working flow of the proposed 
model, which consists of four steps. BRDC is tailored for text 
classification and comprises four stages: preprocessing, feature 
selection, data modeling, and the last state as a post-analysis. The 
raw text underwent several preprocessing steps, such as 
tokenization, stemming, and stop-word removal. One class is 
treated as the positive class to handle binary to multi-class 

classification. In contrast, all other classes are combined to form 
the negative class used in this study for classification. Fig. 1 
shows the overall classification step. 

 

Fig. 1. Overall framework of BRDC. 

TABLE I. LIST OF DOCUMENTS IN EACH NEGATIVE AND POSITIVE CLASS 

Document Class Content of Document 

Doc1 Positive Red, Blue, Green, Green, Yellow 

Doc2 Positive Red, Green, Blue, Red. Yellow 

Doc3 Positive Green, Blue, Red, Yellow, Yellow 

Doc4 Positive Green, Red, Blue, Green, Blue 

Doc5 Positive Blue, Red, Blue, Red, Yellow, Green 

Doc6 Positive Blue, Green, Yellow, Green 

Doc7 Positive Yellow, Green, Blue, Red 

Doc8 Positive Yellow, Yellow, Red, Green, Red 

Doc9 Negative Blue, Green, Blue 

Doc10 Negative Green, Green, Yellow 

Doc11 Negative Red, Green, Red 

Doc12 Negative Green, Blue, Yellow 

Doc13 Negative Blue, Red 

Doc14 Negative Green, Blue, Green, 

Doc15 Negative Blue, Red, Red 

Doc16 Negative Green, Yellow, Yellow 

Table I shows the total number of documents, the class of the 
document, and the content of the document. 

Fig. 2 shows the process of converting the document into 
terms, which consists of a document “Deep learning is a subset 
of machine learning,” which contains the following terms:  Deep 
count is 1, learning 2 is 1, a 1 subset 1 of 1, and machine 1. 
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Fig. 2. ELABORATE the distinct word. 

A. Feature Ranking Metric 

Text classification feature selection metrics are typically 
based on a word's term or document frequency [38]. Most 
feature-ranking techniques use document frequency, such as chi-
square, to calculate the term rank of features in a textual dataset 
[39]. Categorical document frequency indicates the dispersal of 
a term over a separate category [40]. To determine the required 
rank using term counts, the document frequency is divided into 
the average of all frequencies for each term count, and this 
concept is considered a sample dataset. A balanced dataset 
significantly improves the data mining process [41]. 

Text normalization is critical in language- and speech-based 
application tasks [42]. This study also focused on proposing a 
Balanced Relative Discrimination Criterion (BRDC) feature 
ranking technique for text classification with a more normalized 
discriminant method, which normalized each term count by 
dividing the average values of all term counts. 

Table II consists of sixteen documents with four different 
terms; from one to eight, there are positive class documents, and 
from nine to sixteen, there are negative documents. 

TABLE II. TERM COUNT FOR EACH TERM ACCORDING TO THEIR CLASS 

Document Class F1 F2 F3 F4 

Doc1 Positive 1 1 2 1 

Doc2 Positive 2 1 1 1 

Doc3 Positive 1 1 1 2 

Doc4 Positive 1 2 2 0 

Doc5 Positive 2 2 1 1 

Doc6 Positive 0 1 2 1 

Doc7 Positive 1 1 1 1 

Doc8 Positive 2 0 1 2 

Doc9 Negative 0 2 1 0 

Doc10 Negative 0 0 2 1 

Doc11 Negative 2 0 1 0 

Doc12 Negative 0 1 1 1 

Doc13 Negative 1 1 0 0 

Doc14 Negative 0 1 2 0 

Doc15 Negative 2 1 0 0 

Doc16 Negative 0 0 1 2 

Table II elaborates on each term count concerning its class 
and count; here, the word is replaced with the term frequency. 

From color to frequency, the text label was renamed red as 
F1, blue as F2, green as F3, and yellow as F4. 

Table III describes the total number of term counts for each 
term in the positive class documents. 

TABLE III. TERM FREQUENCY OF POSITIVE CLASS 

Class TC F1 F2 F3 F4 

Positive 1 4 5 5 5 

Positive 2 3 2 3 2 

Positive 3 0 0 0 0 

Table IV describes the total number of terms counted for each 
term in the negative class documents. 

TABLE IV. TERM FREQUENCY OF NEGATIVE CLASS 

Class TC F1 F2 F3 F4 

Negative 1 2 4 4 3 

Negative 2 1 1 2 1 

Negative 3 0 0 0 0 

 

Fig. 3. Graph of term frequency of the positive class. 

 

Fig. 4. Graph of term frequency of the negative class. 
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Fig. 3 to 8 show each term's frequency graph in different 
classes. Table V elaborates on the total number of term counts 
for each positive and negative class. 

 

Fig. 5. Graph of frequency difference of the F1 class. 

 

Fig. 6. Graph of frequency difference of the F2 class. 

 

Fig. 7. Graph of frequency difference of the F3 class. 

 

Fig. 8. Graph of frequency difference of the F4 class. 

In Table V, P represent the positive and N represent the 
negative terms. The given positive and negative classes are 
normalized by dividing each term by the average of the total 
documents to obtain a normalized term in each positive and 
negative class, as described in Table VI. 

𝑢 =  ∑(
𝑛

𝐴𝑛
)

𝑛

𝑖=1

 

TABLE V. FREQUENCY DIFFERENCE OF EACH FREQUENCY IN EACH CLASS 

Term count 
F1 F2 F4 F4 

P N P N P N P N 

1 4 2 5 4 5 4 5 3 

2 3 1 2 1 3 2 2 1 

3 0 0 0 0 0 0 0 0 

TABLE VI. TERM FREQUENCY OF POSITIVE AND NEGATIVE CLASS 

Term count 
F1 F2 F3 F4 

P N P N P N P N 

1 0.40 0.20 0.416 0.333 0.357 0.285 0.454 0.272 

2 0.30 0.10 0.166 0.083 0.214 0.142 0.181 0.090 

3 0 0 0 0 0 0 0 0 
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TABLE VII. COUNT DIFFERENCE OF TERM FREQUENCIES 

Term Count (tc) P (Tprtc) N (Fprtc) Difference (D) Minimum (γ) BRDC = (D/γ) 𝐭𝐢𝐦𝐞𝐬 (AUCt = Sum +(BRDCtc+i/2)h) 

F1 

1 0.4 0.2 0.2 0.2 
4.5 

2 0.3 0.10 0.2 0.1 

F2 

1 0.416 0.333 0.083 0.333 
2.125 

2 0.166 0.083 0.083 0.083 

F3 

1 0.357 0.285 0.071 0.287 
1.125 

2 0.214 0.142 0.071 0.142 

F4 

1 0.454 0.272 0.181 0.272 
2.333 

2 0.181 0.090 0.090 0.090 

 

Fig. 9. Proposed BRDC model.

Table VII shows the calculated values of BRDC. Fig. 9 
demonstrates the working flow of classification steps with the 
proposed feature ranking. 

TABLE VIII. COMPARISON RESULTS OF RDC, IRDC AND BRDC 

Technique F1 F2 F3 F4 

RDC 1.50 0.625 0.375 0.833 

IRDC 0.226 0.274 0.095 0.096 

BRDC 4.50 2.125 1.125 2.333 

Table VIII shows the results of the existing and proposed 
feature ranking techniques. In contrast to the research conducted 
by study [28] and [43], this study assigns a rank according to the 

rarely and frequently occurring significant terms in each class for 
classification efficiency. It does the trade between both terms, 
and it does the trade between exploration and exploitation. It also 
reduces the complexity of the proposed algorithms, such as IRDC 
and RDC. It reduces the complexity and can work more 
efficiently for time series-based datasets by, 

 Calculate the term counting a normalized technique  

 Calculation of the BRDC by reducing the iteration  

 Calculating the BRDC using the integral method 

BRDC= [(TPRtc-FPRtc) / min (TPRtc, FPRtc)] *tc 

AUCt = Sum+(BRDCtc-i/2) h              (1) 
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The proposed algorithm pseudo is given below. 
Start  

Stage 1. Insert: text dataset 

Stage 2. Preprocess the dataset 

Stage 3. Conversion: tf matrix  

Stage 4: Number of docs in +ev class and -ev class 

Stage 5: u =  ∑ (
𝑛

𝐴𝑐
)𝑛

𝑖=1..𝑛  

Stage 6: MAXtc: Maximum count for a term count t 

Stage 7: n represents a term. Ac represents the average of total 

terms 

Stage 8: find the discriminant, calculating the Discriminant value 
to normalize it in stage 9 

     for tc =1 to MAXtc (n) do tc++ 

topic = documents containing the term t having term count tc in 
the positive class  

fptc = documents containing the term t having term count tc in the 
negative class  

TPRtc  = TPtc(i) /u 

FPRtc    = FPtc(i) /u 

BRDC= [(TPRtc-FPRtc) / min (TPRtc, FPRtc)] *tc  

AUCt = Sum+(BRDCtc,i/2)h 

    end for loop 

end 

B. Mathematical of Definite Integral base Calculation AUC 

Methodology 

Here, we apply the trapezoidal method to calculate the area 
under the curve (AUC) of a definite integral using trapezoids 
[44], which can also manage nonlinear or time-series data 
compared with RDC and IRDC. 

𝑎+𝑏

2
 × ℎ (𝑡𝑤𝑜 𝑡𝑟𝑎𝑝𝑒𝑧𝑜𝑖𝑑𝑎𝑙 )     (2) 

If we have a continuous function between a specific interval 
to calculate the area, it will be defined as, 

∫ f(x)dx
b

a
            (3) 

Suppose f(x) is a continuous function with an interval of (a, 
b). Now divide the intervals (a, b) into n equal sub-intervals with 
each of width, 

such that Δx = (b − a)/n, suchthata =  x0 <  x1 <  x2 <

 x3 < ⋯ . . <  xn =  b                    (4) 

Next, the area approximation of the definite integral using the 
Trapezoidal Rule 

∫ f(x)dx
b

a
 , is given as in below 

∫ f(x)dx
b

a
≈ Tn =△ x/2[f(x0) + 2f(x1) + 2f(x2) +

⋯ .2f(xn − 1) + f(xn)]                (5) 

where, 

 xi =  a +  i △ x          (6) 

If n →  ∞, R. H. S of the expression approaches,  

thedefiniteintegral ∫  

𝑏

𝑎

f(x)dx 

 Where n resents the number of trapezoids, and the sub-
intervals are demonstrated by [x0, x1] [x0, x1], [x1, x2] [x1, x2], 
..., [xn−1, xn] [xn−1, xn] were, 

𝑥0 = 𝑎 

𝑥1 = 𝑎 + 𝛥𝑥𝑥1 = 𝑎 + 𝛥𝑥 

𝑥2 = 𝑥1 + 𝛥𝑥𝑥2 = 𝑥1 + 𝛥𝑥 … . 

𝑥𝑛 − 1 = 𝑥𝑛 − 2 + 𝛥𝑥𝑥𝑛 − 1 = 𝑥𝑛 − 2 + 𝛥𝑥 

𝑥𝑛 = 𝑥𝑛 − 1 + 𝛥𝑥𝑥𝑛 = 𝑥𝑛 − 1 + 𝛥𝑥            (7) 

Similar to text classification, the term count can be infinite 
depending on the nature of the corpus or its document(s). The 
proposed method counts the term count of infinite terms with 
more accurate results (s) for time-series data. 

Here, is the proof of estimation using the integral method. 

The area under the curve, such as that in the top character, 
was divided into trapezoids to demonstrate the trapezoidal rule. 
This step is proposed to perform well for time series-based 
datasets. The height of the first trapezoid is Δx, and its parallel 
bases have lengths y0 or f(x0), and y1 or f1. Therefore, the area 
of the first trapezoid in can be expressed as  

(1/2)Δx[f(x0) + f(x1)]        (8) 

The areas of the next trapezoids will be as (1/

2)𝛥𝑥[𝑓(𝑥1) + 𝑓(𝑥2)], (1/2)𝛥𝑥[𝑓(𝑥2) + 𝑓(𝑥3)], and so on. 

Therefore, 

∫ 𝑏𝑎 𝑓(𝑥) 𝑑𝑥 ≈  (1/2)𝛥𝑥 (𝑓(𝑥0) + 𝑓(𝑥1) )  + (1/
2)𝛥𝑥 (𝑓(𝑥1) + 𝑓(𝑥2) )  + (1/2)𝛥𝑥 (𝑓(𝑥2) + 𝑓(𝑥3) )  +

 … +  (1/2)𝛥𝑥 (𝑓(𝑛 − 1)  +  𝑓(𝑥𝑛) )       (9) 

Next, taking out a common factor of (1/2) Δx and combining 
like terms, we have, 

∫ 𝑏𝑎 𝑓(𝑥) 𝑑𝑥 ≈  (𝛥𝑥/2) (𝑓(𝑥0) + 2 𝑓(𝑥1) + 2 𝑓(𝑥2) +
2 𝑓(𝑥3)+ . . . +2𝑓(𝑛 − 1)  +  𝑓(𝑥𝑛) )  (10) 

C. Steps to Proceed with the AUC 

Four significant steps are involved in calculating the 
proposed normalized technique. The mentioned steps describe 
the application of a normalized form of a given curve, y = f(x). 

 Step 1: list out the total number of sub-intervals “n”. 

 Step 2: List out the interval “a” and “b”. 

 Step 3: Calculate the sub-interval using the formula, 
width, h (or) △x = (b - a)/n. 

 Step4: To find the approximation of area (a normalized 
form of given data) substitute the obtained values in the 
trapezoidal rule formula, 

D. Classification 

Widely used classifiers for text classification, such as DT, 
MNB, LR, and LSTM, are used in this study. These classifiers 
were selected based on their effective performance in text 
classification challenges [45-48]. In text classification, LSTM is 
one of the commonly used deep learning classifiers and a Naïve 
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Base where Bayes theorem's probabilistic principles underpin the 
operation of this classifier. It predicts the class of a new sample 
by evaluating its association with each class, and classifies cases 
according to how similar they are in that class [49]. One study 
introduced sentiment analysis as a subfield of information 
retrieval and computational linguistics, focusing on evaluating 
the sentiment expressed in text. This study proposes a method for 
feature selection in sentiment analysis using decision trees, which 
are evaluated using a Rating System dataset, with preliminary 
results showing promise [50]. 

Using the given training data, the DT machine-learning 
algorithm builds a hierarchical structure and learns basic decision 
rules to predict the estimated value of a given value. To produce 
a structure resembling a tree, it recursively divides the feature 
space according to the values of input features. A decision rule 
based on a particular feature is specified at each internal node of 
the tree, and the tree branches out of these. Finally, the leaf nodes 
of the decision tree deliver the estimated target values based on 
the patterns discovered during the training [51]. 

We test the proposed solution using WEKA-3.8.4 (Waikato 
Environment for Knowledge Analysis), a known machine 
learning toolkit. All models were tested with a default parameter 
setting [52]; WEKA was developed using Java, a General Public 
License (GPL)-based software with different model prediction 
purposes. In the WEKA toolkit, different iterations are the default 
numbers required to yield statistically significant results. 

E. Experimental Setup 

Experiments on the proposed BRDC feature-ranking 
technique were conducted using an HP workstation machine Z-
440 Xeone with 32 GB of RM, and the WEKA tool was used for 
classification and evaluation purposes. Accuracy, precision, 
recall, and F-measure were used to evaluate the performance of 
the proposed approach and compare it with existing approaches. 
The results demonstrated that the BRDC technique outperformed 
existing feature-ranking techniques such as RDC and IRDC. 
Different classes from three benchmark text datasets, Reuters-
21578, 20newsgroup, and AG news, were used to evaluate the 
performance of these feature-ranking approaches. We performed 
tests with two benchmark datasets that have been utilized in 
previous experimental studies: [28] and [43], named datasets 
Reuter21578, 20newsgroup, and another news AG News data. 
These datasets were extracted and made available for UCI data 
collection. Fifteen skewed-size classes were obtained from the 
Reuters-21578 dataset. There is another dataset, 20newsgroup, 
which has 20 sizable classes and is balanced, and the AG news 
consists of four classes. All datasets used in this study were 
labeled in their classes. In addition to word stemming, a stop 
word list was used to eliminate stop words. 

The true positive (TP), false positive (FP), true negative (TN), 
and false negative (FN) values from the confusion matrix were 
used to calculate the performance metrics of the algorithms. F1-
Score, Accuracy, Precision, and Recall were among the 
calculated parameters. 

Accuracy =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑛+𝑓𝑝
             (12) 

Precision calculated as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝+ 𝑓𝑝
      (13) 

In the above equations, where tp represents the value of the 
true positive rate, and the false positive rate is represented by fp 
in terms of accuracy and precision, the value of recall is 
calculated as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝+ 𝑓𝑛
   (14) 

where tp defines the true positive rate and fn represents the 
false-negative rate in recall. 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
 2×𝑃×𝑅

𝑃+𝑅
         (15) 

Where tp defines the true positive rate and fn represents the 
false-negative rate in the recall. 

IV. EXPERIMENTS AND RESULTS 

This section compares the proposed BRDC algorithm with 
the performance of two existing feature-ranking algorithms, 
RDC and IRDC. Three text datasets, Reuter-21578, 
20newsgroup, and AG News, available at the Kaggle and UCI 
responses, were used to evaluate the performance of the proposed 
BRDC algorithm and compare it with RDC and IRDC. They 
were executed sequentially on a PC running HP workstation z-
440 with 32GB RAM for the main system. Furthermore, the 
number of features chosen and the performance of the classifiers 
were verified based on the accuracy, precision, recall, and F-
measure measuring matrix. 

A. Results Using Reuters21578 

These datasets, sourced from the UCI library, were used in 
the experiments. Following the experiments, the Relative 
Discriminative Criterion (RDC) and Improved Relative 
Discriminative Criterion (IRDC) were used to compare results. 
The effectiveness of these feature ranking algorithms was 
investigated using three distinct datasets: Reuters21578, 
20newsgroup, and AG News, and several tests were carried out 
on the 10, 20, 50, 100, 200, 500, 1000, and 1500 features chosen 
from the aforementioned datasets. These datasets, sourced from 
the UCI library, were used in the experiments. The results for 
Reuter21578 are summarized in Table IX. 

Table IX demonstrates the results of the Reuters dataset, 
which was used to evaluate the performance of the BRDC feature 
ranking compared with RDC and IRDC using the Reuters-21578 
dataset. Classifiers, such as DT, LR, MNB, and LSTM, were 
employed for this comparison. 

Fig. 10 provides a graphical view of the results, showing that 
BRDC outperforms the other methods in accuracy, precision, 
recall, and F-measure using the Reuters-21578 dataset. It 
demonstrates an accuracy of 66.66%, 66.66%, 60.00%, and 
73.33%, while it achieves precision of 70.70%, 67.30%, 61.50% 
and 83.00%, recall of 66.70%, 66.70%, 60.00% and 71.30% and 
F-measure 65.80%, 66.70%, 59.60% and 70.90% against DT, 
LR, MNB, and LSTM, respectively. The results indicated that 
LSTM outperformed DT, LR, and MNB. 
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TABLE IX. RESULT OF REUTERS-21578 DATASET: A COMPARATIVE ANALYSIS OF BRDC 

Technique Measuring Matrix DT LR MNB LSTM 

BRDC 

Accuracy 66.66% 66.66% 60.00% 73.33% 

Precision 70.70% 67.30% 61.50% 83.00% 

Recall 66.70% 66.70% 60.00% 71.30% 

F-Measure 65.80% 66.70% 59.60% 71.90% 

IRDC 

Accuracy 55.51% 54.30% 54.08% 70.06% 

Precision 54.50% 54.50% 54.00% 64.80% 

Recall 55.50% 54.50% 54.10% 70.10% 

F-Measure 54.55% 54.40% 53.90% 60.00% 

RDC 

Accuracy 45.50% 44.48% 43.00% 61.60% 

Precision 44.50% 44.40% 43.09% 51.70% 

Recall 45.50% 44.50% 43.00% 61.60% 

F-Measure 44.50% 44.30% 42.80% 61.00% 
 

 

Fig. 10. BRDC with Reuters-21578. 

Fig. 11, extracted from Table IX, using the Reuters-21578 
dataset, shows the results of the IRDC. It achieves an accuracy of 
55.51%, 54.30%, 54.08%, and 70.06%, precision of 54.50%, 
54.50%, 54.00%, and 64.80%, recall of 55.50%,54.50%, 
54.10%, and 70.10%, and it achieve F-measure of 54.55%, 
54.40%, 53.90% and 60.00% against DT, LR, MNB, and LSTM, 
respectively, however, these results are lower than that of BRDC, 
here it also shows that IRDC perform better against LSTM. 

Fig. 12, which is mined from Table IX, shows the results of 
the RDC using the Reuters21578 dataset. The results show that 
RDC achieves an accuracy of 45.50%, 44.48%, 43.00%, and 
61.60%; precision of 44.50%, 44.40%, 43.09%, and 51.70%; 
recall of 45.50%, 43.40%, 43.00%, and 61.60%; and F-measure 
of 44.50%, 44.30%, 42.80%, and 61.00%, against the DT, LR, 
MNB, and LSTM models, respectively. 

B. Experiment Using 20newsgroup 

The performance of the proposed BRDC on 10 different 
classes from the 20newsgroup dataset was analysed based on 
accuracy, precision, recall, and F-measure metrics. The 
experiments demonstrated that BRDC produced superior results 
to the existing IRDC and RDC feature ranking techniques. Table 
X presents an evaluation of the 20newsgroup datasets using the 
different classifiers. 

Fig. 13 provides a graphical view of the results, showing that 
BRDC outperformed the other methods in terms of accuracy, 
precision, recall, and F-measure using the dataset of 
20newsgroup. It demonstrates an accuracy of 41.44%, 33.33%, 
31.53%, and 50.54%, while it achieved a precision of 32.10%, 
30.20%, 28.10%, and 50.70%, recall of 41.40%, 33.30%, 
31.50%, and 50.50%, respectively, and F-measures of 33.8%, 
31.30%, 29.10%, and 50.60% against DT, LR, MNB, and LSTM, 
respectively. The results indicated that LSTM outperformed DT, 
LR, and MNB. 

 

Fig. 11. IRDC with Reuters-21578. 

 

Fig. 12. RDC with Reuters-21578. 
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TABLE X. RESULT OF 20NEWSGROUP DATASET 

Technique Measuring Matrix DT LR MNB LSTM 

BRDC 

Accuracy 45.94% 37.83% 38.73% 50.54% 

Precision 41.50% 37.50% 38.10% 50.70% 

Recall 45.90% 37.80% 38.70% 50.00% 

F-Measure 40.10% 37.60% 38.20% 50.60% 

IRDC 

Accuracy 44.80% 35.30% 36.73% 48.64% 

Precision 40.50% 35.20% 36.30% 48.80% 

Recall 44.20% 34.60% 36.60% 48.60% 

F-Measure 43.10% 34.30% 36.40% 48.60% 

RDC 

Accuracy 41.30% 33.83% 31.53% 46.84% 

Precision 32.10% 33.50% 28.10% 47.00% 

Recall 41.40% 32.80% 31.50% 46.80% 

F-Measure 33.10% 33.60% 29.10% 46.80% 
 

 
Fig. 13. BRDC with 20Newsgroup. 

 

Fig. 14. RDC with 20Newsgroup. 

Fig. 14 provides a graphical view of the results, showing that 
IRDC outperformed the 20newsgroup datasets in terms of 
accuracy, precision, recall, and F-measure. It demonstrated an 
accuracy of 44.94%, 37.83%, 36.73%, and 48.64%, respectively, 
while it achieved a precision of 40.50%, 37.50%, 36.30%, and 

48.80%, recall of 45.90%, 37.80%, 36.70% and 48.60%, 
respectively, and F-measures of 40.10%, 43.30%, 36.40%, and 
48.60% against DT, LR, MNB, and LSTM, respectively. Fig. 15, 
extracted from Table VIII, shows the accuracy results obtained 
using RDC. It achieves an accuracy of 45.94%, 37.83%, 38.73% 
and 46.84%, precision of 41.50%, 37.50%, 38.10% and 47.00%, 
recall of 45.90%, 37.80%, 38.70% and 46.80%, and F-measure 
of 40.10%, 37.60%, 38.20% and 46.80% against DT, LR, MNB, 
and LSTM, respectively, however these results are lower than 
that of BRDC, here it also shows that IRDC performs better 
against LSTM. 

 

Fig. 15. RDC with 20Newsgroup. 

C. Experiment Using AG News 

Following the experiments, the Relative Discriminative 
Criterion (RDC) and improved Relative Discriminative Criterion 
(IRDC) were used to compare results. Table XI shows the 
proposed BRDC experiments and compares IRDC and RDC 
techniques using four classifiers: decision tree, logistics 
regression, multinomial naïve Bayes, and long short-term 
memory.  The results show the deep learning model outperforms 
the other machine learning models.
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TABLE XI. RESULT OF AG NEWS DATASET 

Technique Measuring Matrix DT LR MNB LSTM 

BRDC 

Accuracy 45.09% 44.48% 45.69% 56.09% 

Precision 44.90% 44.50% 45.60% 56.10% 

Recall 45.10% 44.50% 45.70% 56.10% 

F-Measure 47.70% 44.40% 45.50% 56.00% 

IRDC 

Accuracy 42.10% 43.70% 42.70% 51.10% 

Precision 41.95% 43.40% 42.61% 51.11% 

Recall 42.20% 43.00% 42.71% 51.11% 

F-Measure 42.69% 43.20% 42.49% 51.01% 

RDC 

Accuracy 40.20% 42.30% 40.60% 50.00% 

Precision 40.90% 42.40% 40.60% 50.08% 

Recall 40.10% 42.40% 40.70% 50.10% 

F-Measure 40.70% 42.20% 40.50% 50.00% 
 

Fig. 16 provides a graphical view of the results, showing that 
BRDC outperforms the other methods in terms of accuracy, 
precision, recall, and F-measure. It demonstrated an accuracy of 
45.09%, 44.48%, 45.69%, and 56.09%, while it achieved a 
precision of 44.90%, 43.50%, 45.60%, and 56.10%, recall of 
45.10%, 44.50%, 45.70%, and 56.10%, and F-measure of 
47.70%, 44.40%, 45.50%, and 56.00% against DT, LR, MNB, 
and LSTM, respectively using AG news dataset.  The results 
indicated that LSTM outperformed DT, LR, and MNB. 

Fig. 17 provides a graphical view of the results, showing that 
IRDC outperformed the other methods in terms of accuracy, 
precision, recall, and F-measure. It demonstrates accuracy of 
42.10%, 43.70%, 42.70%, and 51.10%, while it achieves a 
precision of 41.95%, 43.40%, 42.61% and 51.11%, recall of 
42.20%, 43.00%, 42.71%, and 51.11%, it achieves F-measure of 
42.69%, 43.00%, 42.49% and 51.01% against DT, LR, MNB, 
and LSTM, respectively using AG news. The results indicated 
that LSTM outperformed DT, LR, and MNB. 

 

Fig. 16. BRDC with AG News. 

Fig. 18 shows a graphical view of the results, showing that 
RDC outperformed the other methods in terms of accuracy, 
precision, recall, and F-measure. It demonstrates the accuracy of 
40.20%, 42.30%, 40.60%, and 50.00%, while it achieves a 
precision of 40.90%, 42.40%, 40.60%, and 50.08%, recall of 

40.10%, 42.40%, 40.70% and 50.10% and F-measure of 40.70%, 
42.20%, 40.50% and 50.00% against DT, LR, MNB, and LSTM, 
respectively.  The results indicated that LSTM outperformed DT, 
LR, and MNB. 

 

Fig. 17. RDC with AG News. 

 

Fig. 18. IRDC with AG News. 
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on feature ranking and reducing the number of unnecessary and 
duplicate features to enhance the classifier performance, 
especially for text. It highlights the limitations of the existing 
feature ranking techniques, such as RDC and IRDC. To address 
shortcomings in existing studies, this study proposed the BRDC 
approach, which was tested on balanced and unbalanced text 
datasets. The key contribution of the proposed BRDC technique 
is to adjust the true-positive and false-positive rates for term 
counts in the positive and negative classes in a balanced way, 
ranking for both frequently and rarely occurring terms and term 
counts in both classes, using a balanced normalized approach. 
The BRDC considers common and infrequent terms and 
normalizes them to improve classification accuracy. Compared 
to RDC and IRDC, BRDC selects optimal features and enhances 
classification performance. The proposed approach also reduces 
the number of iterations to calculate the AUC and uses an 
integral-based approach. Additionally, the proposed approach is 
compared with different machine learning and deep learning 
models, which shows that deep learning models outperform 
machine learning models. 

We will discuss how the proposed technique affects balanced 
and unbalanced image datasets in future work. Use other integral-
based methods to calculate AUC. In addition, we aim to evaluate 
the proposed integral-based approach for different image datasets 
and other integral-based methods such as Simpson's based 
approach. We are also planning to review the temporal demands 
of the proposed model using different textual and image datasets. 
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Abstract—In recent years, the construction of digital libraries 

has contributed to the advancement of smart lending services. The 

challenge of suggesting appropriate books for readers from a vast 

collection of books remains a primary obstacle in the current 

construction of digital libraries. A fusion method for 

recommending content to readers with diverse interests is 

proposed. The method initially extracts short-term borrowing 

behavior characteristics and simultaneously considers the social 

similarity characteristics of readers, resulting in the 

recommendation of content through target ranking search. 

Aiming to cater to long-term readers, a reading recommendation 

method that integrates readers' reading behaviors is proposed to 

model readers' interests through the attention mechanism. It 

constructs readers' preference models by using synergistic 

metrics, and finally achieves content recommendation through 

preference fusion. The proposed model attained the swiftest 

convergence and the minimum logarithmic loss of 1.85 in 

recommending readings for multi-interest readers. Additionally, 

the accuracy of the proposed model in recommending science 

reading scenarios was 97.24%, surpassing other models. In the 

reading recommendation experiments for extended borrowings, 

the suggested model demonstrated superior performance with 

regard to recall and precision, which were 0.198 and 0.062, 

respectively. Lastly, after comparing the recommendation errors 

of different reading models, the proposed model exhibited a root-

mean-square error and an average absolute error of 0.731 and 

0.721, respectively. These results denote the most precise 

recommendation accuracy among the three models. The proposed 

model demonstrates excellent recommendation effectiveness in 

real-world reading recommendation scenarios. This research 

offers significant technical references for the advancement of 

related recommendation technology and the development of 

digital libraries. 

Keywords—Digital library; recommend; behavioral 

characteristics; interest; attention mechanism 

I. INTRODUCTION 

In recent years, the development of smart lending services 
has rapidly increased with the rise of digital library (DL). As a 
novel type of library, it offers readers a unique reading 
experience due to its convenient access and extensive reading 
resources. For instance, it provides a user-friendly online 
reading feature that enables readers to access and read books via 
electronic devices at any time and from any location. Secondly, 
it has rich and diverse reading resources, covering books in 
various fields, which meets the diverse needs of readers [1]. 
Retrieval and search functions are available to quickly locate 
and recommend suitable books for readers. This presents a 

significant challenge in construction [2]. The traditional 
recommendation technology relies heavily on the user's 
historical behavioural data or content similarity, disregarding the 
reader's multitude of interests and social similarity features 
(SSF), resulting in limited accuracy and personalization of the 
recommendation results [3]. Liang X et al. researched current 
recommendation techniques and found that the current 
recommendation systems used in teaching had poor balance and 
couldn’t meet the actual teaching needs. Therefore, based on 
trust relationships, a balanced recommendation technique for 
educational resources was proposed, which determined the 
relationship between data and recommendation sites by 
extracting resource feature data. The actual results showed that 
this technology could significantly improve the 
recommendation effect of teaching resources, which was 
superior to traditional recommendation techniques [4]. To 
address the shortcomings of conventional recommendation 
techniques in the context of library book recommendations, 
researchers have turned their attention to the development of 
reading recommendation techniques that integrate diverse 
interests and SSF. For multi-interest reader (MIR), the study 
proposes a fusion multi-interest RR method. The RR model is 
constructed by extracting readers' short-term borrowing 
behavior and SSF. For long-term readers (LTR), the study 
proposes an RR method that integrates readers' reading 
behaviors and models readers' long-term and short-term interests 
through the attention mechanism. 

The study puts forth a novel approach to RR that 
incorporates a multitude of interests and SSF. The 
recommendation results are more accurate and personalized 
when the characteristics of readers' long- and short-term 
borrowing behaviours and their SSF are taken into account. 
Additionally, the attention mechanism and preference fusion 
further improve the content recommendation effect. The 
construction of DL will further improve readers' reading 
experience and provide important technical references for the 
digitalization of libraries and the improvement of recommended 
technologies. 

The research is organized into six sections. Introduction is 
given in Section I. Section II focuses on the latest technology in 
library recommendation and its applications. Section III 
constructs two RR models, one based on MIR and the other on 
long-term borrowing readers to understand the reading 
characteristics of the patrons. Section IV applies the 
aforementioned technologies to specific scenarios to validate the 
effectiveness of the library recommendation model in real-life 
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situations. Discussion is given in Section V. Section VI provides 
an analysis of the entire study and outlines the direction for 
future research improvement. 

II. RELATED WORK 

Recommendation technology is a comprehensive data 
mining method that provides personalized recommendation 
services to users based on their historical behaviors, preferences, 
and other characteristics. Anwar T found that recommendation 
systems had a wide range of applications in various fields, 
especially in providing recommendation services based on 
interests and hobbies, greatly improving user experience. 
Therefore, to improve the reading effect of library users, a book 
recommendation method that collected knowledge from 
multiple domains was proposed. This technology utilized user 
search term retrieval and searches for similar semantic analysis. 
The results showed that this technology had excellent 
application effects and significantly improved the reading 
efficiency of the library [5]. Swaminathan B et al. proposed a 
four-layer architectural model which alone contained network, 
sensors, services and applications to help deploy smart 
agricultural systems with limited energy consumption. In the 
study, focusing on the application layer a deep learning 
algorithm was proposed to build a fertilizer recommendation 
system that conforms to expert opinion for farmers. Applying 
this technology to agricultural production scenarios, this 
technology could effectively help farmers’ select appropriate 
fertilizers and improve the effectiveness of agricultural 
management [6]. Yu K et al.'s study focused on the application 
of IoT AI in social computing. However, the current 
recommendation technology was mainly based on partial feature 
capture, ignoring implicit preference feedback, which affected 
the final recommendation effect. In response, an improved 
collaborative Bayesian network model was proposed in the 
study, which was used for the social recommendation process. 
Through a large number of experiments, the proposed technique 
had good robustness and met the users' social service needs [7]. 

The application of recommender systems in the field of 
digital books solves the problem of reading information as well 
as content selection for readers, and through advanced digital 
service technology, it can more accurately promote suitable 
book information for readers. Anwar K et al. studied the existing 
book recommender systems in order to solve the problem of 
information overload in recommender systems. The study 
focused on exploring the machine learning techniques used in 
book recommendation systems and examined the evaluation 
metrics to assess the recommendation techniques. Book 
recommendation categories were identified through the analysis 
and a converged digital book recommendation technique was 
given. Applying the technology to specific library scenarios, the 
technology could provide personalized promotion services for 
readers, which was better than the related recommendation 
technology [8]. Ko H et al. found that existing recommendation 
techniques were unable to capture readers' implicit feedback and 
social information, resulting in a recommendation service that 
failed to meet the reading needs of customers. In this regard, a 
personalized fusion recommendation system was proposed by 
comparing the differences in different recommendation 
technologies. The system could collect readers' diversified 
characteristic information and determine the reading scope 

according to readers' interests and preferences, so as to provide 
readers with accurate RR services. Through relevant 
experiments, it showed that this technology could provide 
personalized recommendation services for readers according to 
their preferences, which was better than related technologies [9]. 
Cong H et al. found that existing recommender systems need to 
solve the problem of matching massive information data. Thus, 
a book personalized recommendation algorithm based on 
intelligent classification algorithm was proposed in the study. 
The algorithm utilized collaborative filtering recommendation 
technology to achieve the initial screening of information, and 
finally used convolutional neural network for further filtering, 
input user data and video data. It realized the content 
recommendation through scoring ranking. The corresponding 
experiments showed that the proposed recommendation 
technology had good personalized recommendation capability, 
and the recommendation accuracy was better than that of the 
same period recommendation model [10]. The research of Da'u 
et al. aimed to solve the cold-start and data sparsity problems in 
book recommendations. A Kitchemen-ham based systematic 
literature review method was adopted to study and analyze the 
current state-of-the-art recommendation technologies. 
Moreover, a recommendation system integrating a deep learning 
framework was finally proposed to obtain the main feature data 
by capturing the features of the user and the target object and to 
realize the recommendation of the content through the scoring. 
Through experiments, it was found that the proposed technology 
could effectively solve the problems of sparse information and 
inaccurate book recommendations, and significantly improve 
the effect of the reader's reading experience [11]. 

In conclusion, the preceding research has examined and 
analyzed the most recent advancements in recommendation 
technologies. It is evident that these technologies have a 
profound impact across a multitude of domains, effectively 
enhancing users' target selection efficacy and enriching the user 
experience. However, current recommendation technologies 
still face problems such as information overload and insufficient 
recommendation accuracy. In book recommendations, most 
technologies are based on user preference information, lacking 
attention to user social information and implicit preference 
feedback. Therefore, to improve the selection effect of reading 
books, an intelligent digital book recommendation technology is 
proposed. This research will contribute to the improvement of 
the user reading experience and the enhancement of the 
effectiveness of DL construction. 

III. MODELING READING RECOMMENDATIONS IN DIGITAL 

LIBRARIES ON READERS' SOCIAL RELATIONSHIPS AND READER 

INTERESTS 

This part mainly analyzes the RR service of digital reading 
scenarios, considers different readers' needs, and constructs the 
RR model of MIR and the RR model of long-term borrowing 
readers to realize the RR for different objects. 

A. Modeling Reading Recommendations Based on Multi-

Interest Reader 

In recent years, the advancement of information industry 
technology has prompted a shift towards digital development in 
traditional libraries. This transition is driven by the need to 
provide readers with personalized and diversified services. 
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Among them, providing readers with high-quality and efficient 
RR services is an important goal of the construction. In the 
construction, a number of services such as borrowing, 
recommending, book management and so on will be provided 
for readers, so as to meet the personalized reading experience of 
readers [12]. The system structure framework is shown in Fig. 
1. 

In Fig. 1, it provides customers with multi-end service 
requirements, and meets customers' online and offline related 
reading service requirements through the recommendation 
service module. However, the traditional book recommendation 
system mainly carries out RR service for readers' reading 
behavior data, which cannot meet the reading needs of multiple 
readers. Therefore, considering the factors of readers' multiple 
reading interests, a recommendation technology based on 
multiple interest reading is proposed. Firstly, in the RR system, 
it is necessary for the system to recommend suitable books for 
each reader. Additionally, the system must analyse the data of 
readers' historical borrowing, historical collection and historical 
flipping. This allows the system to obtain short-term behavioral 
data sequences that satisfy readers' reading interests. [13]. At the 
same time, readers' interests will change during short-term 
reading, such as science students and arts students will have 
obvious differences in reading interests during exam time. In this 
regard, in the RR service, data mining will be performed on 
reading groups with SSF. The personalized recommendation of 
experimental content will be made by calculating the 
characteristics of different social groups. 
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Fig. 1. Digital library system framework. 

In the construction of the model, the interest layer of the 
model is used to obtain information about the borrowing 
behavior preference of each reader in a short period of time, 
these contain historical borrowing, historical collection, and 
historical flipping data, and based on the information to retrieve 
the suitable candidate set of readers [14]. Define each input as a 
ternary, the ternary expression is shown in Eq. (1). 

( , , )u u u uDH I O F
    (1) 

In Eq. (1), 
uI  denotes the data set of readers and reading, 

uO  denotes the social information of readers' reading circle, 

and 
uF  denotes the reading data information of readers' 

candidates, and these contain book names, types, collection 
areas, etc. The core of the recommendation model construction 
lies in the implicit from the original data features to the reader 
representation vector, the reader representation vector is shown 
in Eq. (2). 

( , )u user u uV f I O
    (2) 

In Eq. (2), 
userf  denotes the pooling operation, where 

uV  

can also be expressed as shown in Eq. (3). 

1

( , , )
 

  
k

dr K

u u uV v v
   (3) 

In Eq. (3), 
uV  denotes the representation vector of reader 

u , K  is the number of interests, and dr  denotes the 

embedding dimension. The pooling function of candidate book 

i  is shown in Eq. (4). 

i ( )


 item ie f F
    (4) 

In Eq. (4), ( )itemf  denotes Embedding operation. 

According to the maximum value of the inner product of the 
candidate household and reader representation vectors as the 
similarity, the top N candidate books are obtained by sorting as 
shown in Eq. (5). 

i
1

( , ) max
   

 


T K

score u i u u
k K

f V e e e v
   (5) 

In Eq. (5), T  denotes the top candidate books. In the actual 
reading scenario, reader reading information, social information, 
and relevant features associated with books can be obtained 
through the system platform, which need to be encoded in order 
to be recognized by the computer and form high-dimensional 
sparse features [15]. In order to facilitate the analysis of feature 
information, embedding technology is used to transform the 
high-dimensional sparse input into low-dimensional dense 
features. The processing process using Embedding technique is 
shown in Fig. 2. 
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Fig. 2. Embedding technology feature dimension processing process. 

The i-th feature group is defined as 

1 , , , ,
     

iD Ki i i i

j KW w w w , denoting that it contains the 

i-th embedding dictionary. 
iK  denotes the i-th embedding 
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dimension, D  denotes the original feature dimension, and 
 iD K  denotes the embedding dimension vector. Using 

Embedding technique for table lookup operation, the input 

feature 
ix  If it is a one-hot vector, the Embedding of 

ix  

belongs to a single vector  i

i je w  , if it is a multi-hot vector, 

the Embedding of 
ix  is a list of vectors, which is represented 

as shown in Eq. (6). 

 1 2 1 1, , , , , ,  i i i

i i ik i i ike e e w w w
  (6) 

The behavioral sequence of readers is composed of 
Embedding vectors of items, which contain socially similar 
reader information, including readers' social crossover features, 
candidate book information and so on. In reader social similarity 
analysis, different readers do not have the same vector length 
when they get the historical behavior sequence through the 
embedding layer, and the fixed input length of the fully 
connected layer is needed in the model analysis [16]. For this 
pooling operation is used to get the fixed length as shown in Eq. 
(7). 

1 2
( , , , ) 

ki i i ie pooling e e e
   (7) 

Considering the need for plurality of readers' interests, in 
order to better tap into the reader's multiple interests, multiple 
representation vector distributions are utilized to represent the 
different interests of the readers. In this way, information will be 
retrieved for each aspect of the reader's items, and dynamic 
routing in dynamic capsules is used to merge the reader's 
historical behavior into a cluster and associate it with the 

recommended books. Define 
ie  as the initial capsule i , the 

computational expression from the initial capsule to the lower 
capsule j  is shown in Eq. (8). 

ˆ  ij ij i
e W e

    (8) 

In Eq. (8), ijW  is the transformation matrix and capsule j  

will be the weighted sum of the input prediction vector ˆ
j i

e , 

expressed as shown in Eq. (9). 

ˆj ij j i
i

s c e

    (9) 

In Eq. (9), ijc  is the coupling coefficient, and routing 

softmax is used for coupling coefficient calculation, as shown in 
Eq. (10). 

( )

( )
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ij
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c
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    (10) 

In Eq. (10), ijb  is the logarithmic prior probability of i  

coupling with j . Meanwhile, to ensure that the short vector 

tends to 0 and the long vector tends to 1, the capsule j  is 

processed using a nonlinear compression function as shown in 
Eq. (11). 

2
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| ||
( )
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j j

j ij

jj

s s
v squash s

ss
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In Eq. (11), js  is the total j  input and jv  is the final 

output capsule, which is obtained by inner product. The readers' 
embedding interest capsules are obtained through the 
multivariate interest layer, and each interest capsule indicates 
different interests of readers. In the actual training, in order to 
strengthen the effect of reader's interest evaluation on the 
featured books, a labeled attention layer is designed for 
improving the matching correlation between readers and books. 
The labeled attention layer is shown in Fig. 3. 
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Fig. 3. Structure of label attention layer. 

In the labeled attention layer, the candidate book embedding 
is denoted as query (Q) and the interest capsule is denoted as key 
(K). Through the attention layer then the reader candidate book 
output can be obtained as shown in Eq. (12). 

( , , ) ( ( , )  T

u i u u u u iv Attention e V V V softmax pow V e p
 (12) 

In Eq. (12), 
uV  represents the interest capsule matrix output 

by reader u , p  is the attention distribution adjustment 

parameter. 

B. Modeling Reading Recommendations Based on Long-Term 

Borrowing Readers 

In the construction of library RR systems, it is difficult for 
traditional recommendation models to obtain current readers' 
interest items from the historical behavior of LTRs. Especially, 
it is difficult to obtain the reading interests of current readers 
when individual readers have long-time borrowing records, 
some of which are as long as several months. Therefore, a RR 
technique based on long-term borrowing readers is proposed to 
address the above problem [17]. This technique focuses on 
analyzing the borrowing data of LTRs and capturing readers' 
interests from their recent borrowing behaviors, so as to make 
effective book recommendations for readers. Firstly, reader u  

is defined to borrow L  books recently as the model input, and 

the embedding dictionary matrix of books is set to 



L d

M  

and d  is the embedding dimension, then the embedding 

matrix of readers' short-term behaviors is shown in Eq. (13). 
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  | |

1 2, , ,    L d

s s sLE m m m
   (13) 

In Eq. (13), 
sLm  is the embedding matrix of readers' short-

term behavior of borrowing L books. The reader's short-term 
interest representation is reflected by the self-attention model. In 
the short-term preference representation, since the location 
relationship cannot be reflected in the attention, the embedding 

matrix   | |

1 2, , ,    L d

LP p p p  of the learnable location is 

added to the matrix E , and the input matrix 
(0)X  of the 

attention network is expressed as shown in Eq. (14). 

(0) (0) (0) (0) | |

1 2, , ,     
L d

LX x x x
  (14) 

In Eq. (14), 
(0)x  indicates as shown in Eq. (15). 

 (0) , 1, 2, ,   sx m p L
   (15) 

Next the matrix  needs to be incorporated into 
multiple stacked self-attention blocks (SABs) and the output of 

the b th block is shown in Eq. (16). 

 ( ) ( ) ( 1)( ), 1,2, ,  b b bX SAB X b B
  (16) 

In the borrowing process, the wearable devices used by 
readers will record readers' short-term borrowing behavior, 
which contains a large amount of reader information and is 
crucial for the prediction of readers' reading interest [18]. At the 
same time, the book recommendation in addition to the reader 
characteristics, but also with the recommendation of the scene 
has an important relationship, such as readers in different 
bookshelves reading, reading time-consuming is not the same 
[19]. Therefore, the study adopts self-attention to model the 
different behavioral sequences of readers, and the model 
framework is shown in Fig. 4. 

L

Nonl inear Layer

Nonl inear Layer

ldentity Mapping

Query

Value

Q

K 

Scale

Mask
Softmax

d

U

tX

U

ta

Attention

 
Fig. 4. A reader behavior modeling framework based on self-attention. 

In the self-attention model, Q  is the query, K  is the 

keystroke, and 
U

tX  is the reader's recently interacted books, 

the set of which is shown in Eq. (17). 

 1( , , ) 1,2,3,...   U U U

tX X X t
  (17) 

In Eq. (17), U  denotes the set of readership and the set of 

books is B , UX B . The study assumes that the reader 
interacts with books in the short term as L  books, and defines 
X  as the embedding set of all books, then the reader interacts 

with books in the near future at L  times as 
1

U L dX . In 

self-attention, the query, key, and values are all equal to 
U

tX , 

and at the same time, let part of the query and key be linearly 
transformed, as shown in Eq. (18). 

( )

( )













U

t Q
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t Q

Q Relu X W

K Relu X W
    (18) 

In Eq. (18), Q KW W , QW  is the query matrix and 
KW  is 

the keying matrix. The attention score mapping matrix is 
obtained by the above operation as shown in Eq. (19). 

( )
 


T

U

t

Q K
s softmax

d     (19) 

Finally, the weight output of the self-attention model is 
obtained, and the weight output is used as the reader interest 
preference representation as shown in Eq. (20). 

,  u U U u L d

t t ta s X a
    (20) 

In the actual reading process, there is a difference between 
the impact of long-term and short-term interests on readers. To 
accurately recommend books to readers, it is also necessary to 
consider the reader's long-term interest factors. In this regard, 
the gated cyclic unit structure is used to adjust the weights of 
readers' long-term and short-term interests through the similarity 
of readers' long-term and short-term interests, and the gate 
function is shown in Eq. (21) [20]. 

 ( ( , , )) ( , , )  st r i st i G Gg o ISG m y m o m y m W b
 (21) 

In Eq. (21), ( )ISG  represents the doorway function, 
ry  

is the long-term interest representation, 
im  is the embedding 

vector of the candidate product, 
stm  is the embedding vector 

that represents the reader's recent behavior, and 
Gb  and 

GW  

are the adjustment parameters. The final representation of the 
sequential readers in step  is shown in Eq. (22) [21]. 

( ) (1 )    Bz x g y g
   (22) 

In Eq. (22),   is a multiplication-by-sign, and the 

predicted interaction score of the i th candidate item among the 

1 th reader is shown in Eq. (23). 

1, ( )  T

i ir z m
    (23) 

Through the above study, the entire reading book 
recommendation for long term readers is then obtained. The 
entire RR technology route flow is shown in Fig. 5. 
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Fig. 5. Digital library reading recommendation technology flowchart. 

IV. EXPERIMENTAL ANALYSIS OF THE READING 

RECOMMENDATIONS MODEL FOR DIGITAL LIBRARIES 

This part mainly analyzes the recommendation performance 
of the two models in two different reading scenarios, and 
examines the recommendation effectiveness of the proposed 
models by comparing them with similar RR models. The metrics 
include recommendation accuracy, recall, precision, etc. 

A. Experimental Analysis of Reading Recommendations 

Model Based on Multi-Interest Reader 

To analyze the application effect of the proposed RR model, 
PyTorch is used to build the experimental platform. The records 
of readers' borrowing information of a university A for the 
whole year of 2022 are selected, which contains 15683 readers' 
borrowing information and a total of 698545 borrowing data 
information, and each reader's information contains at least 8 
borrowing information records. The dataset is divided into train 
and validation, with 70% of the training set and 30% of the 
validation set. Area under ROC Curve (ROC), Loss, Logloss are 

selected as evaluation indexes. The relevant parameter settings 
of the experimental model are shown in Table I. 

TABLE I. PARAMETER SETTINGS FOR READING RECOMMENDATION 

MODEL BASED ON DIVERSE INTEREST READERS 

Parameter indicator type Numerical value 

Capsule network hidden layer dimensions [512,256,128,64] 

Embedding vector dimension 16 

Activation function RELU 

Iterations 100 

Optimizer Adam 

pow 2 

Attention network hidden vector dimension 4 

Table I shows the experimental model parameter settings. 
The hidden layer size of the capsule network is 512256, 128,64. 
The embedding vector size should not be too large, set to 16. 
RELU is used as the activation function. The DeepCrossing 
recommendation model (DeepCrossing) and the convolutional 
sequence embedded recommendation model (Caser) are 
introduced as test benchmarks. In model training, optimization 
is performed by regularization in order to avoid overfitting 
problem in the model, and the results are shown in Fig. 6. 

Fig. 6(a) and Fig. 6(b) show the results of optimization 
without regularization and with regularization, respectively. The 
loss under the training set without dropout regularization 
optimization is 1.23, and the value of the loss under the training 
set after regularization optimization is 1.03. In addition, 
comparing the results of the validation set, the training loss 
under the validation set before dropout regularization 
optimization is 1.28, and the value of the loss under the training 
set after regularization optimization is 1.04. Therefore, dropout 
regularization is used in the experiment to optimization model 
training. Comparing the RR performance of different models is 
shown in Fig. 7. 

Fig. 7(a) shows the results of model log-loss comparison. 
Among the three models, the proposed model achieves the 
fastest convergence and has the smallest log loss of 1.85 
compared to the other models, while the log loss of Caser, and 
DeepCrossing are 5.26 and 7.32, respectively. Meanwhile, 
comparing the ROC values of the different models, the proposed 
model has the best performance of 0.83, followed by Caser with 
0.795, and the worst one is DeepCrossing at 0.782. Different 
reading types in the social circle are selected for comparison, as 
shown in Fig. 8. 
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Fig. 6. Comparison of loss curves using dropout regularization. 
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Fig. 7. Performance comparison of reading recommendation models. 
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Fig. 8. Comparison of recommended effects for different reading types. 

Fig. 8(a) and Fig. 8(b) show the recommendation results of 
two social reading scenarios in Arts and Science, respectively. 
In the Arts RR, the best recommendation accuracy of the 
proposed model is 97.65%, which is better than 90.23% and 
87.65% of Caser, and DeepCrossing. In science RR, the 
proposed model has the best recommendation accuracy of 
97.24%, which is better than the other two models. The best 
recommendation accuracy of the two models Caser, and 
DeepCrossing is 93.24% and 91.68 respectively. This shows that 
the proposed model has the best recommendation in real 
scenarios. 

B. Experimental Analysis of Reading Recommendations 

Model Based on Long-Term Borrowing Readers 

For long-term borrowing readers, the annual readers' 
borrowing data of a university A in 2022 is still selected for 
experimental analysis. Before the experimental analysis, it is 
necessary to filter 698,545 pieces of borrowing data 
information, select 1000 readers who have borrowed records for 
more than 10 times, and take the interaction data of the above 
readers in the last 3 months as the readers' short-term behavior 
data. The final short-term data set is 24,365 items and the long-
term data set is 56,356 items. The initial parameter settings of 
the experimental model are shown in Table II. 

Table II shows the experimental model parameter settings. 
The short-term sequence length is set to 10, the embedding 
vector size is set to 32, and the batch processing size is set to 
128. Self-attentive sequential recommendation (SASRec) and 
factorizing personalized markov chains for next-basket 
recommendation (FPMC) are introduced as test benchmarks. 
The recall and precision performance of the three RR models are 
compared, as shown in Fig. 9. 

TABLE II. PARAMETER SETTINGS FOR READING RECOMMENDATION 

MODEL BASED ON LONG TERM BORROWERS 

Parameter indicator type Numerical value 

Short term sequence length 10 

Embedding vector dimension 32 

Iterations 80 

The representation vector dimension of books 16 

BATCH_SIZE 128 

Long term borrowing of interactive data 26545 

Short term borrowing interaction data volume 13654 

Fig. 9(a) shows the results of RR model recall comparison, 
with the increase of the number of recommended books, the 
recall rate of all three models keeps increasing, the best 
performance is the proposed model with the best recall rate of 
0.198, followed by SASRec with 0.179, and the worst is FPMC 
with 0.175. In the precision rate comparison, with the increase 
of the number of recommended books, the precision rate of the 
three models keep decreasing. The best training performance is 
the proposed model with the precision rate of 0.062 at 60 
recommended books, better than the other models. The best 
training performance is achieved by the proposed model with an 
accuracy rate of 0.062 when the number of recommended books 
is 60, which is better than the other models. Finally, root mean 
squared error (RMSE) and mean absolute error (MAE) are 
chosen to compare the training effect of different RR models, as 
shown in Fig. 10. 
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Fig. 9. Comparison of recall and accuracy. 
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Fig. 10. Comparison results of root mean square error and mean absolute error of the model. 

Fig. 10(a) and Fig. 10(b) show the RMSE and MAE training 
results of the model, respectively. In the RMSE error 
comparison, the RMSE error of the proposed model decreases 
gradually as the number of books recommended increases. 
When the number of recommended books is 60, the RMSE 
errors of the proposed model, SASRec, and FPMC are 0.731, 
0.750, and 0.778, respectively. In the comparison of MAE 
errors, when the number of recommended books is 60, the 
proposed model has the smallest MAE error of 0.721, which is 
better than the other two models. This shows that the proposed 
model has better RR performance in real scenarios. 

V. DISCUSSION 

In recent years, the continuous development of information 
technology has accelerated the progress of the digital 
information industry. Moreover, the construction of DL has 
further strengthened the integration and utilization of resources. 
At present, recommendation systems are the core of DL 
construction, including recommendation technologies based on 
interests, user behavior, and related data. The objective of this 
study is to furnish users with convenient access to target 
resources and to enhance their reading experience. Currently, 
traditional recommendation techniques are mainly based on 
interest retrieval, which is inferior to fusion of interest and social 
association data recommendation techniques. In light of the 
limitations of existing reading recommendation systems in DL, 
an intelligent recommendation technology is proposed and 
implemented in the construction of DL, yielding promising 
results. 

The technology proposed by the research considered the 
reading needs of users in multiple scenarios, such as using 
interest as the main recommendation technique in regular 
reading. Similar technologies such as Caser and DeepCrossing 
were selected for comparison. In the performance loss 
comparison, Caser and DeepCrossing were 5.26 and 7.32, 
respectively, while the research model was only 1.85. 
Comparing with study [5], the loss was 2.58. In addition, in 
social scenario-based recommendation, the recommendation 
accuracy of the research model was above 95%, which was 
better than similar Casers, DeepCrossing and 92.35% in study 
[5]. It can be concluded that the research model had good 
application effect in reading recommendations based on 
multiple interests. For long-term borrowing users, it was not 
possible to effectively recommend them based on interest data. 
The research mainly considered users' long-term borrowing data 
and judged their short-term borrowing interests based on their 
recent borrowing data. By integrating the above information, 
reading recommendations for long-term borrowing users could 
be achieved. In actual training, the recall and accuracy 
performance of similar models were compared separately. The 
recall rate of the research model was 0.198, while the SASRec 
and FPMC of similar models were 0.179 and 0.175, 
respectively. The research model performed better. In addition, 
the technology from a study [7] was introduced for comparison, 
and its recall rate was 0.182. Finally, in the comparison of 
RMSE recommendation errors, the proposed model, SASRec, 
and FPMC were 0.731, 0.750, and 0.778, respectively, while the 
study [7] had a value of 0.745. This indicated that the overall 
error of the research model was lower and the recommendation 
effect was significantly better than similar techniques. 
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Compared to similar technologies, research technology 
considered user target needs from both short and long-term 
perspectives. It focused on users' short-term interests and 
reading behaviors, which could more accurately determine 
users' potential reading behaviors and needs. This is something 
that similar technologies do not possess. Moreover, 
experimental evidence has demonstrated that the research 
technology considers user needs from multiple perspectives and 
that its final reading recommendation service is superior to that 
of similar technologies. Furthermore, this technology has gained 
recognition from users. 

In conclusion, the study has demonstrated through 
experimentation that the proposed reading recommendation 
model, based on diverse interest readers and long-term 
borrowing readers, exhibits high levels of recommendation 
accuracy, recall rate, precision, and other indicators. Compared 
with similar technologies, it has better recommendation 
accuracy and error. Moreover, its application in DL will 
accelerate the digital development of the book industry and 
improve the user reading experience. 

VI. CONCLUSION 

Recommendation technology has a wide range of important 
applications, improving the utilization of massive information 
by users. To enhance the RR effect of library books, targeted 
reading models are proposed for two types of reading 
populations, respectively. For MIR, readers' short-term 
behavioral preference features and SSF are mainly considered, 
and the score is calculated by fusing the features to realize 
content recommendation. For borrowers with long-term goals, 
their short-term and long-term interests are extracted from the 
readers' preferences. The scores are then integrated through the 
self-attention mechanism to provide recommendations for 
content. In MIRRR, the logarithmic losses of various models 
were compared and found that the proposed model, Caser, and 
DeepCrossing had losses of 1.85, 5.26, and 7.32, respectively. 
Additionally, when compared the accuracy of liberal arts RR, it 
was found that the proposed model achieved a better 
recommended accuracy of 97.65% as compared to 90.23% and 
87.65% achieved by Caser and DeepCrossing, respectively. In 
the long-term borrower reader RR experiment, the proposed 
model achieved the highest recall with a score of 0.198, 
surpassing SASRec and FPMC, which achieved scores of 0.179 
and 0.175, respectively. Moreover, in the precision rate ratio 
test, the proposed model outperformed Caser and DeepCrossing, 
exhibiting the best precision rate of 0.062. Finally, the study 
compared the RMSE and MAE errors of various models, 
revealing that the proposed model had a more effective 
recommendation outcome in real book reading scenarios 
compared to SASRec and FPMC, with RMSE errors of 0.731, 
0.750, and 0.778, respectively. However, there are also 
shortcomings in the research. DL do not consider reader and 
book context information in their recommendations, including 
book reviews, book authors, etc. It is imperative that future 
research endeavors prioritize the development of this capability. 
At the same time, DL can strengthen the free management and 
sharing of resources in future construction, and improve the 
utilization efficiency of resources. 
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Abstract—Identifying prescribed medication accurately 

remains a challenge for many people, particularly older 

individuals who may experience medication errors due to 

impaired vision, lack of English proficiency, or other disabilities. 

This problem is more prevalent in healthcare settings where pills 

are often distributed in strips rather than in traditional packaging, 

increasing the risk of dangerous consequences. To address this 

issue, a mobile application has been developed using Computer 

Vision and Artificial Intelligence to accurately recognize pills and 

provide relevant information through text and speech formats. 

The approach integrates the GPT-4 API for imprint extraction 

and YOLOv8 for image detection, significantly enhancing the 

application's accuracy. The goal is to improve medication 

management for vulnerable populations facing unique 

accessibility challenges. The application has achieved an overall 

accuracy of 90.89%, demonstrating its effectiveness in assisting 

users to identify and manage their medication. 

Keywords—Pill detection; seniors; computer vision; artificial 

intelligence 

I. INTRODUCTION 

In healthcare, pills are a ubiquitous form of medication, 
typically round or oval-shaped, designed for oral consumption 
[1]. Their widespread use is attributed to their convenience, 
precise dosage control, and ease of administration. Pills 
encompass a diverse array of medications, including pain 
relievers, vitamins, antibiotics, and various therapeutic agents. 
As healthcare systems increasingly prioritize patient needs, the 
importance of innovative solutions in medication management 
becomes evident. The critical problem is that medication 
management poses significant challenges for older individuals, 
who are particularly susceptible to medication errors. 
Medication errors, particularly among older individuals, 
underscore the need for tools that empower individuals to take 
control of their health. Ensuring accurate adherence to 
medication is crucial for effective treatment outcomes. 
However, the complexity of modern drug regimens and the 
variety of pill presentations often lead to confusion and errors 
[2]. Older individuals are particularly susceptible to medication 
errors due to impaired vision or a lack of proficiency in English, 
which can lead to difficulties in correctly identifying and 
administering prescribed medications [3]. Studies have shown 

that between 75% and 96% of older patients make mistakes with 
their medication. While some errors may have minor effects, 
others can result in severe health consequences, and in some 
cases, even death. The risk is further exacerbated when 
medications are provided in unconventional forms, such as strips 
instead of traditional packaging [4]. Current solutions to address 
this problem are inadequate, as most advancements focus on 
reducing medical errors from the healthcare professionals' 
perspective, neglecting patient involvement. There is a 
significant gap in research on pill detection and classification, 
which hampers progress in medication management and safety. 
Existing studies have primarily developed trained model 
systems rather than user-friendly mobile applications, creating 
accessibility challenges for older individuals. 

In this study, we focus on introducing and evaluating the 
efficacy of a novel pill detection application. This application 
leverages advanced technologies such as computer vision and 
Artificial Intelligence (AI), specifically utilizing deep learning 
techniques like YOLO (You Only Look Once) and GPT-4 API. 
YOLOv8 is employed for image detection, identifying pills with 
high precision, while the GPT-4 API extracts and analyzes 
imprints on pills to provide detailed information. The 
application addresses the challenges of medication recognition 
and management by providing a user-friendly platform capable 
of accurately and efficiently identifying pills from images. 

The user experience is at the core of our design, with features 
such as a simple interface, text-to-speech functionality, and 
multi-language support to assist older adults and non-English 
speakers. This ensures users receive accurate and tailored 
information, addressing challenges associated with various 
medication forms and securing a higher degree of safety. 
Aligned with the ideological focus on patient-centric care, the 
application empowers users, regardless of age or language 
barriers, to confidently manage their medications. This 
innovative solution aims to improve overall health outcomes and 
reduce risks associated with medication errors, addressing a 
critical need in the healthcare industry. 

The rest of the study is organized as follows: Section II 
reviews previous work. In Section III, we introduce our 
methodology. Section IV presents the results of this study. 
Finally, Section V concludes the paper. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

699 | P a g e  

www.ijacsa.thesai.org 

II. RELATED WORK 

In recent years, there has been increasing research in the field 
of pill detection. Based on the current state of the art, existing 
pill recognition systems can be categorized into two groups: pill 
detection using an image of the pill, and pill imprint detection. 

A. Pill Detection 

This section will provide an overview of several research 
papers developed to identify pills solely using an image of the 
pill. These studies have shown promising results in computer 
vision and image recognition. 

A research study conducted by Caban, Jesus j et al. [5] 
developed a model for automatically identifying prescription 
drugs. They used Shape Distribution Models to capture the 
shape, imprint, and color characteristics of pills. The model 
samples equally spaced points along pill boundaries from the 
centroid and calculates distances to describe the shape. It also 
estimates imprints through edge points analysis. The model uses 
HSV color space conversion to analyze boundary pixel values. 
When tested on 568 common US drugs, the model achieved an 
accuracy of 91.13%. This approach laid a foundation for pill 
identification in real-world applications where accurate 
recognition of diverse pill appearances is essential. 

Björne et al. [6] conducted a study on drug name recognition 
and drug-drug interaction extraction using the Turku Event 
Extraction System (TEES) combined with machine learning 
techniques, specifically Support Vector Machine (SVM) 
classification and domain knowledge. Their methodology 
involved integrating several external resources, such as 
DrugBank and MetaMap, and syntactic features derived from 
deep parsing. The study achieved F-scores of 60% for drug name 
recognition and 59% for interaction extraction. This showcases 
the potential of combining domain-specific knowledge and 
machine learning to improve medication information retrieval. 
The work emphasizes the importance of integrating structured 
external data with advanced computational methods to enhance 
medication management systems. 

A study conducted by Cunha et al. [7] introduced 
HelpmePills, a tool created to help elderly individuals identify 
pills using image processing techniques. The system 
distinguishes between different pill images based on their shape, 
dimensions, and colors. It operates in two main steps: learning, 
where pill information is gathered and stored in a local database 
by a caregiver, and recognition, where pill properties are 
compared against the database using a decision tree. When 
tested on a Samsung Galaxy Note II, the tool accurately 
identified all the learned pills. This research highlights the 
importance of user-friendly mobile solutions, especially for 
older adults who may have difficulties with managing their 
medication. 

With little labeled data, Wang et al. [8] created a CNN-based 
system to identify medicines from mobile phone photos. Using 
a dataset from the National Institutes of Health (NIH) with 1000 
distinct pill classes, they assessed their approach by applying 
data augmentation techniques to create fake pill visuals. With a 
Mean Average Precision (MAP) score of 0.328, they 
recommended eliminating bias in the dataset, shifting the 

domain, and investigating other deep-learning architectures and 
methodologies. 

Zeng et al. [9] created MobileDeepPill, a mobile-based 
system for identifying pills using advanced AI techniques. The 
system utilizes a multi-Convolutional Neural Network (CNN) 
architecture along with Knowledge Distillation to enhance 
performance on mobile devices. Furthermore, a triplet loss 
function improves the model's ability to differentiate between 
pills. When evaluated with the NIH NLM dataset, 
MobileDeepPill achieved a Top-1 accuracy of 73.7% and a Top-
5 accuracy of 95.6% for recognizing both sides of a pill. This 
study highlights the potential of integrating sophisticated AI 
models into mobile platforms to enhance pill identification. 
However, it also notes limitations such as the inability to 
recognize multiple pills in a single image, indicating areas for 
future improvement. 

In response to the issue of pill misidentification, Wong et al. 
[10] developed a Fine-Grained Pill Identification Algorithm 
utilizing a Deep Convolutional Network (DCN). The DCN 
model surpassed standard techniques, achieving a mean 
accuracy rate of 95.35% at the Top-1 return. Future research 
could focus on expanding the dataset and enhancing the model's 
robustness to ensure its applicability in real-world healthcare 
settings. 

A study conducted by Ou et al. [11] developed a computer 
system to help identify and classify different types of drug pills. 
The system has two stages: detection and classification. In the 
first stage, a deep CNN is used to determine the location of the 
pills, while in the second stage, another CNN is used to classify 
the pills based on their type. Scientists created a database 
containing 131 categories of drug pills to train the models. They 
used popular deep learning frameworks such as TensorFlow or 
PyTorch, and likely ran experiments on GPUs to speed up the 
process. The system achieved a top-1 accuracy rate of 79.4%, 
with top-3 and top-5 accuracies of 88.3% and 91.8%, 
respectively. Future improvements could include expanding the 
drug pill database and integrating the system with mobile or 
handheld devices for easy access and convenience. 

As the third most common cause of death in the United 
States, medical errors are addressed by Delgado et al. [12], with 
a major focus on drug errors. The main issue is the challenging 
identification of prescription medications. To enhance accuracy, 
they employed deep learning with CNN architectures 
(ResNet50, SqueezeNet, MobileNet, 37 InceptionV3), fine-
tuning them using an Adam optimizer with a decreasing learning 
rate strategy to improve the performance and convergence of the 
models, and pill localization to accurately identify the location 
of pills within the images by using a blob-detection neural 
network and post-processing techniques which were vital for 
precise identification. The training involved the NIH Pill Image 
Recognition Challenge dataset and synthetic images. The 
application achieved a 94% accuracy in identifying prescription 
medication from images, recognizing the correct pill within the 
top five results. 

In a paper by Ou et al. [13] they discussed drug pill detection 
challenges in medication safety. using a two-stage architecture 
with EFPN for drug localization and Inception-ResNet v2 for 
classification. They developed the Drug Pills Image Database, 
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which included 612 drug categories, and analyzed the system, 
attaining over 96% accuracy in localization as well as Top-1, 
Top-3, and Top-5 accuracy levels of 82.1%, 92.4%, and 94.7%. 
The study used high-quality images captured with a DSLR 
camera, two NVIDIA 1080Ti GPUs, and the Adam optimizer. 
Future improvements include enhancing accuracy, simplifying 
the model, and expanding the database for broader 
pharmaceutical applications. 

Tan et al. [14] examined three object detection algorithms, 
RetinaNet, SSD, and YOLOv3, for real-time pill and hard 
sample detection. Each algorithm was trained on a pill image 
dataset and their performance was analyzed. RetinaNet had the 
highest mean average precision (MAP), but its frames per 
second (FPS) was only a third of that of YOLOv3, making it 
difficult to achieve real-time performance. SSD did not perform 
as well on MAP or FPS. YOLOv3 featured a little lower MAP 
but significantly faster detection speed and harder sample 
detection. The authors concluded that YOLOv3 is more suitable 
for deployment in hospital equipment. 

Kwon et al. [15] proposed a deep learning system to improve 
pill detection even with limited training data. Normally, the 
algorithm learns from various pill images when individual pills 
are detected. But, as the number of different pill types to identify 
rises the 38 combinations of pills in an image grow significantly. 
The algorithm follows a two-step structure that includes single-
class pill area detection learning and the optimization of area 
dilation for multi-class pill detection. They trained the algorithm 
with single pill images, utilized the Mask Region-Based 
Convolutional Neural Network (RCNN) model, and 
incorporated post-processing techniques for improving pill 
detection. Despite the limited image and dataset sizes, the 
method outperformed previous algorithms. It achieved better 
detection performance in terms of pill identification. 

 In a study by Heo et al. [16], an accurate deep learning-
based system for automatic pill recognition was developed, 
identifying tablets automatically. The system consists of two 
main steps - pill recognition and pill retrieval, both of which use 
deep learning models to train pill images and imprinted 
characters. The authors compiled a pill database from both 
South Korea and the United States. The system obtained top-1 
candidate accuracy ratings of 85.6% (South Korea) and 74.5% 
(United States) for pill kinds that had not been trained on two 
databases. For future enhancements, the authors propose 
incorporating transfer learning approaches such as multitasking 
learning or adapters. 

In their study, Al-Hussaeni et al. [17] aimed to improve the 
accuracy and efficiency of identifying pills through image 
retrieval. They suggested using CNNs instead of traditional 
methods to prevent medication errors. The authors offered three 
distinct CNN architectures, two of which were hybrid networks 
combined with classification methods (CNN + Support Vector 
Machine and CNN + KNearest Neighbors), and the third was a 
ResNet-50 network. The researchers employed a real-life 
dataset from the National Library of Medicine database (NLM) 
and achieved an accuracy of 90.8% in pill image retrieval. 
However, the CNN + KNN architecture showed better retrieval 
accuracy by 10% compared to other models. The study could be 

improved further by exploring advanced classification methods 
and refining the CNN architecture. 

B. Pill Detection that Focuses on Imprint Information 

This section will provide an overview of several research 
papers developed to automatically identify pills from images, 
focusing on detecting imprint information. 

Lee et al. [18] conducted a study on identifying illicit drugs 
using a feature extraction method based on edge-based 
characteristics and invariant moments. Their approach 
effectively accounted for the variability in pill images caused by 
different lighting conditions and viewpoints. By creating 
multiple templates during edge detection to improve resilience 
against these variations, the study achieved a remarkable 
76.74% rank-1 matching accuracy using a comprehensive 
dataset of 822 illicit drug pill images and 1,294 legal pill images. 
This pioneering use of edge localization for imprint extraction 
represents a significant advancement in pill identification 
accuracy, demonstrating impressive capability in handling 
variations in image quality and environmental conditions. It 
provides a valuable reference for enhancing the precision of pill 
recognition in various settings, cementing its relevance for 
imprint extraction techniques. 

 Chen et al. [19] introduced an automated methodology for 
identifying pills by using imprint information. The text was 
obtained through a modified stroke width transform (MSWT) 
and characterized using the weight shape context (WSC). By 
employing this approach, the researchers achieved a 
classification accuracy of as high as 93.03% when categorizing 
over 10 thousand query pill images into approximately 2000 
distinct groups. 

Yu et al. [20] developed a high-accuracy automatic pill 
recognition system that employs imprint information as the 
primary differentiation between different pills. It utilized 
algorithms for imprint extractions, which adopt a modified 
stroke width transform for imprint extractions and uses Loopy 
belief propagation for image segmentation of printed imprint 
pills. The results were promising, with up to 97.16% accuracy 
in identifying 12,500 pill images into 2,500 categories. The 
authors suggested accelerating the algorithm and improving the 
accuracy for lower-quality images. 

Chupawa et al. [21] developed a pill identification system 
for pharmacists using a detailed three-stage approach. Firstly, 
the preprocessing stage enhances image quality by removing 
background noise, cropping, and applying filters to improve 
clarity. Secondly, during feature extraction, the system isolates 
and analyzes imprint characteristics, such as shape and texture, 
which are crucial for accurate identification. Finally, the 
classification stage employs a neural network to categorize pills 
based on the extracted features. This system achieved an 
impressive accuracy rate of 94.4% in identifying six different 
types of pills, demonstrating the effectiveness of deep learning 
techniques in enhancing pill identification and supporting 
precise medication management. 

Suntronsuk et al. [22] described a method for automatically 
identifying text from pill impressions. The method relied on a 
set of predetermined rules for recognizing imprint places, as well 
as a methodology for removing noise from binary images. 
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Initially, the photos were treated to normalization and 
enhancement techniques to improve contrast. Then, the imprint 
area was identified using different criteria. The selected area was 
subsequently trimmed and converted to binary representations 
via either Otsu's thresholding approach with noise reduction or 
K-means clustering. Finally, the binary result was fed into a 
trained Tesseract model, which extracted the text. The study 
found that Otsu's thresholding method surpassed K-means 
clustering, with precision and recall rates above 57%. Pill Image 
Binarization to Detect Text Imprints. 

III. METHODOLOGY 

The following section provides a detailed overview of the 
methods utilized in this study to combine the YOLOv8 model 
with GPT-4 for optical character recognition (OCR) capabilities, 
with the goal of improving the pill detection application. This 
integration is crucial for accurately capturing and interpreting 
text imprints on pills, which is essential for proper medication 
identification. The methodology is broken down into key areas 
such as research design, procedure, data acquisition, and 
preparation, all customized to address specific challenges and 
objectives identified in the initial stages of the project. 

A. Study Design and Procedure 

This study assessed the effectiveness of integrating YOLO 
(You Only Look Once) object detection models with GPT-4 for 
OCR in developing the pill detection application. YOLOv8 was 
selected due to its proven efficacy in object detection [23] and 
GPT-4's advanced capabilities for text recognition [24]. This 
combination is pivotal for accurately extracting and interpreting 
text imprints on pills, crucial for medication identification. The 
study followed a comprehensive procedure encompassing the 
training of detection models and the integration of OCR 
capabilities. Initially, YOLOv8 was fine-tuned on a specifically 
curated dataset containing images of various pills captured 
under different environmental settings to simulate real-world 
usage. This was followed by applying the GPT-4 API to perform 
OCR on the detected pills, focusing on the imprints containing 
essential medication information. The algorithmic flow of these 
processes is depicted in Fig. 1, which illustrates the program 
flow from model training to pill detection and information 
display in the application. First, the model will undergo training 
using a labeled dataset until it reaches a good level of accuracy. 
Next, it will be connected to our Android application. When the 
user opens the application and uploads or takes a picture, the 
model will analyze the image to identify any recognizable pills. 
If it detects a pill, the image will be sent to the GPT-4 API for 
imprint extraction. If the imprint and detected pill match up, the 
relevant information will be displayed for the user. 

B. Data Acquisition and Preparation 

The dataset was meticulously constructed with a focus on 
medications commonly prescribed for prevalent chronic 
diseases in Saudi Arabia, encompassing hypertension, diabetes, 
and heart diseases. Medications included hypertension pills such 
as Tabuva, Amlor, and Tenoryl; diabetes medications including 
Glucare and Jardiance; and heart disease treatments like Aspirin, 
Cardicor, Diusemide, and Isobide. The selection of these 
medications was informed by consultations with several 
pharmacists to ensure the dataset reflects real-world medical 
needs. It was essential to choose a dataset with a wide variety of 

medications to represent different conditions and therapeutic 
classes, as well as a diverse range of pill shapes, colors, and 
sizes, as diversity is crucial for confirming the model's ability to 
be applied across different medical situations. 

 
Fig. 1. Pill detection application flow. 

To further enhance the dataset's relevance, specific choices 
were made to include pills without imprints, such as Aspirin, and 
pills with only engraved imprints and not inked, like Cardicor. 
Additionally, pills that appeared very similar except for their 
imprints, such as Jardiance and Glucare, were included to test 
the model's ability to distinguish between subtle differences. 

 
Fig. 2. Dataset capturing conditions. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

702 | P a g e  

www.ijacsa.thesai.org 

To simulate realistic usage scenarios, the dataset creation 
involved a detailed and structured image collection process 
shown in Fig. 2. Pills were photographed under varied lighting 
conditions to reflect different environmental settings patients 
might encounter. Specifically, 200 images were equally 
distributed across four lighting categories: bright, dim, natural, 
and artificial light. To further enhance the model's ability to 
perform under diverse backgrounds, 100 images were captured 
against both plain and complex backgrounds. The dataset also 
included images taken from multiple angles and orientations—
top view, side view, angled view, and random orientations—to 
ensure comprehensive coverage of how pills might be presented 
to the application by users. In addition to these variations, 50 
images focused on scale and proximity, with close-up shots and 
standard-distance shots, and another 50 showcased pills on 
different surface types, split between glossy and matte finishes. 
This comprehensive application to data collection ensures that 
the model is well-prepared for effective deployment in diverse 
and challenging settings. 

Following collection, the images were annotated using 
RoboFlow, which facilitates precise and efficient object labeling 
within images. The images will be split into three parts for 
training, testing, and validation, with 70%, 15%, and 15% 
respectively. This division is based on research that suggests that 
for datasets between 100 and one million, this is the most ideal 
splitting method [25]. To enhance the model’s capacity for 
generalization and improve its detection accuracy, the dataset 
was augmented by introducing an 'unknown' class comprising 
pills that were either similar to or different from the target 
medications but commonly encountered in the region. 
Additionally, negative samples, consisting of images devoid of 
any pills, were incorporated to train the model to recognize 
scenarios absent of relevant objects, a critical step for 
minimizing false positives in real-world applications. 

C. Testing and Evaluation Methods 

The pill detection application was thoroughly evaluated to 
test the effectiveness of the YOLO models and the GPT-4 OCR 
integration. The evaluation involved using various quantitative 
metrics to gain valuable insights into the system's performance. 
The confusion matrix was utilized to examine true positive, false 
positive, false negative, and true negative predictions for each 
type of detected pill, providing a comprehensive overview of 
classification performance as well as a visual depiction of the 
model's accuracy and misclassifications. Accuracy was 
calculated to determine the proportion of correct predictions out 
of all predictions made, which is crucial for evaluating the 
overall effectiveness of the detection system. 

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
        (1) 

Precision, which measures the exactness of the detection, 
ensures that the model doesn't produce a high number of false 
positives. It measures the proportion of true positive (TP) 
instances among those that the model predicts as positive. 

  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
         (2) 

Recall, also known as sensitivity, evaluates the model's 
ability to properly identify every relevant instance. This metric 

is particularly crucial when it's important to capture as many true 
positives as possible, such as in medical applications where 
missing a relevant pill type could have significant consequences. 

  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
         (3) 

The F1-score, which balances precision and recall, is 
particularly useful in scenarios with uneven class distribution 
and provides insights into the model’s robustness when dealing 
with various pill types. 

  𝐹1 =
2 × (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
         (4) 

The mean average precision (mAP) was utilized to examine 
the precision of the bounding boxes generated by the YOLO 
models across different types of tablets. This metric offers a 
comprehensive perspective on the model's performance in 
locating and accurately identifying pills in an image. This set of 
metrics provides a comprehensive evaluation framework that 
measures individual aspects of model performance and ensures 
the system's reliability and effectiveness in a real-world 
application setting, confirming the system's suitability for 
practical deployment in the healthcare sector. 

IV. RESULTS AND DISCUSSION 

A. Results 

The evaluation process in this study is conducted in two 
stages: first for the YOLOv8 detection model, and then for the 
entire application with YOLOv8 and GPT-4 for imprint 
extraction. 

Evaluate the YOLOv8 detection model: to evaluate our pill 
detection model, we employed several standard YOLO 
evaluation metrics. The main metric we used was the mAP, 
which assesses both precision and recall across various classes 
by averaging the mAP scores. We utilized a confusion matrix, 
as depicted in Fig. 3, to compute the accuracy, precision, recall, 
and F1 score. The confusion matrix enables us to determine the 
accuracy, precision, recall, and F1 score for each class, and the 
corresponding values are presented in Table I. 

 

Fig. 3. YOLOv8 normalized confusion matrix. 
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TABLE I.  ACCURACY, PRECISION, RECALL, AND F1-SCORE FOR EACH 

CLASS 

 Accuracy Precision Recall F1-score 

Amlor 1 1.0 1.0 1.0 

Aspirin 0.956 0.73 0.83 0.78 

Cardicor 0.999 0.99 1.0 0.99 

Diusemide 0.936 0.61 0.83 0.70 

Glucare 0.967 0.79 0.88 0.83 

Isobide 0.995 0.95 1.0 0.97 

Jardiance 0.972 0.78 0.90 0.84 

Tabuva 0.999 0.99 1.0 0.99 

Tenoryl 0.998 0.99 0.99 0.99 

Unknown 0.988 0.89 0.99 0.94 

The efficacy of the YOLOv8 model is evaluated and 
illustrated across a variety of performance metrics, each 
represented in comprehensive graphical form. Fig. 4 showcases 
the Precision-Recall Curve, highlighting the model's exceptional 
capability to achieve a balance between precision and recall. As 
shown in Table I. Amlor stands out with perfect scores of 1.0 in 
both metrics, exemplifying flawless detection capabilities. 
Similarly, Cardicor, Isobide, Tabuva, and Tenoryl demonstrate 
near-perfect performances, affirming their high detection 
accuracy with precision and recall rates of 0.99 or higher. 

The analysis continues with the Precision-Confidence Curve 
and F1-Confidence Curve, depicted in Fig. 5 and Fig. 6 
respectively. These graphs reveal precision and F1-scores across 
different classes, highlighting areas for improvement and 
strengths. Aspirin, for example, shows a precision of 0.73 and 
an F1-score of 0.78, suggesting a need to minimize false 
positives. Conversely, Glucare and Jardiance perform robustly, 
with precision scores of 0.79 and 0.78 and F1-scores of 0.83 and 
0.84, showcasing reliable detection and classification at varied 
confidence levels. 

Fig. 7 shows the Recall-Confidence Curve, further 
illustrating the model's effectiveness in identifying true 
positives. High recall rates are maintained across most classes, 
with notable achievements from Glucare and Jardiance, who 
reach recalls of 0.88 and 0.90, ensuring comprehensive detection 
of relevant objects. 

 
Fig. 4. YOLOv8 model precision-recall curve. 

 
Fig. 5. YOLOv8 model precision-confidence curve. 

 
Fig. 6. YOLOv8 model f1-confidence curve. 

 

Fig. 7. YOLOv8 model recall-confidence curve. 

 
Fig. 8. Training and validation losses of YOLOv8 model. 
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Lastly, Fig. 8 presents the Training and Validation Loss 
Curves, providing insights into the model's learning dynamics 
over time. These curves demonstrate a consistent decrease in 
training and validation losses, including Train/Box_Loss, 
Train/Cls_Loss, and Train/Dfl_Loss, as well as Val/Box_Loss, 
Val/Cls_Loss, and Val/Dfl_Loss. This indicates an 
improvement in the model's ability to predict bounding boxes, 
classify objects correctly, and estimate attributes such as 
distance and focal length, confirming effective learning and 
generalization to new, unseen data. 

Furthermore, we measure the mAP on both the validation 
and test datasets. We attained a mAP of 97% on the validation 
dataset at a threshold of 0.5, which is a remarkable achievement. 
Also, we measured the mAP of the test dataset, we attained a 
mAP of 96.3% with a threshold of 0.5 on the test dataset. This 
result is compared to a related study [8] that focused on detecting 
pills using YOLOv5 whereas the achieved accuracy was 85.6%. 
Our pill detection model demonstrates a significant performance 
difference, highlighting its robustness and precision compared 
to the previous study. 

It is possible for the mAP percentage to decrease on the test 
dataset compared to the validation dataset. This is because the 
model was never exposed to the test dataset during training. 
According to the predictions in Fig. 9 yolov8 model can identify 
a single pill with a confidence ranging from 87% to 94%. 

 
Fig. 9. YOLOv8 model predictions (confidence). 

Evaluating the Integration of YOLOv8 and GPT-4: In efforts 
to improve the precision of the pill identification application, the 
YOLOv8 model was combined with the GPT-4 API. This 
integration significantly enhanced the reliability of detection 
outcomes. The models were tested separately under varying 
conditions such as different lighting, overlapping pills, and 
unclear imprints. The YOLOv8 model performed well under 
these diverse conditions, accurately identifying pills despite 
these challenges. However, to further improve accuracy and 
minimize false positives—which are particularly dangerous—
the integrated performance of both YOLOv8 and GPT-4 was 
evaluated. 

The GPT-4 API did not perform as well under different 
lighting conditions and struggled to provide predictions when 
the imprint or part of it was invisible. To assess the success of 
this integration, 450 tests were conducted with the application 
across various pill types in the dataset. The results demonstrated 
an impressive accuracy rate of 90.89%, indicating a substantial 
improvement in the application's ability to identify pills 
accurately. This comprehensive evaluation confirmed the 
integration's effectiveness in enhancing the accuracy and 
reliability of the pill identification application, especially under 
challenging conditions. 

B. Discussion 

The YOLOv8 model showed excellent performance, with 
high accuracy, precision, recall, and F1-scores across most 
classes. The mAP scores on validation and test datasets confirm 
its effectiveness. Classes like Amlor, Cardicor, Isobide, Tabuva, 
and Tenoryl achieved near-perfect detection, though Aspirin and 
Diusemide had higher false positives. 

The precision-recall curves, confidence metrics, and loss 
curves highlight the model's strengths and areas for 
improvement. The consistent decrease in training and validation 
losses indicates effective learning and generalization. 

 Integrating YOLOv8 with the GPT-4 API improved overall 
accuracy, combining robust detection with enhanced imprint 
extraction. However, the GPT-4 API's performance depends on 
image quality and orientation, affecting reliability with poor 
images. 

Compared to existing pill recognition systems, our approach 
is unique in integrating YOLOv8 and GPT-4. While most 
systems rely on either advanced image detection models or OCR 
technologies independently, our combination leverages the 
strengths of both. This integration allows our system to handle a 
broader range of identification challenges, enhancing overall 
accuracy and reliability, especially in distinguishing pills with 
similar appearances but different imprints. 

A notable limitation of this study is the dependency of the 
GPT-4 API on image clarity. For the GPT-4 API to function 
properly, the images need to be clear and well-oriented. Poor 
quality images can lead to unreliable predictions, affecting the 
overall accuracy of the system. 

V. CONCLUSION AND FUTURE WORK 

As the aging population grows, the likelihood of medication 
errors increases, particularly among older individuals who often 
rely on multiple medications for chronic conditions. 
Recognizing this challenge, we developed a novel application 
designed to mitigate the risk of such errors by facilitating 
accurate pill identification through imaging technology. This 
application leverages a YOLOv8 model trained on a 
meticulously created dataset, in conjunction with GPT-4 for 
enhanced text extraction capabilities. Insights were garnered 
from interviews with 11 pharmacists and 15 older individuals, 
highlighting the difficulties pharmacists face in identifying pills 
based solely on their appearance, given the necessity to recall 
each pill's specific codes, shapes, colors, and sizes. This task is 
compounded by the fact that identical medications produced by 
different manufacturers may vary significantly in appearance, 
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underscoring the need for a robust and precise pill classification 
system. The effectiveness of this system was demonstrated by 
achieving a mAP of 90.89%, validating the application's 
capability in accurately detecting and classifying pills. While the 
results are promising, there is still potential for further 
improvements. 

Future enhancements include extending language options 
beyond English and Arabic to increase global accessibility, 
enriching the dataset with a more varied collection of pill images 
to boost the model’s robustness, refining the text extraction 
feature to handle challenging imaging conditions, and 
expanding availability to iOS and Windows platforms. These 
advancements will further the development of our application, 
making it a more versatile and reliable tool for preventing 
medication errors among the elderly. Additionally, future work 
should focus on better image preprocessing and expanding the 
dataset to include more pill types for improved generalization. 
The integration of YOLOv8 and GPT-4 has shown significant 
potential for enhancing medication management, especially for 
older individuals and those with limited English proficiency. 
Continued refinement of these technologies can further reduce 
medication errors and improve patient outcomes. The planned 
improvements and ongoing testing will continue to refine the 
system, aiming for broader adoption and increased efficacy in 
the real world. 
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Abstract—Augmented Reality (AR) has become a key 

technology in the education sector, offering interactive learning 

experiences that improve student engagement and understanding. 

Despite its increasing use, a thorough summary of AR research in 

educational environments is still required. This study applies 

bibliometric analysis to identify trends in this research field. Data 

from the Scopus database and VOSviewer software version 1.6.19 

was used to analyze academic publications from 2018 to 2023. The 

original dataset of 4858 articles was narrowed down to 1109 

articles concentrating on "augmented reality" AND "simulation" 

in student learning. Methods such as advanced data mining, co-

citation analysis, and network visualization were utilized to outline 

the structure and trends in this research area. Key findings include 

a significant rise in research activity over the past decade, 

identification of the ten most prolific authors in AR simulation 

studies, and detailed visualizations of information distribution. 

Significant challenges include high costs and difficulties in 

technical integration. The study addresses these issues through 

interdisciplinary research that combines educational theory with 

AR technology. Results demonstrate growing interest in AR 

applications, particularly within STEM education, driven by 

technological advancements and increased funding. Despite these 

challenges, the potential of AR to enhance learning outcomes is 

clear. This research concludes that AR simulations can be a 

valuable educational tool, with further studies needed to explore 

the scalability of AR applications in various educational settings 

and to develop evidence-based guidelines for effective integration. 

Keyword—Augmented reality; simulation; learning; education 

I. INTRODUCTION 

In the ever-evolving landscape of education, the integration 
of emerging technologies holds immense promise for 
revolutionizing pedagogical approaches. Among these 
technologies, augmented reality (AR) has emerged as a powerful 
tool with the potential to enhance learning experiences across 
various domains. The use of augmented reality (AR) in 
education represents a significant transition from conventional 
teaching methods to a new era characterized by extremely 
interactive and captivating learning experiences [1]–[4]. AR 
presents a reality-like world with additional information which 
can be used to view objects in virtual or real-world 
environments. 

The use of augmented reality (AR) allows students to 
interactively engage with three-dimensional models [5]-[7], 
historical re-enactments [8], [9], and sophisticated scientific 
phenomena [10] in real-time by seamlessly integrating digital 
overlays with the physical environment. This immersive method 

converts previously abstract or intricate information into 
concrete and easily understandable experiences, greatly 
improving understanding and involvement. The adaptability of 
AR extends across a wide range of disciplines, providing distinct 
advantages in each one. Medical students can utilize augmented 
reality (AR) simulations to engage in virtual surgical practice, 
acquiring significant practical experience without the inherent 
dangers associated with real-life surgeries [11]–[14]. 
Engineering students have the opportunity to analyze and 
engage with intricate machinery or infrastructures, which allows 
them to develop a more profound comprehension of design 
principles and spatial relationships [15]–[17]. Meanwhile, 
students studying history and archaeology can explore historical 
civilizations and locations in three dimensions, acquiring 
profound insights and a heightened sense of immersion that 
cannot be achieved through conventional textbook learning. 
These cutting-edge tools accommodate diverse learning styles, 
greatly enhancing motivation, involvement, and knowledge 
retention by transforming learning into a more dynamic and 
customized experience. 

In addition, augmented reality simulations in educational 
settings go beyond simple visual engagement [18]–[20]. They 
provide a multi-sensory experience that replicates real-life 
situations, allowing learners to safely explore, experiment, and 
learn from their mistakes without facing real-world 
repercussions. AR simulations allow learners to refine their 
abilities in a controlled setting, bolstering their self-assurance 
and proficiency prior to employing them in real-life scenarios. 
Nevertheless, the incorporation of augmented reality (AR) into 
educational systems presents several obstacles, such as the 
substantial expenses linked to AR technology, the need for 
comprehensive infrastructure, and the demanding process for 
educators to effectively integrate AR into their teaching 
approaches. Despite these challenges, the future of augmented 
reality (AR) in education looks promising, driven by ongoing 
progress in technology that is enhancing the accessibility and 
user-friendliness of AR . With the decreasing cost of AR devices 
and the advancement of standardised AR educational content, 
the use of AR in educational settings is expected to grow, 
establishing its position as an essential element of modern 
educational tactics [21], [22]. Augmented reality has the 
exceptional ability to enhance learning by making it more 
immersive, personalised, and effective. It is poised to overcome 
current obstacles and significantly enhance the educational 
environment. This technology represents a new era of learning 
that connects theoretical knowledge with practical application. 
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By leveraging advanced bibliometric methods, this research 
provides new insights into how AR is shaping the future of 
education. 

In contrast to earlier studies that mostly focused on 
individual case studies or specialized applications of AR, this 
research systematically examines a broad range of academic 
publications using advanced data mining, co-citation analysis, 
and network visualization techniques. The study identifies 
significant trends, key authors, and the most cited works, 
providing a holistic view of the current state of AR research in 
education. Additionally, it highlights the interdisciplinary nature 
of AR applications, demonstrating their impact across various 
fields such as STEM education, medical training, and 
engineering. This comprehensive approach allows for a deeper 
understanding of how AR simulations is being integrated into 
educational practices. 

II. LITERATURE REVIEW 

Research has demonstrated that AR simulations enhance 
student engagement, motivation, and knowledge retention [23], 
[24] where students using AR are more interested in their lessons 
and more likely to stay focused. The interactive nature of AR 
makes learning activities more enjoyable, which increases 
motivation. By superimposing digital information onto the 
physical world, AR creates an immersive learning environment 
[25], [26]. This allows students to interact with virtual objects 
and scenarios in a more intuitive and captivating way. AR 
simulations have proven effective across diverse fields such as 
science, engineering, health, and social sciences. For instance, 
in medical education, AR is used to teach students about 
anatomy and physiology, enabling them to engage with virtual 
organs and systems in an authentic and immersive manner [27], 
[28]. This can help in visualizing complex physiological 
processes, such as blood circulation and neural pathways, 
making them easier to understand. In engineering education, AR 
is employed to teach principles such as mechanical systems and 
circuit design [29]–[31], allowing students to interact with 
virtual models and observe their real-time behavior [32], [33]. 

Despite the significant advantages of AR simulations, 
various challenges and constraints need to be addressed. A key 
challenge is the creation of high-quality AR content that is both 
engaging and educational. This requires proficiency in AR 
design and development, as well as a deep understanding of the 
subject matter [34]. Another challenge is the cost and 
accessibility of AR technology. While the cost of AR 
technology has decreased in recent years, developing high-
quality AR content still demands a substantial financial 
investment. Researchers have explored the use of open-source 
AR development tools and platforms, such as ARKit and 
ARCore, to help reduce these costs. To optimize the educational 
benefits of AR simulations, researchers have developed various 
pedagogical approaches and design principles. For example, the 
"AR-based learning cycle" suggests that AR simulations should 
be designed to promote active learning, problem-solving, and 
critical thinking. Additionally, researchers have identified 
specific design principles to ensure the educational effectiveness 
of AR simulations, including realism, interactivity, 
personalization, and feedback. 

By adhering to these principles, educators can create 
engaging and interactive AR simulations that foster active 
learning and critical thinking. As AR technology continues to 
advance, AR simulations are likely to become increasingly 
important tools for educators across various fields. By utilizing 
AR simulations, educators can create innovative and engaging 
learning experiences that help students develop a deeper 
understanding of the subject matter, equipping them with the 
skills and knowledge needed to succeed in their future careers. 
This approach aligns with [35], who advocate for integrating AR 
in teacher training, particularly for simulation and modeling in 
science education, underscoring AR's capacity to elevate digital 
competencies among future educators. The study in [36] 
highlight the perceptual challenges posed by blending virtual 
and physical content in AR environments, emphasizing the need 
to address these incongruities for a seamless learning 
experience. 

Innovative approaches to AR simulations in medical and 
robotics education are presented by [37] and [38]. [37] describe 
an AR-based technique for visualizing brain deformations 
during surgical procedures, while [38] explore AR's role in 
mobile robotics, emphasizing its educational value in 
understanding autonomous systems. The research in [39] 
expands the application of AR beyond medical and scientific 
realms into interior design, illustrating AR's versatility in 
enhancing visualization and communication between designers 
and clients. The reviewed studies collectively underscore AR's 
potential to revolutionize educational and training paradigms 
across disciplines. 

III. RESEARCH QUESTION 

This paper attempts to respond to six (6) primary research 
questions. 

RQ 1: What are the research trends in augmented reality 
simulation according to the year of publication? 

RQ 2: Who are the top ten most active authors in ar 
simulation publications? 

RQ 3: What are the most cited articles by subject of 
research? 

RQ 4: What is the map of Co-Authorship? 

RQ 5: What are the popular keywords related to the study? 

RQ 6: What are co-authorship countries’ collaboration on 
the use of AR simulation in education? 

IV. METHODOLOGY 

Bibliometrics involves the collection, organisation, and 
analysis of bibliographic data from scientific publications [40]–
[42]. In addition to basic descriptive statistics like publishing 
journals, publication year, and major author categorization [43], 
the analysis also includes advanced approaches such as 
document co-citation analysis. To do a successful literature 
review, one must engage in an iterative process that includes 
identifying relevant keywords, conducting a literature search, 
and thoroughly analysing the gathered information to create a 
full bibliography and obtain reliable outcomes [44]. The study 
aimed to concentrate on top-tier papers since they provide 
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significant insights into the theoretical views influencing the 
development of the research field. The study utilised the 
SCOPUS database for data gathering to assure data 
dependability [45]–[47]. Only articles from rigorously peer-
reviewed academic journals were evaluated to ensure high-
quality publications. Books and lecture notes were deliberately 
excluded [48]. Elsevier's Scopus, renowned for its 
comprehensive coverage, gathered publications from 2018 to 
December 2023 for analysis. 

A. Data Search Strategy 

Study employed a screening sequence to determine the 
search terms for article retrieval. As shown in Table I, this study 
was initiated by querying Scopus database with online 
Augmented Reality Simulation for Educational Enhancement 
(“augmented reality”) AND (simulation) thereby assembling 
4858 articles. Afterwards, the query string was revised so that 
the search terms “augmented reality” AND “simulation” should 
be focussed on students as learners. Refinement included 1109 
articles which was used for bibliometric analysis as shown in 
Table II. As of February 2024, all articles from Scopus database 
relating augmented reality and simulation in learning, were 
incorporated in the study. 

TABLE I.  THE SEARCH STRING 

Database Search String 

Scopus 

TITLE-ABS-KEY ("Augmented Reality" AND simulat* 
AND ( education OR learn* OR teach* ) ) AND ( LIMIT-

TO ( PUBYEAR , 2018 ) OR LIMIT-TO ( PUBYEAR , 

2019 ) OR LIMIT-TO ( PUBYEAR , 2020 ) OR LIMIT-TO 
( PUBYEAR , 2021 ) OR LIMIT-TO ( PUBYEAR , 2022 ) 

OR LIMIT-TO ( PUBYEAR , 2023 ) ) 

TABLE II.  THE SELECTION CRITERION IN SEARCHING 

Criterion Inclusion Exclusion 

Language English Non-English 

Time line 2018 – 2023 < 2018 

Document Type Article Non-Article 

Literature type Journal Book, Review, Proceeding 

B. Data Analysis 

The data sets containing information about the study's 
publication year, title, author, journal, citations, and keywords 
in plain text format were acquired from the Scopus database, 
covering the period from 2018 to December 2023. These data 
sets were analyzed using the VOSviewer software version 
1.6.19. This software was utilized for analysis and map 
formation, employing the VOS clustering and mapping 
techniques. VOSviewer is an alternative to the 
Multidimensional Scaling (MDS) approach, and it is similar to 
MDS in its aim of placing items in a low-dimensional space in 
such a way that the relatedness and similarity between any two 
items are accurately reflected by the distance between them. 
Unlike MDS, which focuses on computing similarity measures 
like Jaccard indexes and cosine, VOSviewer implements a more 
suitable technique for normalizing co-occurrence frequencies, 
such as the association strength (ASij), calculated as: 

𝐴𝑆𝑖𝑗 =
𝐶𝑖𝑗

𝑤𝑖 × 𝑤𝑗
 

Where; 

 AS𝑖𝑗 represents the association strength between items 𝑖 
and 𝑗 

 𝐶𝑖𝑗  is the number of co-occurrences of items 𝑖 and 𝑗 

 𝑊𝑖  is the weight or total number of occurrences of item 

𝑖 

 𝑊𝑗 is the weight or total number of occurrences of item 𝑗 

This association strength is proportional to the ratio between 
the observed number of co-occurrences of i and j and the 
expected number of co-occurrences of i and j, assuming that 
their co-occurrences are statistically independent. By using this 
index, VOSviewer places items on a map after reducing the 
weighted sum of the squared distances between all item pairs. 
According to Appio et al. (2016), the LinLog/modularity 
normalization was implemented. Furthermore, by applying 
visualization techniques through VOSviewer to the data set, 
patterns based on mathematical relationships were uncovered, 
and analyses such as keyword co-occurrence, citation analysis, 
and co-citation analysis were performed. Keyword co-
occurrence analysis helps explore the development of a research 
area during a specific period and is successful in identifying 
popular topics in different fields. Citation analysis is useful in 
identifying key research issues, trends, and techniques, as well 
as exploring the historical relevance of a discipline's main area 
of focus. Document co-citation analysis is one of the frequently 
applied bibliometric methods and its result is a map dependent 
on network theory to identify the relevant structure of the data. 

V. RESULT AND FINDING 

The study of the extracted research on scholarly 
classification covers various aspects, including the types of 
documents and sources, annual growth trends, languages of the 
documents, subject areas, keyword analysis, country-level 
productivity, authorship patterns, and citation analysis. The 
findings of this paper are predominantly presented through 
frequency distributions, percentages, graphical representations, 
and visualization maps. 

A. RQ 1: What are the Research Trends in Augmented Reality 

Simulation According to the Year of Publication? 

Fig. 1 below presents the research trends in augmented 
reality simulations, highlighting the number of publications per 
year. The trend analysis offers insights into the growing 
attention augmented reality simulations have received in the 
academic community, reflecting the advancements and 
increasing focus on this technology in educational research. 

The line graph shows a clear and consistent upward trend in 
the number of publications related to Augmented Reality (AR) 
for educational enhancement, with a slight acceleration in the 
last two years (2022 and 2023). Here are some possible factors 
that may have influenced this trend. As AR technology has 
become more affordable, accessible, and user-friendly, it has 
attracted increasing interest from researchers and educators who 
are exploring its potential applications in education. There is a 
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growing body of research that suggests that AR can be an 
effective tool for enhancing learning and engagement in a 
variety of educational settings. This growing awareness is likely 
driving more researchers to explore the potential of AR in 
education. Governments and private organizations are 
increasingly investing in AR research, including research on the 
use of AR in education. This increased funding is likely to 
provide more resources for researchers to study and develop 
AR-based educational tools. 

 
Fig. 1. Plotting of document publication by years. 

There is a growing emphasis on using technology to 
personalize learning and create more engaging learning 
experiences. AR aligns well with these priorities, as it can 
provide students with individualized and interactive learning 
experiences. The increasing number of publications on AR for 
educational enhancement suggests that this is a growing field 
with a lot of potential. Some potential implications of this trend 
include the development of new and more effective AR-based 
educational tools. As more researchers study the use of AR in 
education, we are likely to see the development of more 
effective and engaging AR-based learning tools. The wider 
adoption of AR in classrooms. As AR-based educational tools 
become more available and affordable, we are likely to see them 
being adopted in more classrooms around the world. Changes in 
teaching practices. The use of AR in education may lead to 
changes in teaching practices, as teachers adapt their methods to 
take advantage of the new affordances offered by AR. 

RQ 1: What are the Research Trends in Augmented Reality 
Simulation According to the Year of Publication? 

RQ 2: Who are the Top Ten Most Active Authors in AR 
Simulation Publications? 

The top ten most prolific authors in the field of Augmented 
Reality (AR) for educational enhancement are listed in Table III, 
with their respective number of publications ranging from four 
to seven. This ranking highlights the significant contributions 
made by these researchers, who have consistently produced 
valuable scholarly works that advance our understanding and 
application of AR technologies in educational contexts. 

The list of top publication authors highlights key 
contributors to the field of augmented reality (AR) simulations 
in education. Ferrari, V., leading with seven publications, is 
central in pioneering research and developing methodologies 

within this domain. Ferrari's work likely spans technical 
innovations in AR software and hardware, as well as practical 
applications for immersive learning environments. The 
consistent presence of Ferrari, V. underscores a significant 
impact on both theoretical and practical aspects of AR in 
education. Condino, S., with six publications, is another 
prominent figure, focusing on integrating AR technologies into 
specific educational settings like medical or engineering 
training. Condino's contributions likely include evaluating AR 
simulations' effectiveness in enhancing learning outcomes, 
student engagement, and retention. The efforts of other authors 
such as Cutolo, F., Hanalioglu, S., and Tai, Y., contribute to a 
dynamic and interdisciplinary field. These scholars' diverse 
expertise covers the design, implementation, and assessment of 
AR simulations in education. Their research addresses 
challenges and opportunities in user interface design, content 
development, and curriculum integration. Collectively, these 
authors are advancing how educational content is delivered, 
paving the way for future innovations in the educational 
landscape. In conclusion, the leading authors in "Augmented 
Reality Simulation for Educational Enhancement," particularly 
Ferrari, V. and Condino, S., are driving a transformative 
movement in education. Their diverse research topics and 
innovative approaches are crucial in leveraging AR's potential 
to revolutionize learning. As the field evolves, their 
contributions will serve as essential references, fostering further 
integration of AR in education to create more engaging, 
effective, and immersive learning environments. 

B. RQ 3: What are the Most Cited Articles by Subject of 

Research?RQ 1: What are the Research Trends in 

Augmented Reality Simulation According to the Year of 

Publication? 

Table IV showcasing the 10 most cited articles in the field of 
augmented reality (AR) for educational enhancement, as 
analyzed through Scopus, provides a comprehensive overview 
of the current state and impactful trends within this 
interdisciplinary domain. 

TABLE III.  THE TOP TEN MOST ACTIVE AUTHORS 

Author Name Number of Publication Percentage (%) 

Ferrari, V. 7 1.74 

Condino, S. 6 1.49 

Cutolo, F. 5 1.24 

Hanalioglu, S. 5 1.24 

Tai, Y. 5 1.24 

Aebersold, M. 4 1.00 

Chinesta, F. 4 1.00 

Cueto, E. 4 1.00 

Frizziero, L. 4 1.00 

Gungor, A. 4 1.00 
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TABLE IV.  THE MOST CITED ARTICLE 

Authors Title Year Source title Cited by 

Yu et al., (2019) 
Skin-integrated wireless haptic interfaces for virtual and 

augmented reality 
2019 Nature 557 

Ibáñez & Delgado-Kloos, (2018) Augmented reality for STEM learning: A systematic review 2018 
Computers and 

Education 
493 

Shi et al., (2021) 
Towards real-time photorealistic 3D holography with deep 

neural networks 
2021 Nature 255 

Ge et al., (2019) 
A bimodal soft electronic skin for tactile and touchless 

interaction in real time 
2019 Nature Communications 181 

de Paula Ferreira et al. ,(2020) Simulation in industry 4.0: A state-of-the-art review 2020 
Computers and Industrial 

Engineering 
151 

Pulijala Y.; Ma M.; Pears M.; 

Peebles D.; Ayoub A. 

Effectiveness of Immersive Virtual Reality in Surgical 

Training- A Randomized Control Trial 
2018 

Journal of Oral and 

Maxillofacial Surgery 
137 

Ren J.; He Y.; Huang G.; Yu G.; Cai 

Y.; Zhang Z. 

An Edge-Computing Based Architecture for Mobile 

Augmented Reality 
2019 IEEE Network 103 

Condino S.; Turini G.; Parchi P.D.; 

Viglialoro R.M.; Piolanti N.; Gesi 

M.; Ferrari M.; Ferrari V. 

How to build a patient-specific hybrid simulator for 

orthopaedic open surgery: Benefits and limits of mixed-

reality using the Microsoft hololens 

2018 
Journal of Healthcare 
Engineering 

98 

Birt J.; Stromberga Z.; Cowling M.; 

Moro C. 

Mobile mixed reality for experiential learning and simulation 

in medical and health sciences education 
2018 

Information 

(Switzerland) 
96 

Al Janabi H.F.; Aydin A.; Palaneer 

S.; Macchione N.; Al-Jabir A.; Khan 
M.S.; Dasgupta P.; Ahmed K. 

Effectiveness of the HoloLens mixed-reality headset in 

minimally invasive surgery: a simulation-based feasibility 
study 

2020 Surgical Endoscopy 92 

 

The leading article by Yu X. et al. (2019) in Nature, with 

557 citations, explores "Skin-integrated wireless haptic 

interfaces for virtual [49] and augmented reality", highlighting 

the cutting-edge integration of sensory feedback mechanisms 

into AR systems. This work underscores the evolution of AR 

technologies towards more immersive and tactilely engaging 

experiences, which can significantly enhance the realism and 

effectiveness of educational simulations. Following closely is 

the systematic review by Ibáñez M.-B and Delgado-Kloos C. 

(2018) in Computers and Education, cited 493 times, which 

delves into "Augmented reality for STEM learning". This 

article synthesizes research findings on the application of AR 

in Science, Technology, Engineering, and Mathematics 

education, providing a critical assessment of AR's educational 

benefits, challenges, and future directions. The high citation 

count reflects the growing interest and recognition of AR's 

potential to transform traditional learning paradigms by making 

complex concepts more accessible and engaging through 

visualization and interaction. Shi L. et al.'s (2021) publication 

in Nature, "Towards real-time photorealistic 3D holography 

with deep neural networks", with 255 citations, represents a 

significant technological advancement in rendering lifelike 3D 

holograms. This leap forward in holography, powered by deep 

learning, has profound implications for educational content 

delivery, enabling students to explore and interact with high-

fidelity simulations of physical phenomena, historical 

reconstructions, and intricate biological structures in real-time, 

thereby deepening understanding and retention. Moreover, the 

diverse range of topics covered by the other highly cited 

articles, from Ge J. et al.'s (2019) exploration of "A bimodal 

soft electronic skin" in Nature Communications to the practical 

applications of AR in surgical training and Industry 4.0 

simulations, illustrates the broad applicability and 

transformative potential of AR in various educational contexts. 

These studies collectively highlight the multifaceted benefits of 

AR in enhancing educational outcomes, including increased 

engagement, improved understanding of complex subjects, and 

the provision of hands-on experiential learning opportunities 

without the constraints of physical materials or environments. 

C. RQ 4: What are the Map of Co-Authorship about AR 

Simulation? 

The data shown in Fig. 2, created using the Vosviewer 

analyzer, illustrates the bibliometric connections of co-

authorship in the field of Augmented Reality Simulation for 

Educational Enhancement. The analysis seems to focus on the 

co-authorship network, revealing how many documents each 

set of authors has worked on together, the number of citations 

their work has received, and the total link strength between 

them. 

 
Fig. 2. Network visualization map of co-authorship. 

Starting with the authors Balcita R.E. and Palaoag T.D., they 
have co-authored two documents that have accumulated a total 
of 8 citations. However, the total link strength is zero, which 
could imply that their collaborative work, while cited, is not 
central to the network of co-authorships being analyzed. 
Similarly, the teams of Barros V., Oliveira E., and Araújo L., as 
well as Brady C., Vogelstein L., Jen T., and Dim E., each have 
produced 2 documents, but these have not yet been cited. Cao 
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Y. also has two documents to their name with no citations and 
no link strength, indicating that their work is yet to gain traction 
in the field. Chandan K., Albertson J., and Zhang S., with the 
same number of documents, have received a single citation, 
again with no link strength. Chen X. and Liu G. stand out with 
their work being cited 78 times, suggesting that their research is 
highly recognized in the academic community, even though 
their link strength remains at zero. Cowling M. and Birt J. have 
also made a notable impact, with their 2 documents receiving 29 
citations. The group of Diniz F., Duarte N., Amaral A., and 
Pereira C. has garnered 4 citations from their pair of documents. 
El Kabtane H., El Adnani M., Sadgal M., and Mourdi Y. have a 
slightly larger body of work, with 3 documents receiving 25 
citations, indicating a significant contribution to the field. Other 
author groups, such as Grodotzki J., Müller B.T., and Tekkaya 
A.E., as well as Majgaard G. and Weitze C., have works that 
have been acknowledged 5 times in academic citations. The 
pairings of Nagayo Y., Saito T., Oyama H., and Solmaz S., Van 
Gerven T., have each received 19 citations for their 2 
documents, suggesting their research is of considerable interest. 

Nishi K., Fujibuchi T., and Yoshinaga T. have 3 documents 
with 20 citations, which indicates a productive collaboration. 
Planey J., Rajarathinam R.J., Mercier E., Lindgren R., and Zhou 
R., despite having authored 2 documents together, have not yet 
seen citations, indicating either recent publication or a delay in 
recognition. Russell D. and Kuensting L.L. have a modest 
citation count of 1 for their 2 documents, showing initial 
engagement with their work. Tornari C., Tedla M., and Surda P., 
as well as Tu C.-H and Lu E.H.-C., and the group of Wang L., 
Du W., Chu S., Shi M., and Li J., have authored 2 documents 
each but have not yet received citations, which suggests 
potential for future academic impact. Overall, the analysis 
reveals a diverse range of collaborations with varying degrees of 
recognition and impact within the scholarly community. The 
absence of total link strength across the board indicates that 
these connections might not be central within the larger network 
of co-authorships in this research domain, or it may reflect a 
limitation in the dataset or methodology used for this specific 
analysis. 

D. RQ 5: What are the Popular Keywords Related to the 

Study? 

The data shown in Fig. 3, created using the Vosviewer 
analyzer, illustrates the bibliometric connections of co-
authorship in the field of Augmented Reality Simulation for 
Educational Enhancement. The analysis seems to focus on the 
co-authorship network, revealing how many documents each set 
of authors has worked on together, the number of citations their 
work has received, and the total link strength between them. 

The bibliometric analysis illuminates the extensive influence 
of augmented reality (AR) simulations on educational 
enhancement. The preeminent keyword "augmented reality" 
exhibits 671 occurrences and a substantial total link strength of 
1238, signifying its centrality. Closely related terms like "mixed 
reality" (98 occurrences, 265 link strength), "extended reality" 
(41 occurrences, 129 link strength), and "augmented reality (ar)" 
(41 occurrences, 68 link strength) solidify the interconnectivity 
within this domain. The prominence of keywords such as 
"education" (108 occurrences, 274 link strength), "medical 

education" (48 occurrences, 139 link strength), "educational 
innovation" (11 occurrences, 32 link strength), and "educational 
technology" (9 occurrences, 22 link strength) highlights the 
profound impact of AR simulations on educational applications 
across diverse disciplines. Notably, the data underscores the 
significant emphasis on simulation and training applications, 
particularly in medical and surgical domains, with keywords like 
"simulation" (145 occurrences, 357 link strength), "training" (55 
occurrences, 144 link strength), "simulation training" (19 
occurrences, 35 link strength), and "surgical training" (22 
occurrences, 54 link strength) exhibiting high frequencies and 
link strengths. 

 
Fig. 3. Network visualization map of keywords’ co-occurrence. 

The analysis reveals strong connections between AR 
simulations and emerging technologies, including "artificial 
intelligence" (46 occurrences, 130 link strength), "machine 
learning" (47 occurrences, 109 link strength), "deep learning" 
(40 occurrences, 67 link strength), and "industry 4.0" (21 
occurrences, 27 link strength), suggesting the potential for 
integrating cutting-edge technologies to enhance AR 
simulations' capabilities in educational contexts. Furthermore, 
the data highlights specific application areas exploring AR 
simulations for educational purposes, such as "neurosurgery" 
(20 occurrences, 54 link strength), "nursing education" (12 
occurrences, 37 link strength), "dental education" (13 
occurrences, 24 link strength), and "laparoscopy" (7 
occurrences, 19 link strength). In summary, this bibliometric 
analysis accentuates the pivotal role of AR simulations in 
driving educational innovation and transformation across 
various domains, including medical and engineering such as 
electronics learning. The interdisciplinary nature of this research 
area, spanning educational applications and emerging 
technologies, underscores its vast potential for further 
exploration and development. 

E. RQ 6: What are Co-Authorship Countries’ Collaboration 

on the use of AR Simulation in Education? 

Fig. 4 illustrates the co-authorship countries’ collaboration 
on the use of AR simulation in education. Co-authorship 
analysis is the relatedness of items is determined based on the 
number of co-authored documents. The network visualization 
depicts international research collaborations centered on 
utilizing augmented reality (AR) simulations for educational 
purposes. Multiple nations are interconnected, with line 
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thickness indicating collaboration intensity. The United States 
emerged as a prominent hub, exhibiting numerous connections 
with other countries. This observation aligns with the provided 
data, where the United States holds the highest document count 
(346) and total link strength (143). The network visualization 
depicts international research collaborations centered on 
utilizing augmented reality (AR) simulations for educational 
purposes. Multiple nations are interconnected, with line 
thickness indicating collaboration intensity. The United States 
emerged as a prominent hub, exhibiting numerous connections 
with other countries. 

 
Fig. 4. The co-authorship countries’ collaboration on the use of AR 

simulation in education. 

This observation aligns with the provided data, where the 
United States holds the highest document count (346) and total 
link strength (143). The United Kingdom also stands out as a 
major collaborator, ranking second in document output (115) 
and total link strength (134). Several European nations like 
Germany, Italy, Spain, and the Netherlands exhibit strong 
collaboration ties within the region and globally. Germany and 
China follow as significant contributors, with 99 and 180 
documents, respectively, alongside substantial link strengths of 
119 and 101. Asian countries like China, India, South Korea, 
Taiwan, and Hong Kong demonstrate robust regional 
cooperation in this research domain. Certain nations with 
relatively fewer documents still maintain substantial 
collaboration links, exemplified by Cyprus (8 documents, 43 
link strength) and Morocco (7 documents, 22 link strength). The 
analysis unveils a globally distributed research network focused 
on AR simulation for education, facilitated by regional clusters 
and international partnerships spanning multiple continents. The 
United States, United Kingdom, China, and Germany emerge as 
prominent hubs driving collaborative efforts in this field. 

VI. DISCUSSION AND CONCLUSION 

A. Main Findings of the Study 

The bibliometric analysis conducted reveals significant 
trends and developments in the use of Augmented Reality (AR) 
simulations in education between 2018 and 2023. During this 
period, there was a noticeable increase in research activity, 

indicating a growing interest in the transformative potential of 
AR technology in educational practices. The analysis 
highlighted frequent keywords such as "simulation," "training," 
and "education," reflecting AR's broad applicability across 
various fields. Additionally, leading authors and highly cited 
articles were identified, showcasing key contributors who have 
significantly influenced the field. 

B. Comparison with Other Studies 

Unlike previous studies that focused primarily on specific 
applications or case studies of AR, this research provides a 
comprehensive overview of academic publications through 
advanced data mining, co-citation analysis, and network 
visualization techniques. This study extends those findings by 
illustrating the interdisciplinary nature of AR applications and 
their impacts across various fields like STEM [50], medical 
training, and engineering. The analysis also emphasizes the 
importance of international collaboration, with major 
contributions from countries like the United States, the United 
Kingdom, and China. 

C. Implication and Explanation of Findings 

The findings suggest that AR technology is particularly 
beneficial in fields requiring practical, hands-on experience. By 
allowing interaction with complex systems and scenarios in a 
controlled environment, AR helps transform theoretical 
concepts into tangible learning experiences. This capability 
makes AR an essential tool for modern education. 
Advancements in AR hardware and software, along with 
increased funding, have driven the rising interest in this 
technology. The study also highlights the growing trend of 
interdisciplinary research, blending educational theory with AR 
technology to enhance learning outcomes. 

D. Strengths and Limitations 

The strength of this study lies in its comprehensive approach, 
utilizing advanced bibliometric methods to provide a holistic 
view of AR research in education. However, there are 
limitations, including the focus on articles indexed in the Scopus 
database, which might exclude relevant studies from other 
databases. Additionally, the analysis is limited to publications 
up to 2023, potentially missing emerging trends beyond this 
period. 

E. Conclusion 

AR simulations represent a significant advancement in 
educational technology, offering unique opportunities to 
improve learning outcomes through immersive and interactive 
experiences. Despite challenges such as high costs, the need for 
extensive infrastructure, and the requirement for educators to 
adapt to new teaching methods, the benefits of AR in education 
are evident. AR's ability to transform abstract concepts into 
tangible experiences and provide safe, practical training 
scenarios is unparalleled. 

VII. SUGGESTION FOR FUTURE RESEARCH 

Interest in integrating learning strategies with Augmented 
Reality (AR) technology in education is rapidly increasing. 
Consequently, it is crucial for researchers to meticulously plan 
and design well-structured teaching and learning components 
before implementing the technology in educational settings. 
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These components should address several key elements: (1) a 
comprehensive understanding of students’ needs, (2) clearly 
defined learning objectives, (3) appropriate forms of support 
such as necessary equipment and resources, and (4) the 
identification and application of learning strategies that best 
match the specific needs of the students. Moreover, it is 
important to explore the potential of AR technology to enhance 
the learning process. This exploration involves determining 
whether AR can significantly improve students' skills and 
deepen their understanding of complex and abstract concepts. 
Additionally, more studies are needed to examine the long-term 
effects of AR on learning outcomes and to develop standardized 
AR educational content that can be widely adopted across 
various educational institutions. Such an investigation is 
essential to provide a more comprehensive and engaging 
learning experience that fulfills the diverse educational 
requirements of students. 
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Abstract—Currently, most recruitment websites use keyword 

search or job nature classification to filter the salary information 

that job seekers are most concerned about. Job seekers need to 

spend much time and effort to understand the salary range of their 

desired position. In order to help job seekers quickly and 

accurately understand the salary of their desired position and 

market value, Word2vec model and latent Dirichlet allocation 

model are used to obtain topic features, which are used as the basis 

for the salary prediction model. The study uses deep neural 

networks and adaptive moment estimation algorithms to construct 

the salary prediction model. Based on the constructed salary 

prediction model, the final salary prediction system is constructed 

based on a browser/server model. The results showed that on the 

training set, the maximum accuracy of the salary prediction model 

was 96.71%, the minimum was 93.75%, and the average was 

95.07%. The mean absolute percentage error and mean square 

error of this model were 5.661% and 0.3462, respectively. The 

maximum average response time of the salary prediction system 

was 134.2s, the minimum was 2.02s, and the maximum throughput 

was 1500000byte/s. The salary prediction model has good 

performance, which can provide technical support for salary 

prediction. 

Keywords—Deep neural network; Adam; salary; prediction; 

system 

I. INTRODUCTION 

Employment is the foundation of people's lives, social 
stability, and economic development. People can obtain 
economic income, improve their living standards, and realize 
their self-worth through employment [1-2]. However, due to 
insufficient industry knowledge among many job seekers and 
an excessive number of unemployed individuals, the current 
employment situation in China is not ideal. Salary is a key 
consideration for job seekers. With the development of Internet 
technology, there are many recruitment websites around the 
world. These recruitment websites are not limited by time and 
space, with low recruitment costs, extensive information, etc. 
[3-4]. In fact, excessive, repetitive, and false recruitment 
information requires job seekers to spend more time and effort 
understanding the salary range of their desired positions. 
Therefore, designing a salary prediction model and system is of 
great significance. The commonly used methods for 
constructing salary prediction models include Doc2vec 
algorithm, Support Vector Machine (SVM), random forest, 
Ridge regression, k-means clustering algorithm, etc. [5]. 

To predict the salary level of graduates, Kuo J Y et al. 
constructed a salary prediction model on the basis of deep 
learning. The stacked denoising auto-encoder was applied to 
train the model. The method could accurately predict the salary 

level of graduates [6]. Grmez Y et al. designed a prediction 
system based on deep learning and a corresponding 
performance rating scale to predict wage growth. The system 
had significant advantages in prediction accuracy and time 
consumption [7]. James O et al. built a neural network method 
to predict worker wages. The model was trained on data from 
35 common job skills. The prediction accuracy exceeded 70%, 
with good performance [8]. Lombu A S et al. designed a 
classification model based on SVM. The Python programming 
language was used to predict individual wages. The accuracy 
was 87%, which exceeded the K-nearest neighbor model [9]. 

However, these methods also have certain shortcomings, 
such as the sensitivity of SVM to parameter selection, high 
computational complexity, and the difficulty in selecting 
regularization coefficients for Ridge regression. In order to 
accurately predict the salary of desired positions for users, the 
Deep Neural Network (DNN) is used in the study, and the 
Adaptive Moment Estimation (Adam) is also introduced to 
improve the training effect of DNN. The final salary prediction 
model is constructed. In addition, the study also utilizes 
technologies such as browser/server mode and Linux server to 
construct a salary prediction system. The research aims to 
predict job compensation, help job seekers understand their 
market value, and enhance industry awareness. The innovation 
of the research is reflected in the combination of DNN and 
Adam, as well as the Word2vec model and the Latent Dirichlet 
Allocation (LDA) model. The contribution of the research is to 
predict the salary of ideal positions for users, promoting job 
seekers' understanding of the salary for desired positions, and 
facilitating salary negotiations for seekers during the job search 
process. 

The research is divided into five sections. Section II 
constructs a DNN-based salary prediction system, involving the 
design of functional modules for the salary prediction model 
and the overall design of the salary prediction system. Section 
III is the performance validation of the salary prediction model 
and salary prediction system, including prediction accuracy, 
convergence speed, concurrent test results, and throughput 
comparison. Section IV is the discussion, which includes 
personal insights and opinions. Section V is the conclusion, 
which includes the important results, shortcomings, and 
prospects of this research. 

II. CONSTRUCTION OF DNN-BASED SALARY PREDICTION 

SYSTEM 

In order to build a salary prediction system and help users 
understand the salary of the desired position, DNN algorithm is 
adopted in the study, and Adam algorithm is used to improve 
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the training effect of DNN. The study also uses Word2vec and 
LDA models to obtain topic features, laying the foundation for 
the salary prediction model. In addition, technologies such as 
browser/server mode and Linux server are utilized to construct 
the final salary prediction system. 

A. Design of DNN Salary Prediction Model Based on Adam 

Optimization 

To predict the salary of desired positions, the Word2vec 
model and LDA model are used to achieve text clustering and 
topic feature construction in the study. Afterwards, the study 
uses DNN and Adam algorithms to construct the final salary 
prediction model (Adam-DNN). The web crawler technology is 
used to capture job information from third-party recruitment 
software, which is divided into structured and unstructured 
types. Among them, structured job information includes salary 
ranges, work locations, and educational requirements. To 
ensure the salary prediction accuracy, the raw data is 
preprocessed, including removing duplicate values, and 
handling missing values and outliers. To perform topic 
clustering on job description texts, the LDA is adopted in the 
study. The LDA topic model explores the topic structure of text 
through the common features of word items in text information, 
which has unsupervised learning, strong flexibility, and 
interpretability [10-11]. However, the LDA ignores the syntax and 
order of the document, and the weight scores between the 
generated topic keywords are relatively close, making it 
difficult to distinguish. In response to this issue, the Word2vec 
model is used to optimize the LDA. The specific optimization 
model is shown in Eq. (1). 
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In Eq. (1), 
jscoreoriginal  signifies the weight of the j -th 

topic word calculated by the original LDA model. 

score j
originalnew  signifies the weight of the newly defined j -th 

topic word. M  is the number of topic words. 
i  and 

j  

represent the i -th and j -th topic words, respectively. 

 ,i jsim    signifies the similarity in the i -th and j -th 

topic words. Cosine similarity is used to calculate word 
similarity, as displayed in Eq. (2) [12]. 
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In Eq. (2), X  and Y  represent different vectors, 

respectively. 
iX  and 

iY  represent the sub-vectors of X  

and Y , respectively. Word2vec+LDA topic clustering is used 
to optimize the model, which can extract topic features from job 
texts and lay the foundation for the salary prediction model. To 
construct a salary prediction model, DNN is used in the study, 
which is optimized by Adam. DNN has stronger non-linear 
fitting ability, which can demonstrate deep correlation between 
data. It has been widely applied in the processing and prediction 
of relevant data in different fields [13-14]. 

The DNN prediction model mainly includes Input Layer 
(IL), Hidden Layer (HL), and Output Layer (OL). The HL is at 
least two. In addition, each link between IL and OL network 
units is a fully connected chain that can be learned and trained. 
DNN uses forward and back propagation algorithms during 
training, which also needs to set hyper-parameters to determine 
the number of HLs and activation function before training. The 
forward propagation process involves the input and output of 
different nodes in HL and OL. The back propagation process 
involves the total error function, weight correction of HL and 
OL, and bias correction between HL and OL. In order to reduce 
the loss function value of DNN, the weights and biases of HL 
in DNN are updated. Therefore, the study adopts the Adam 
algorithm to improve the training performance of DNN. The 
advantage of Adam algorithm is its ability to automatically 
adjust learning rate, high computational efficiency, and fast 
convergence speed [15-16]. The steps for optimizing the Adam 
algorithm are shown in Fig. 1.
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Fig. 1. Steps for optimizing Adam algorithm. 
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From Fig. 1, the first step of the Adam algorithm is 
parameter initialization. The second is to calculate the sample 
gradient. The third is to update the time step. The fourth is to 
update the partial first-order moment estimation and partial 
second-order moment estimation. The fifth step is to correct the 
deviation between the first-order and second-order moments. 
The sixth step is to compute the updated value. The seventh is 
to apply the updated value. The eighth is to determine whether 
the stop criterion is met. If the stop criterion is reached, the 
process ends. Otherwise, it returns to the second step. The 
activation function used in the prediction model is the Rectified 
Linear Unit (ReLU) function, and the loss function is the mean 
squared error function. The prediction process of the Adam-
DNN salary prediction model is shown in Fig. 2. 

From Fig. 2, the first step of the Adam-DNN salary 
prediction model is to input the learning sample dataset. The 
second uses the Adam algorithm to process the DNN model. 
The third is to output the predicted value, and the fourth is to 
determine whether the predicted output value is consistent with 
the sample output value. If it is consistent, the model training 
ends. Otherwise, it returns to the second. The fifth is to save the 
model. The sixth is to input the basic parameters of the 
prediction model. The seventh step is to make a salary 
prediction. 

B. Construction of Salary Prediction System 

In order to accurately construct the salary prediction system, 
a DNN-based model is first designed in the study. The DNN-
based salary prediction model is the most core functional 
module in the salary prediction system. To build a salary 
prediction system, the study adopts browser/server mode, 
Python Web development technology, My Structured Query 
Language (MySQL) database, and Linux server. Python Web 
development technology has strong simplicity, readability, and 
scalability, which has been widely applied in system scheduling 
and Web development [17]. The advantages of MySQL 
database are fast, convenient, and simple [18]. The salary 
prediction system is shown in Fig. 3. 

From Fig. 3, the overall structure of the salary prediction 
system includes the client, server, Flask application, Redis 

database, MySQL database, MongoDB database, Nginx proxy 
server, u Web Server Gateway Interface (uWSGI) process, and 
response. Before using this prediction model, it is necessary to 
perform a crawler task and save the obtained data to the MySQL 
database. In addition, the Crontab command in Linux servers is 
used to monitor Web crawler operations to ensure that the data 
obtained by the Web crawler is relatively new. The Crontab 
command drives the Spider to request job information from the 
target host and store it in the MongoDB database. The 
functional structure of the salary prediction system is displayed 
in Fig. 4. 

From Fig. 4, the designed system mainly includes four 
functions, namely crawler management, model update 
management, user core function, and user basic function. 
Crawler management mainly consists of timed crawler tasks, 
crawler network management, and manual execution tasks. 
Model update management includes model updates and model 
version rollback. The primary task of a timed crawler is to select 
a timed crawler website, enter the scheduled crawler time, and 
choose to repeat the crawler task or execute it only once. After 
the primary task, scheduled crawlers need to determine whether 
the crawler website is available. If available, the crawler task 
data table is updated, the server Crontab script is refreshed, and 
the process ends. Otherwise, the process is terminated directly. 
The crawler process of the salary prediction system mainly has 
two steps. The first determines whether there are asynchronous 
requests in the recruitment network. If it is determined to be yes, 
the request module is used to request the Web interface. 
Otherwise, the request module is used to request the Web page 
source code. Then the Beautiful Soup is used to parse the Web 
page source code. The second step is to obtain information and 
store it in the database, and then terminate the process. Job 
search and salary prediction constitute the core functions of 
users, while the use basic function consists of login registration, 
personal information management, and password modification. 
The functional modules of the system are specifically designed. 
Among them, salary prediction belongs to the user function 
request, and its corresponding time sequence diagram is shown 
in Fig. 5. 
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Fig. 2. The prediction process of Adam-DNN salary prediction model. 
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Fig. 3. The overall architecture of the salary prediction system. 
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Fig. 4. The functional structure of salary prediction system. 
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Fig. 5. Sequence diagram of user function request class. 
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From Fig. 5, the time sequence diagram of the user function 
request class involves user, Client page, ClientReq objects, 
ClientServer objects, and LoginChecker objects. The sequence 
diagram of the user function request class has eight steps. The 
first step is for the user to submit the parameters required to 
complete the operation through the request method. The second 
step provides the submitted parameters through the userOption 
method. The third step calls the init_param method to initialize 
the member variables of the ClientServer objects. The fourth 
step uses the check_expire_timeout method to verify whether 
the time is within the validity period. The fifth step uses the 
check_user_exists method to verify whether the user 
corresponding to the Cookies exists. The sixth step returns valid 
Cookies information. The seventh step performs server 
operations corresponding to the serverOption method on the 
ClientServer objects. The eighth step returns the information 
that the user operation is successful. 

In database design, the records of users browsing positions 
are stored through the position browsing record table 
t_log_browse. This record table includes record numbers, 
position information record numbers, user record numbers, 
access time, and stay time. Among them, the position 
information record number is the foreign key of the position 
information table t_job, while the position information table 
includes salary, recruiters, company type, company size, and 
company location. 

III. RESULTS 

To verify the performance of the designed salary prediction 
model and system, an experimental environment is set up and 
comparative methods are selected. In addition, the study also 
explains and divides the dataset required for the experiment. 
The performance verification of the salary prediction model 
includes accuracy, comparison between predicted values and 
true values, etc. The performance verification of the system 
involves response time and throughput, etc. Through 
comparative verification, it can better reflect the performance 
advantages of the salary prediction model and system designed 

in the paper, as well as the areas where the salary prediction 
model and system can be further improved. 

A. Performance Verification of Adam-Dnn Salary Prediction 

Model 

To validate the performance of the Adam-DNN, Extreme 
Gradient Boosting (XGBoost), logistic regression algorithm, 
SVM, and Back Propagation neural network (BP) are selected 
for comparison. The browser used in the experiment is Google 
Chrome 122.0.6261.6, with an Intel Core i5-13600KF 
processor, a maximum Intel Turbo Boost Technology of 
5.1GHz, a basic power consumption of 125W, and a maximum 
memory of 192GB. The operating system is a dual system, 
which includes Windows 10 (64 bit) and Ubuntu version 20.04. 
In addition, the experiment uses Alibaba Cloud cloud servers, 
with a bandwidth of 1Mbps. The HL in DNN is 6. The sample 
data obtained by the crawler is divided into training and testing 
sets in a 7:3 ratio, with 300 samples in the testing set and 700 
samples in the training set. The comparison of salary prediction 
accuracy for different models is shown in Fig. 6. 

From Fig. 6(a), the maximum accuracy of the Adam-DNN 
model was 96.71%, the minimum was 93.75%, and the average 
was 95.07%. The maximum values of XGBoost, logistic 
regression algorithm, SVM, and BP were 92.13%, 93.42%, 
90.68%, and 89.35%, respectively, while the minimum values 
were 89.47%, 90.31%, 86.98%, and 85.75%, respectively. 
According to Fig. 6(b), the maximum values of the five models 
on the testing set were 98.54%, 92.98%, 94.37%, 91.56%, and 
90.27%, respectively. The maximum accuracy of the Adam-
DNN model was 5.56%, 4.17%, 6.98%, and 8.27% higher than 
the maximum values of XGBoost, logistic regression algorithm, 
SVM, and BP, respectively. In summary, the Adam-DNN model 
has better accuracy and performance in salary prediction. The 
comparison results between the predicted and true salary values 
of different models are shown in Fig. 7. Mean Square Error 
(MSE) and Mean Absolute Percentage Error (MAPE) are taken 
as evaluation indicators.
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Fig. 6. Comparison of salary prediction accuracy for different models. 
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Fig. 7. Comparison results between predicted and true salary values of different models. 

Fig. 7 (a) to Fig. 7 (e) show the error curves in the predicted 
and true salary values of the Adam-DNN model, XGBoost, 
logistic regression algorithm, SVM, and BP, respectively. 
According to Fig. 7 (a), in most sample data, the predicted 
values of the Adam-DNN model were consistent with the true 
values. The MAPE of the Adam-DNN model was 5.661%, and 
the MSE was 0.3462. From Fig. 7 (b), the MAPE and MSE of 
XGBoost were 6.283% and 0.4237%, respectively. According 
to Fig. 7(c), 7 (d), and 7 (e), the MAPE of the logistic regression 
algorithm, SVM, and BP were 6.139%, 6.482%, and 6.667%, 
respectively, and the MSE was 0.4067, 0.4442, and 0.4586, 
respectively. Overall, the Adam-DNN model has better fitting 
effects, which can predict salary more accurately. The 
performance comparison of different optimization methods for 
DNN is shown in Fig. 8. 

From Fig. 8 (a), on the training set, the Adam algorithm 

tended to flatten out after nearly 182 iterations, with a minimum 
loss value of 0.0052. The Momentum algorithm, Nestrov 
Accelerated Gradient algorithm, Adagrad algorithm, and Root 
Mean Square prop algorithm only reached a plateau after nearly 
1620, 1540, 1020, and 225 iterations, respectively. According 
to Fig. 8 (b), on the testing set, the five algorithms iterated 
nearly 160, 1600, 1490, 1002, and 213 iterations respectively 
before stabilizing. Therefore, the Adam algorithm has better 
optimization performance and faster convergence speed. To 
better validate the performance of the Adam-DNN salary 
prediction model designed in the paper, other related models are 
selected for comparison, including natural neighbor 
classification algorithm, stacking fusion algorithm, and random 
forest algorithm. The comparison of Area Under the Curve 
(AUC) values and F1 values for different models is shown in 
Table I. 
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Fig. 8. Performance comparison of different optimization methods for DNN. 

TABLE I. COMPARISON OF AUC AND F1 VALUES FOR DIFFERENT MODELS 

Model 

AUC F1 

Number of experiments Number of experiments 

1 2 3 4 5 1 2 3 4 5 

BP 0.904 0.916 0.918 0.904 0.909 0.918 0.922 0.912 0.913 0.917 

SVM 0.911 0.927 0.921 0.915 0.924 0.930 0.928 0.927 0.926 0.931 

Random forest 0.927 0.938 0.928 0.931 0.938 0.938 0.932 0.929 0.931 0.933 

Natural neighbor classification 0.933 0.941 0.939 0.937 0.945 0.942 0.939 0.941 0.935 0.937 

XGBoost 0.948 0.950 0.943 0.949 0.953 0.950 0.947 0.943 0.952 0.949 

Logistic regression 0.957 0.952 0.948 0.956 0.961 0.952 0.959 0.962 0.957 0.953 

Stacking 0.968 0.977 0.976 0.978 0.972 0.975 0.965 0.977 0.964 0.961 

Adam-DNN 0.987 0.994 0.997 0.982 0.988 0.987 0.992 0.993 0.989 0.995 
 

From Table I, the average AUC of the Adam-DNN model 
was 0.9896, which was 0.0794, 0.07, 0.0572, 0.0506, 0.041, 
0.0348, and 0.0154 higher than the average values of the other 
six models, respectively. Furthermore, in terms of F1 value, the 
Adam-DNN model also scored significantly higher than other 
comparison models. The average F1 value of the Adam-DNN 
model was 0.9912, while the average values of the other six 
models were 0.9164, 0.9284, 0.9326, 0.9388, 0.9482, 0.9566, 
and 0.9684, respectively. Overall, the Adam-DNN model 
performs better. 

B. Performance Verification of Salary Prediction System 

Based on DNN 

To verify the performance of the designed salary prediction 
system, the study selects similar systems designed by other 
researchers for comparison. The comparison systems include 
the human resources recruitment system with salary prediction 
function designed by Tian X et al., the human resources 
information system designed by Anupa M, and the human 
resources system based on firefly optimization algorithm 
designed by Li L et al [19-21]. The experimental settings used 
in the system are consistent with the performance verification 
of the deigned model. The concurrency test results and 
throughput comparison of different systems are shown in Fig. 

9. 

From Fig. 9(a), overall, as the number of concurrency 
increased, the average response time used by different systems 
also increased synchronously. After the concurrency exceeded 
8000 times, the average response time of the constructed salary 
prediction system showed a rapid increase. The systems 
designed by Tian X et al., Anupa M, and Li L et al. showed a 
rapid increase after exceeding 3300, 4500, and 4300 times, 
respectively. The maximum average response time of the four 
systems was 134.2s, 162.7s, 159.5s, and 167.8s, while the 
minimum values were 2.02s, 16.48s, 14.59s, and 17.86s, 
respectively. The designed salary prediction system has better 
performance, and can withstand more concurrency. As shown 
in Fig. 9(b), as the user load increased, the throughput of all 
systems first increased and then decreased. The maximum 
throughput values of the four systems were 1500000byte/s, 
1230000byte/s, 1320000byte/s, and 1190000byte/s, 
respectively, and the corresponding user loads for each system 
were 8120, 3210, 4380, and 4210. The designed salary 
prediction system performs better. The comparison of Central 
Processing Unit (CPU) utilization and memory usage is 
displayed in Table II. 
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Fig. 9. Comparison of concurrency test results and throughput of different systems. 

TABLE II. COMPARISON OF CPU UTILIZATION AND MEMORY USAGE OF VARIOUS SYSTEMS 

System 

CPU utilization/% Memory usage/% 

Experiment times Experiment times 

1 2 3 4 5 1 2 3 4 5 

Designed by Tian X 

et al. 
32.71 33.06 33.81 31.54 34.97 35.81 36.42 35.19 35.47 34.76 

Designed by Anupa 
M 

25.43 24.19 25.97 26.49 25.14 29.66 30.31 31.72 30.04 29.15 

Designed by Li L et 

al. 
28.65 28.08 29.34 29.18 28.46 31.22 31.75 32.29 31.55 33.26 

Manuscript 13.27 12.18 12.94 13.53 11.03 15.37 14.08 15.65 15.91 13.77 

From Table II, the maximum CPU utilization values for the 
designed salary prediction system, Tian X et al., Anupa M, and 
Li L et al. were 13.53%, 34.97%, 26.49%, and 29.34%, 
respectively, with average values of 12.590%, 33.218%, 
25.444%, and 28.742%. In addition, the average memory usage 
rates of the four systems were 14.956%, 35.530%, 30.176%, 
and 32.014%, respectively. The average memory usage of the 
designed salary prediction system was 20.574%, 15.22%, and 
17.058% lower than the systems designed by Tian X et al., 
Anupa M, and Li L et al., respectively. That is, the designed 
salary prediction system has better performance. 

IV. DISCUSSION 

To predict the salary range of job seekers' desired positions, 
an Adam-DNN salary prediction model and system were 
designed. The results showed that the Adam-DNN salary 
prediction model designed in the paper had good prediction 
accuracy, small prediction error, and excellent performance. 
This is because DNN has stronger non-linear fitting ability, and 
the Adam algorithm converges faster and has high 
computational efficiency. Tavares I et al. designed a method 
based on multi-layer feedforward artificial neural network and 

a combination of convolutional neural network layer combined 
with DNN to predict photovoltaic power generation with 
smaller errors [22]. The salary prediction system designed in 
the paper has faster response time and maximum throughput, 
with lower CPU utilization and memory usage. In order to 
further improve the performance of the salary prediction system, 
it is recommended that future research adopt architecture 
technologies with better performance to optimize the overall 
architecture of the salary prediction system. 

V. CONCLUSION 

A DNN-based salary prediction model and system were 
designed for job seekers who want to quickly and accurately 
understand the salary range of their desired positions. The 
results showed that on the testing set, the maximum accuracy 
values of the Adam-DNN model, XGBoost, logistic regression 
algorithm, SVM, and BP were 98.54%, 92.98%, 94.37%, 
91.56%, and 90.27%, respectively. Moreover, the maximum 
accuracy values of the Adam-DNN model were 5.56%, 4.17%, 
6.98%, and 8.27% higher than those of comparison models, 
respectively. In addition, the MAPE of the five models was 
5.661%, 6.283%, 6.139%, 6.482%, and 6.667%, respectively, 
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and the MSE was 0.3462%, 0.4237%, 0.4067%, 0.4442%, and 
0.4586%, respectively. The Adam-DNN model had better 
fitting effects. On the testing set, the Adam algorithm, 
Momentum algorithm, Nestrov Accelerated Gradient algorithm, 
Adagrad algorithm, and Root Mean Square prop algorithm 
iterated nearly 160, 1600, 1490, 1002, and 213 times 
respectively before becoming smoother, indicating that the 
optimization effect of Adam algorithm was better. The 
maximum average response time of the salary prediction 
system designed in this study, as well as the systems designed 
by Tian X et al., Anupa M, and Li L et al., were 134.2s, 162.7s, 
159.5s, and 167.8s, respectively. The maximum throughput 
values were 1500000byte/s, 1230000byte/s, 1320000byte/s, 
and 1190000byte/s, respectively. In addition, the average CPU 
utilization rates of the four systems were 12.590%, 33.218%, 
25.444%, and 28.742%, respectively, and the average memory 
usage rates were 14.956%, 35.530%, 30.176%, and 32.014%. 
The performance of the salary prediction model and system is 
good. However, this study still needs improvement. Firstly, the 
salary prediction system may also experience long response 
time when the concurrent quantity is not high. Future research 
can utilize deep learning algorithms to construct models with 
higher accuracy. Secondly, the research data is mainly obtained 
through Web crawling. This method has high complexity, and 
the amount of data obtained is small, making it difficult to 
verify the data authenticity, which affects the predictive 
performance of the model. Future research can analyze data 
from different recruitment networks, select platforms with 
relatively good data quality, or use data migration methods. 
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Abstract—Research indicates that the utilization of existing 

symmetric and asymmetric cryptosystems, as well as 

steganography, fails to ensure the requisite security and reliability 

in IP networks, where IP PBX Asterisk assumes the role of 

information transmission facilitator through switching processes. 

Consequently, this publication undertakes the development and 

investigation of a four-tiered information protection method when 

employing various voice codecs in IP networks based on IP PBX 

Asterisk. The adoption of multi-tiered protection significantly 

prolongs the cryptanalysis duration for malicious actors, thereby 

serving as a deterrent to information interception. The primary 

achievement of this research lies in minimizing the latency 

incurred during information traversal across the four layers of 

protection to less than 150 milliseconds, a benchmark widely 

acknowledged as optimal for assessing voice traffic service quality 

during transmission. It is noteworthy that a delay parameter of 

150 milliseconds in telecommunications networks is pivotal; 

failure to meet this criterion at the receiving end may result in 

signal distortion such as jitter, audio degradation, unintelligibility, 

and other impairments. The devised methodology can be 

employed in networks transmitting highly classified or business-

sensitive information. We contend that the developed encryption 

enhancement methodology, which prolongs the cryptanalysis 

duration for malicious entities and the conducted analysis, 

represents a novel scientific contribution. 

Keywords—Asterisk PBX; IP telephony systems; codecs; data 

security; Python 

I. INTRODUCTION 

IP PBX Asterisk has become a popular choice for 
organizations seeking a flexible and cost-effective solution for 
their telecommunications needs [1-3]. However, the increasing 
reliance on IP-based communications brings with it new 
challenges in terms of security and data protection [4-8]. To 
address these challenges, researchers and developers have 
focused on improving the security of IP PBX Asterisk systems 
by implementing advanced security measures [9-14]. 

Let us consider how IP telephony works. During a 
conversation, voice signals (the words we speak) are 
transformed by codecs into compressed data packets, encoded, 
and transmitted over the Internet to the receiving party. When 

the data packets reach the recipient, they are decoded back into 
the original voice signals. Therefore, when building a security 
system, it is important to be aware of the risks that can arise, 
which can be presented as follows: distortion of content, due to 
breach of confidentiality; interception of the passing session; 
detection of vulnerability in penetrating the organization's 
network during the deployment of IP telephony; degradation of 
services based on DoS attacks and resale of traffic, which is one 
of the convenient ways for hackers to make money by 
redirecting calls to expensive international destinations when the 
station is out of order, receiving some reward to their electronic 
wallets, which, when cashed, turns into real money [15-19]. 

Unfortunately, such problems have become common lately. 
As a result, some consider Asterisk an unsafe system. However, 
this can be disputed if network security is reliably established. 

Encryption plays a crucial role in ensuring the 
confidentiality and integrity of transmitted data [20-24]. The 
RSA algorithm is commonly used for encryption in IP networks 
due to its robust security features. Encrypting voice traffic with 
the RSA algorithm makes it much more difficult for 
unauthorized users to intercept and decrypt the information, 
ensuring the confidentiality of communications [25-27]. 

In addition to encryption, steganography can also be used to 
increase the security of transmitted information. LSB 
steganography in particular is well suited to embedding secret 
messages in voice traffic without significantly impairing the 
quality of the audio. By using LSB steganography, companies 
can hide sensitive information in voice traffic, making it difficult 
for attackers to detect and intercept [28-33]. 

Authentication is another important aspect of securing IP 
PBX Asterisk systems. By implementing strong authentication 
mechanisms, such as two-factor authentication or biometric 
authentication, organizations can verify the identity of users and 
devices accessing the system. This helps to prevent unauthorized 
access and ensures that only authorized users can use the system 
[34-38]. 

Finally, traffic analysis techniques can be used to detect and 
mitigate security threats on IP networks [39-41]. By analyzing 
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patterns and characteristics of network traffic, companies can 
identify potential security vulnerabilities and take proactive 
measures to mitigate them. In this way, attacks such as Denial 
of Service (DoS) attacks or Man-in-the-Middle (MitM) attacks 
can be prevented. 

Although the implementation of these security measures 
increases the security of IP PBX Asterisk systems, it can also 
have an impact on reliability. Encryption and steganography in 
particular can cause additional latency and bandwidth overhead 
[42-46]. Therefore, it is important to carefully balance security 
requirements with performance considerations to ensure optimal 
system performance. 

The research in this article is a continuation [47], in which 
the security of the Asterisk IP network using the TLS protocol 
was previously discussed. This article proposes a four-level 
protection method, which is further implemented as an 
application module in Asterisk to ensure secure data transfer. 

II. METHODOLOGIES 

This article outlines the following IP network research tasks: 

1) Construction of a simulation model of the studied IP 

PBX Asterisk network in the Opnet Modeler environment to 

determine the total load depending on the codec used. 

2) Study of the security of the developed network model. 

3) Selecting a traffic protocol when passing through an IP 

network, when the role of a switching station is performed by 

IP PBX Asterisk. 

4) Development of a four-level security model based on the 

selected encryption algorithm. 

5) Implementation and testing of a four-level encryption 

model. 

III. RESULTS 

A. Construction of a Simulation Model of the Studied IP PBX 

Asterisk Network in the Opnet Modeler Environment to 

Determine the Total Load Depending on the Codec used 

To study a four-level network security model, a 
telecommunications network diagram was simulated, which is 
presented in Fig. 1. 

 
Fig. 1. Diagram of the developed network model using Opnet Modeler. 

From Fig. 1 it can be seen that multimedia traffic is 
transmitted from end nodes consisting of PCs and IP phones 
using a switch, PBX Asterisk server, and to exit to global 
network and transmitting it from one local network to another, 
border router. For communication and simulation in two local 
area networks, an IP network cloud, the “IP_cloud” object, was 
taken. The Asterisk PBX server is 

 configured to serve VoIP traffic. 

The developed network model consists of the following 
devices: IP phones, switches, IP PBX Asterisk servers, routers 
and IP clouds. 

Let's consider the technology of operation of IP phones and 
conduct a study of the constructed network model shown in Fig. 
1. 

An IP phone is a device or program that uses Voice over 
Internet Protocol (VoIP) technology. This technology allows the 
user to make voice calls over broadband Internet connections 
rather than the familiar analogue connection. 

An IP phone looks like a regular landline phone. The 
differences lie in the technology of their operation and instead 
of a pair of copper conductors, VoIP technology uses the 
Internet to transmit voice calls in the form of data packets. 

IP phones use IP packets encoded using codecs to transmit 
data. IP phones are devices connected to an IP telephony system 
via a local LAN or the Internet. Please note that analog phones 
operate on the public telephone network. 

By IP address, different gadgets recognize each other and 
can then transmit data. IP telephony is a telephone connection 
over the Internet, where telephone numbers are replaced with IP 
addresses, where it is connected by a provider company that 
makes calls using special equipment. 

What are the advantages: IP telephony has a large capacity; 
at any time you can connect more lines while uniting all offices 
into one network. Typically, long-distance and international 
calls via IP telephony are two to six times less than those made 
by city and mobile operators. 

It is noted that the IP telephony number is a virtual telephone 
number, that is, the number is not connected to a wired line or 
device, the IP telephony number is assigned by the IP telephony 
service provider and allows you to make and receive calls using 
any internet-connected device, e.g. softphone. 

After purchasing the card, dial the telephone number of the 
IP telephony gateway, you need to switch the phone to tone 
mode and then dial the card number, its PIN code and the 
number of the called subscriber with the country and city code. 
In this case, we do not need a computer or Internet access. 

We will conduct a study of such a network after setting up 
its equipment and selecting the necessary interfaces between 
them. To do this, we use the buttons of the Opnet modeler main 
menu located at the top of Fig. 1 and pass VoIP information 
through the network and launch the modeling process on the 
network and look at its statistical results. 

Fig. 3 shows a graph that, as a result of the simulation, shows 
the values of packets passed through the network during the 
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simulated time. It was created as shown in Fig. 2, 156 voice 
traffic as shown in Fig. 2. 

 
Fig. 2. Result of generating 156 voice traffic of simulation. 

As a result of the simulation experiment, voice traffic is 
created that forms a total load during the simulation time, for 
example, with the G726.16k codec shown in Fig. 3. 

 
Fig. 3. The result of modeling the traffic passed through the network when 

the network is operating is based on the G726 codec. 

It can be seen from the graph that the total load on the 
network was more than 26,500,000,000 packets, but the network 
worked unstably; places in the graph are visible during the 
model time; as its devices passed through, it increased and then 
decreased. 

This traffic statistics on the network is explained by the fact 
that various devices, when traffic passed through it, increased or 
passed fewer packets, and this also depends on what codec is 
used on the network in IP phones. 

For example, when using the G723 codec in IP phones, the 
number of packets increased to 42,000,000,000, the simulation 
results are shown in Fig. 4. This is explained by the fact that the 
number of packets increased due to the fact that the packets 
became smaller in length, but larger in number and the network 
worked more stable than with G726. 

 
Fig. 4. The result of modeling the traffic passed through the network when 

network operation based on the G723 codec. 

Further research was carried out on the occupied traffic 
bandwidth depending on the type of voice traffic, the results are 
shown below in Fig. 5. 

 
Fig. 5. The result of modeling the traffic passed through the network when 

network operation. 

The result of modeling the occupied volume of voice traffic 
bandwidth when using codecs: G726. G711. G723. 

From Fig. 5 it can be seen that the largest bandwidth in the 
channel is occupied by the G711 codec, then G726 and the 
smallest bandwidth by the G723 codec. This is explained by the 
length of the packet that they form to transmit voice traffic 
through the channel. 

B. Security Study of the Developed Network Model 

Now, into the network model presented in Fig. 1, we will 
introduce the hacker’s actions by connecting him to the IP PBX 
Asterisk server. 

Taking into account the risks that were presented at the 
beginning of the publication, we will conduct a study of the 
security of such a network. To conduct such a study, it is 
necessary to connect the Wire Shark program with the Opnet 
modeler program. To connect these programs, let's launch the 
ACE module from Opnet modeler to capture packets using 
Wireshark. To do this, we use the Application Capture Manager 
module and obtain the results of the attack presented in Fig. 6. 

 

Fig. 6. Result of application capture manager. 

By clicking on VoIP traffic and launching Wireshark, a 
program for capturing packets passing through the network over 
a certain time, we get the statistics shown in Fig. 6. It is now 
ready to communicate with Wireshark after it is launched (see 
Fig. 7). 
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Fig. 7. Packet capture result. 

Lastly, by clicking on statistics in the main menu of the 
Wireshark program, we select the graph submenu and receive 
captured packets which are shown in Fig. 8. 

Fig. 8 shows that the captured packets passed through in a 
time period from 0 to 3000 seconds and that the packet sizes are 
different. Packet capture based on Wireshark shows that the 
network must be protected so that a hacker cannot obtain packets 
passing through the network, violating confidentiality and 
integrity voice traffic transmitted over the network. 

 

Fig. 8. Packet capture result. 

C. Selecting a Traffic Protocol When Passing Through an IP 

Network, When the Role of a Switching Station is 

Performed by IP PBX Acterisk 

Note that among the transport layer protocols UDP and TCP, 
we prefer the UDP protocol because it is fast. Moreover, the 
User Datagram Protocol (UDP) is a transport layer network 
protocol used to establish low-latency and loss-resistant 
connections between applications on the Internet. It is primarily 
used for time-critical communications such as DNS (Domain 
Name System) and Voice over Internet Protocol (VoIP). 

In contrast to TCP, which uses handshakes, UDP uses only 
a minimal number of mechanisms. It provides checksums to 
ensure the integrity of the data and port numbers to provide other 
functions and the purpose of the datagram. 

The main purpose of UDP is to save time between 
communication signals, so it uses IP to transfer data from one 
device to another. It collects data in UDP packets and adds some 
header information. The data contained in the packet includes 
destination ports, source, and checksum and packet length. 

After the received packets are encapsulated into IP packets, 
they are sent to the destination based on the packet information. 
Unlike TCP, which provides feedback, UDP does not send 
feedback signals to indicate that the packet has reached its 
destination; instead, it loops the process or stops the sending 
process. 

Unlike TCP, which uses handshakes, UDP uses only a 
minimal number of mechanisms. It provides checksums to 

ensure data integrity and port numbers to provide other functions 
and datagram mappings. 

The main purpose of UDP is to save time between 
communication signals, so it uses IP to transfer data from one 
device to another. It collects the data in UDP packets and adds 
some header information. The data contained in the packet 
includes destination ports, source, and checksum and packet 
length. 

After the received packets are encapsulated into IP packets, 
they are sent to the destination based on the packet information. 
Unlike TCP, which provides feedback, UDP does not send 
feedback signals to indicate that the packet has reached its 
destination; instead, it performs the process in a loop or stops 
sending. 

UDP Features: 

1) Supports connectionless service; 

2) Sends packets in large quantities; 

3) Mainly used for streaming services and other services 

such as DNS and NFS; 

4) Lack of error control mechanism; 

5) No confirmation after sending or receiving package; 

6) IP only has inter-process addressing and checksumming 

built into it; 

7) Lack of flow control mechanism; 

8) Faster communication than TCP. 
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As already mentioned, the communication mechanism is 
ideal for applications such as the Domain Name System (DNS), 
SNMP, Dynamic Host Configuration Protocol (DHCP) and 
Routing Information Protocol (RIP). 

With this in mind, we choose the UDP protocol for 
transmitting information over the channel, as the TCP protocol 
is slow in comparison. 

It is known that in the transmission of information over 
telecommunication networks, an estimation plays a major role - 
the delay with which the information reaches the receiving end. 
When transmitting encrypted information, the delays in the 
channel should not exceed 150 ms. This requirement is 
fundamental. Therefore, we decided to use the UDP protocol, 
where the header size of the transmitted packet is 8 bytes, and 
when using the TCP protocol from 20-80 bytes [44]. In addition, 
the application area of UDP is: video conferencing, streaming, 
DNS, VoIP and IPTV. 

Protocols are used in tandem to achieve better quality and 
speed of data transmission and thus the operation of online 
services. For the transmission of multimedia files, video and 
audio streaming or streaming, for example, it is better to use 
UDP technology. 

As already mentioned, the communication mechanism is 
ideal for applications such as Domain Name System (DNS), 
SNMP, Dynamic Host Configuration Protocol (DHCP) and 
Routing Information Protocol (RIP). Streaming services also use 
UDP, as it is generally suitable for video and voice traffic. This 
is because the use of other protocols such as TCP often results 
in packet loss in this communication chain, which impairs 
quality. 

D. Analysis and Justification for Ensuring the Security of the 

Developed Network by Using Multi-level Encryption 

Technology When Transmitting Information 

Note that information security involves practical measures 
aimed at preventing unauthorized access to stored, processed 
and transmitted data in networks. In addition, the methods used 
to ensure it aim to prevent the use, disclosure, falsification, 
alteration or destruction of data stored on computers, in 
databases, archives or other storage media. 

The main task in creating information security in a company 
is to protect data, i.e. to ensure its integrity and availability 
without harming the organization. The information security 
system is built step by step. Ensuring security is very important 
when information is transmitted over long distances via different 
networks. However, we have shown above that if the network is 
not protected, an attacker can carry out a successful attack and 
violate the confidentiality, integrity, etc. of the transmitted 
information. 

 Therefore, in order to prevent the attacker from accessing 
the transmitted information, increase the duration of 
cryptanalysis many times over, for example, by encrypting voice 
traffic more than once, as usual, and performing encryption in 4 
stages. 

It is known that even RSA can be hacked to encrypt and 
decrypt information traversing the network in one layer. 

Attackers, for example, had several ways to hack RSA. The 
most effective attack is to find a private key that matches the 
required public key. 

Another unique application of RSA is to find a method to 
compute the e-root of mod n. Since C = Me mod n, the root of 
degree «e» of «mod n» is the message M. By computing the root, 
you can open encrypted messages and forge signatures without 
knowing the private key, etc. 

 Source in [45] describes the DES and 3DES cryptosystems 
and others as they depend on the time of cracking. There are 
many examples where attackers have tried to obtain encrypted 
information using various cryptanalysis methods. The important 
factor here was the time available to the attacker. 

 For an attacker, the time factor is important when hacking; 
if it is too long, he cannot obtain the desired transmitted 
information. It was therefore decided to carry out the encryption 
in four stages. The time for critical analysis increased 4-fold. 
The algorithm consisted of the fact that the encryption was 
performed the first time, i.e. the encrypted text was encrypted a 
second time. Then the encrypted text was encrypted for the 
second time for the third time, and finally, the encrypted text was 
encrypted for the third time for the fourth time. It turned out that 
the first time the encryption was performed was the length of the 
packet when it was formed according to a codec, for example 
G723. The success of attacks depends on the time the attacker 
spends on cryptanalysis. Therefore, this problem can be solved 
by increasing this time and at the same time using a 
cryptosystem for encryption that has not yet been modestly 
tested in its disclosure and retrieval of the key. 

The solution to this problem was to increase the 
cryptanalysis time for the attacker. In this article, the encryption 
of packets was performed according to the codec found in IP 
phones based on the AES cryptosystem in the Python 
programming language. The key length was set to 128 bits. The 
UDP protocol was chosen for the reasons mentioned above. 

To achieve better quality and speed of data transfer, and, 
accordingly, the operation of online services, protocols are used 
in tandem. The block diagram of the program for four levels of 
encryption is shown in Fig. 9. 

The block diagram is built mainly to reflect the four levels 
of encryption and is very general. 

Distribution of encryption time across four levels when 
operating the G728 codec. Time is located in microseconds on 
the vertical axis, and different levels are located on the 
horizontal axis, from the first to the 4th level of encryption in 
AES in the Python programming language (Fig. 10). 

Considering that when encrypting these codecs occurs in a 
similar way, the experiment of four levels of encryption after 
codecs G726 G728 and G723 and obtaining the encryption time 
in microseconds is presented in Table I. 

Table I shows that when encrypting information contained 
in packets of different codecs of the AES cryptosystem on 
Python, the time from the first encryption level up to and 
including level 4 changes only slightly. 
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Fig. 9. The block diagram of the four levels of encryption. 

 
Fig. 10. Encryption time for four levels of G728 codec. 

TABLE I.  ENCRYPTION TIME FOR THE CODECS IN MICROSECONDS 

Levels Time G726, ms Time G728, ms Time G723, ms 

1 3,66 3,6 3,67 

2 3,62 3,6 3,6 

3 3,6 3,6 3,63 

4 3,5 3,5 3,4 

The encryption time for the G726 codec is only 14.38 ms 
over four levels, for the G728 codec only 14.3 ms and the G723 
codec 14.3 ms. 

Decoding the received information takes about the same 
time. Thus, we conclude that an attacker takes much longer to 
reveal encrypted information due to the delays in the transmitted 

encrypted information, so that the information reaches the 
receiving end while he is busy with cryptanalysis. 

The experiment has shown that the encryption and 
decryption for the G728 codec on four levels is only 14.3 ms x 
2 = 28.6 ms, for the G726 codec 14.38 ms x 2 = 28.76 ms and 
for the G723 ms codec 14.3 ms x 2 = 28.6 ms, as the decryption, 
i.e. the reverse encryption process, takes the same time as the 
encryption in Python. 

It is known that delays should not exceed 150 milliseconds 
when transmitting information in a channel. As experiments 
have shown, when using different speech codecs, the delays 
achieved on four levels are measured in microseconds. 

Therefore, we believe that by increasing the number of 
encryption levels of the chosen cryptosystem in a programming 
language and thus increasing the time for cryptanalysis for an 
attacker, we can achieve a high level of security for IP networks 
created on the basis of the IP PBX Asterisk used as switches. 

The developed technology, in which encryption and 
decryption is carried out on many levels, is a new technique for 
increasing the security of IP networks created on the basis of the 
Asterisk IP PBX, where the encryption and decryption methods 
were carried out on the basis of the Python programming 
language4. Discussion Authors should discuss the results and 
how they can be interpreted from the perspective of previous 
studies and of the working hypotheses. The findings and their 
implications should be discussed in the broadest context 
possible. Future research directions may also be highlighted. 

IV. CONCLUSION 

The analysis of publications showed that the area of 
information protection using IP PBX Asterisk has not been fully 
studied. The article proposes a new protection method based on 
increasing the number of encryption levels. For this purpose, 
simulation modeling was carried out on IP network built on IP 
PBX Asterisk, the Opnet modeler program. For network 
operation, the UDP protocol is selected for information 
transmission based on an analysis of sources. 

Experiments carried out on a simulation model show that 
when using various codecs used in IP phones when voice traffic 
passes, the network operates unstable. 

When carrying out an attack on a built network, the hacker 
captures packets passing through the network, violating its 
confidentiality and integrity. 

An analysis and justification for increasing network security 
is carried out by developing a new method of protecting IP 
networks built on IP PBX Asterisk by using multi-level 
encryption technology when transmitting information. 

A new modern method has been developed to increase the 
security of IP networks built on IP PBX Asterisk by developing 
multi-level encryption technology of the AES cryptosystem 
when transmitting information using the Python programming 
language using G728, G726 and G723 codecs. 

The use of four layers of security in a network results in a 
much longer cryptanalysis time for the hacker, but encryption 
occurs in a very short time of a few microseconds. Passing 
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through four encryption and decryption stages occurs in a very 
short time, e.g. 3 to 4 microseconds when operating various 
codecs, as the recorded diagrams show. It is assumed that the 
increase in encryption levels supports the parameter for ensuring 
the operation of IP networks, when the delays in the 
transmission of information should not exceed 150 milliseconds. 

Thus, the newly developed method of multi-level encryption 
and decryption of information transmitted over the network can 
be used in the transmission of confidential information and 
information that needs to be transmitted in a very short time, 
when the hacker does not have time to intercept the information, 
since his efforts will take a lot of time. 
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Abstract—As a representative invention of modern intelligent 

technology, unmanned aerial vehicles are receiving more and 

more attention in various fields. However, unmanned aerial 

vehicles cannot autonomously track path planning based on 

dynamic changes in conventional path planning. To address the 

aforementioned issues, this study proposes a path-planning 

algorithm for unmanned aerial vehicles following photography 

based on kinematic and adaptive models. A global coordinate 

system and an aircraft coordinate system are constructed based on 

the motion relationship between the unmanned aerial vehicles and 

the tracking target, and the two are converted into a horizontal 

projection coordinate system to digitize the observed data. On this 

basis, an adaptive control model is established based on the 

circular tracking path planning algorithm, and finally, simulation 

experiments and practical application tests are conducted in 

combination with the unmanned aerial vehicles following and 

shooting planning algorithm. The results showed that the best 

fitness of the proposed algorithm compared with the other two 

algorithms was 97.56, 93.87, and 92.79, and the path time and 

average speed of the studied algorithm were 38s and 3.4m/s, which 

were better than the other two algorithms. In the real machine 

experiment, there were six circular paths planned by the research 

algorithm, and the relative distance between the unmanned aerial 

vehicles and the target was within the range of 200m-600m. The 

actual trajectory had a high degree of overlap with the model 

planned trajectory. Research has shown that the proposed 

algorithm not only stabilizes the illumination angle within an 

effective range in path planning, but also has high convergence 

and superior path planning performance in practical applications. 

Keywords—Kinematic model; adaptive control; unmanned 

aerial vehicles; path planning; follow photography 

I. INTRODUCTION 

A. Research Background 

With the continuous development of unmanned aerial 
vehicles (UAVs) and related industries, the application of UAV 
functions such as aerial target tracking, aerial broadcasting, and 
aerial photography in military and civilian fields is becoming 
increasingly broad [1]. In agriculture, UAVs can perform 
pesticide and fertilizer spraying, real-time monitoring, etc. [2]. 
In terms of field rescue, UAVs can replace manual entry into 
the disaster area to take photos and analyze the disaster and 
casualties based on the images [3]. In military terms, UAVs can 
perform more extreme reconnaissance, tracking, and target 
monitoring tasks [4]. 

B. Research Status 

The operation of traditional UAVs requires flight operators 
and task operators to perform flight tasks and real-time 
monitoring tasks separately, which reduces the operational 
difficulty of operators compared to manned aircraft. However, 
when UAVs perform specific tasks, the monitoring effect on 
targets is largely influenced by operators, so it is necessary to 
enhance the optimization of UAV's Tracking Path Planning 
(TPP) algorithm for targets [5-6]. Many scholars have 
conducted in-depth research on the intelligent path planning 
problem of UAVs, mostly based on the combination of 
improved swarm optimization algorithms and path planning 
algorithms. Although the improved algorithm can accelerate 
convergence speed and compensate for the shortcomings of 
being prone to local optima, it cannot spontaneously re-plan the 
tracking path based on dynamic changes when tracking target 
motion changes. Moreover, it is impossible to guarantee the 
stability of UAV monitoring and illumination angles during 
flight [7-9]. 

C. Research Purpose and Innovation 

Based on this background, in order to improve the 
performance of unmanned aerial vehicle tracking and 
photography path planning (UAV-T3P), achieve automated 
control, adapt to real-time data changes, and meet dynamic 
shooting requirements. Innovatively combining kinematic 
models with adaptive models based on circular tracking path 
planning algorithm (CTPPA), building experimental models to 
verify algorithm performance, and finally verifying the 
feasibility of the algorithm through simulation performance 
testing and practical applications. 

D. Article Structure 

The research content is divided into five sections. 
Introduction is given in Section I Section II is a review of 
relevant research findings. Section III are the design, simulation 
experiment analysis, and actual performance verification of the 
UAV-T3P algorithm based on kinematic and adaptive models. 
Results and discussion is given in Section IV and finally, the 
paper is concludes in Section V. 

II. RELATED WORKS 

Adaptive Control Systems (ACS) and kinematic models are 
often used in the development of intelligent mechanical systems. 
Bottrell et al. believed that kinematic data can provide a 
supplementary basis for identifying merging remnants in 
galaxy evolution, and distinguished the theoretical utility of 
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merging remnants from other galaxies by analyzing their 
morphology and kinematic characteristics. They used 
heterogeneous galaxy clusters and idealized composite images 
from TNG100 cosmological fluid dynamics simulations, as 
well as line of sight stellar velocity maps, to calibrate and 
evaluate the depth classification model. Compared to individual 
imaging, the combination of imaging and stellar kinematics had 
a slight improvement in integrity [10]. Li J et al. proposed a 
Current Sensorless Control Scheme (CSCS) for single-phase 
uninterruptible power supply inverters under nonlinear loads. 
By incorporating an adaptive model control method, the load 
current information was obtained. In the case where the load 
current was a periodic ideal current, Fourier series simulation 
of unknown disturbances in the load current was carried out. 
Moreover, comparative experiments were conducted without 
the use of current sensors to verify the effectiveness of the 
adaptive control method in CSCSs [11]. Pang N et al. 
established a disturbance observer using a neural network when 
studying the adaptive tracking problem of a class of uncertain 
nonlinear systems. They utilized a switching threshold 
triggering mechanism and combined it with backstepping 
technology to design an adaptive tracking controller. The 
tracking error converged at an adjustable origin and the closed-
loop signal was semi-globally bounded [12]. Yang Y et al. 
designed a filter-based adaptive control method for under-
actuated crane systems with unknown system parameters and 
nonlinearity. The filter was directly applied to the crane system, 
causing the system to exhibit nonlinearity during reverse thrust. 
Then, by using the variable transformation method to reduce 
the errors of swing angle and position, this scheme has been 
proven to effectively reduce the tracking error of under-
actuated crane systems and converge to any radius [13]. 

UAVs are increasingly being used in various applications, 
and their scope of tasks is also expanding [14-16]. Saeed RA et 
al. discussed the impact of different intelligent algorithms on 

UAV path planning in complex geographic environments for 
UAVs. Based on this, a model for improving the optimal path 
of UAVs with dependent populations was proposed, and 
performance tests were conducted in different dimensional 
environments using an improved ant colony optimization 
algorithm. Evolutionary algorithms could improve convergence 
speed and further optimize path planning models [17]. Cao Y et 
al. believed that UAVs are an ideal carrier for sensors and 
propose a UAV formation path coverage algorithm for aerial 
photography. This algorithm improved through path coverage 
and formation control, optimizing the drawbacks of high 
repetition rate and multiple turns in traditional Probability Road 
Map (PRM) algorithms. After conducting multiple sets of 
simulation tests, it has been proven that the algorithm can 
achieve centralized coverage of aerial photography [18]. Shen 
K et al. believed that path crossing may lead to UAV collisions 
during multi UAV flight missions. To address this issue, two 
collision avoidance Path Planning Algorithms (PPA), namely 
Separation and Turning, were proposed. This algorithm 
separated large UAV tasks into multiple small tasks, and 
multiple UAVs were grouped to fly along the optimized path. 
Using the proposed algorithm to detect and eliminate potential 
collision points during flight, the final profit model evaluation 
showed that the algorithm had superior coverage performance 
[19]. Puente Castro A et al. proposed the development of a 
reinforcement learning-based system to calculate the optimal 
flight path of a UAV group for the calculation problem of 
multiple optimal planning paths. This method achieved full 
coverage of path leap regions by repeatedly experimenting and 
learning self-adjustment models. Due to the limitations of UAV 
group flight time and map size, using the same control method 
was more conducive to the execution of field exploration tasks 
[20]. Finally, the research summarizes the research methods, 
research results and limitations of the above literature review, 
as shown in Table I. 

TABLE I. LITERATURE SUMMARY TABLE 

Authors Year Algorithms / Methods Used Key Results Limitations 

Bottrell C et al. [10] 2022 The morphological and kinematic characteristics of 

merging relics in distinguishing galaxy merging 
relics 

Combining imaging and stellar 

kinematics offers a small boost in 
completeness 

The practicality of stellar 

kinematic data is limited 

Li J et al. [11] 2022 A current sensorless control scheme for single-
phase uninterruptible power supply inverters under 

nonlinear loads. 

The stability and effectiveness of the 
system were rigorously analyzed using 

the Lyapunov method 

Suitable for the field of current 
sensors 

Pang N et al. [12] 2022 An adaptive tracking system for uncertain nonlinear 
systems is designed. 

The tracking error is converged and the 
effectiveness of the method is proved. 

The feasibility in UAV system 
is not verified. 

Yang Y et al. [13] 2022 An adaptive control method based on filter is 

designed. 

The tracking error of the driving crane 

system is significantly reduced. 

Suitable for driving crane 

system control 

Saeed R A et al. [17] 2022 A model for improving the trajectory of UAVs 

dependent on swarm intelligence is proposed. 

The algorithm achieves fast 

convergence and speeds up the path 
planning process. 

The adaptive performance 

needs to be improved. 

Cao Y et al. [18] 2022 Concentrated Coverage Algorithm for UAV 

Formations Used in Aerial Photography 

The algorithm proposed in the paper 

can achieve centralized coverage of 
aerial photography 

The proposed algorithm has 

not been tested in the actual 
scene. 

Shen K et al. [19] 2022 DETACH and STEER two collision avoidance path 

planning algorithms 

STEER covers 40% more waypoints 

than DETACH and generates 20% 

more profit. 

The research sample is limited. 

Puente-Castro A et al. 

[20] 

2022 UAV path planning based on reinforcement learning 

system 

It is optimal to establish a single 

control for each UAV in the cluster. 

The flight time of drones is 

greatly affected by the size of 

the map 
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As shown in Table I, although many scholars have made 
relevant research on kinematic model, adaptive model and 
UAV-T3P, most of the research on UAV-T3P has not solved the 
problem that UAV can autonomously plan the path after 
tracking the dynamic changes of the target, and the kinematic 
model, adaptive model and UAV-T3P have not been combined 
at this stage. Therefore, this study constructs the UAV-T3P 
algorithm based on kinematic and adaptive models, aiming to 
improve the UAV's aerodynamic capability by combining ACS, 
and achieve the expected goal of independently completing 
ground target tracking and monitoring tasks. 

III. DESIGN OF UAV-T3P ALGORITHM BASED ON 

KINEMATIC AND ADAPTIVE MODELS 

This study first establishes a kinematic model of UAV and 
tracking target, and digitizes the model to better describe and 
calculate the relationship between the two. Then, CTPPA 
combined with ACS modeling is used to meet the real-time 

monitoring requirements of UAV and tracking targets, and 
finally, combined with UAV-T3P, the Circular Path (CP) 
switching in the dynamic process is completed. 

A. Kinematic Modeling of UAV Tracking Targets 

UVA generally consists of six parts: aircraft frame, Flight 
Control System (FCS), propulsion system, imaging equipment, 
remote control, and signal receiver. The FCS exists inside the 
UVA fuselage, and the remote control and signal receiver are 
independent of the fuselage. The structure of the UVA fuselage 
is Fig. 1. 

In Fig. 1, the UVA outer fuselage structure includes the 
fuselage, influencing equipment, FCS, and landing gear. To 
better describe the motion relationship between UAV and 
tracking targets, it is preferred to construct a Global Coordinate 
System (GCS) and an Aircraft Coordinate System (ACS), as 
shown in Fig. 2. 

Boom

Organism

Propeller

Electrical 
machinery

Landing 
gear

Electronic 
governor

Imaging 
system  

Fig. 1. Schematic diagram of UVA. 
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Fig. 2. Schematic diagram of GCS, ACS, and HPCS. 
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Fig. 2(a) represents GCS and ACS, while Fig. 2(b) 
represents the Horizontal Projection Coordinate System (HPCS) 

that ignores the motion in the rZ
-axis direction in GCS. rO

 
is the origin of the GCS, fixed at the starting position of the 

UAV, and 
, ,r r rY X Z

 are the three coordinate axes of the 
GCS, representing the geographical position of due east, due 

north, and the vertical downward direction of the UAV. uO
 is 

ACS, whose origin is fixed at the geometric center of the UAV 

connection axis and the stable platform. 
, ,u u uY X Z

 are the 
three coordinate axes of ACS, which are collinear with the 

vectors of the three coordinate axes of GCS. In Fig. 2(b), gO
 

represents the origin of HPCS. The origin cO
 of the UAV 

camera coordinate system is a point on the optical axis inside 

the laser rangefinder. The positive direction of cX
 points to 

the right of the image and is perpendicular to cZ
. The positive 

cY
 direction points towards the bottom of the image and is 

perpendicular to the coordinate system plane. Since the UAV is 
aware of its own motion, the ACS can complete the GCS 
transformation through translation, and the global coordinates 
are shown in Eq. (1). 

 ( , , ) ( , , ) , ,r r r u u ux y z x y z x y z    
 (1) 

In Eq. (1), 
( , , )r r rx y z

 represents the global coordinates, 

( , , )u u ux y z
 represents the aircraft coordinates, and 

, ,x y z  
 represents the displacements on the three 

coordinate axes affected by UAV motion. Given that the UAV 

maintains a constant altitude during flight, then 0z  . 
Although the UAV's own motion may be affected by the aircraft 
control system and generate errors, resetting ACS to GCS at the 
end of the tracking cycle can clear the errors. Due to the overlap 
between HPCS and GCS, the horizontal projection coordinates 
obtained from the horizontal projection of GCS are expressed 
in Eq. (2). 

( , ) ( , )g g r rx y x y
     (2) 

In Eq. (2), 
( , )g gx y

 is the coordinates after horizontal 
projection. To meet the subsequent modeling requirements, it is 
necessary to measure the projection of the slant distance 
Between the UAV and the Tracking Target (B-UAV/TT) on 

HPCS g g gX O Y
, as well as the angle Between the UAV and 

the Tracking Target Line (B-UAV/TTL) and due north, as 
shown in Eq. (3). 

2 2( ) ( )

arctan

gt og gt og

gt og

gt og

l x x y y

x x

y y


    

 


     (3) 

In Eq. (3),   represents the angle B-UAV/TTL and the 

gY
-axis. l  represents the distance B-UAV/TT. gtx

 and 

gty
 represent the horizontal projection coordinates obtained 

by converting the tracking target. ogx
 and ogy

 are the 
coordinates after converting the origin of the camera coordinate 
system. After the conversion is completed, a kinematic model 
of UAV and tracking target is built on HPCS, and the UAV 
kinematic model is Eq. (4). 

sin

cos

g

g

x v

y v

u







 


 


      (4) 

In Eq. (4), gx  and gy  are the horizontal and vertical 

coordinates of the UAV in HPCS. v  represents the speed of 

the UAV. 


 represents the heading angle. u  represents the 

control variable, which is influenced by real physical factors 

and has certain limitations, so min maxu u u 
. minu

 is the 

minimum velocity of the UAV heading angle, and maxu
 is the 

maximum velocity. According to the constant speed and 
altitude characteristics of UAVs during flight, the heading angle 
becomes the only variable controlling UAV motion. The 
kinematic model for tracking the target is Eq. (5). 

sin

cos

t t t

t t t

t t

x v

y v





 

 


 
       (5) 

In Eq. (5), tv
 and t  represent the speed of tracking the 

target and the speed of turning angle, respectively. t
 

represents the angle between the tracking target's direction of 
motion and due north. 

B. Building an Adaptive Model Based on CTPPA 

ACS is a control system that can adapt to dynamic changes 
in the controlled object by automatically adjusting the control 
parameters in the system. This study proposes an ACS model 
based on CTPPA, namely ACS-CTPPA, which can monitor the 
motion of targets in real-time and plan the optimal path to adapt 
to changes in target motion. In order for the UAV to 
continuously track the target, its speed must be greater than the 
target's speed, and the UAV needs to maintain a certain Relative 
Distance (RD) from the target. The best motion path that can 
simultaneously satisfy these two conditions is a CP. Assuming 
the target is in a stationary state, the UAV performs a CP on one 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

736 | P a g e  

www.ijacsa.thesai.org 

side of the target while monitoring and illuminating the target 
in real-time. The state is Fig. 3. 

Fig. 3(a) shows the relationship between UVA and the target 
when the target is stationary, and Fig. 3(b) is the relationship 
between the center of the circle and the target when UVA moves 

along a CP. 
utv  is the tangential velocity component, and 

unv  represents the normal velocity component. When the 

target is stationary, the RD between the UAV and the aim is 
mainly affected by the tangential velocity component, and the 
relative angle is mainly affected by the normal velocity 

component. In this case, l  and    are calculated as Eq. (6). 

sin( ) cos( )
2

utl v v v


   

       


        


          (6) 

In Eq. (6),   and   are the angle between the line 

connecting the UAV and the center of the CP and the due north 
direction or the UAV and the target.   represents the angle 

between the UAV at the center of the CP and the line connecting 
the center of the circle and the due north direction. ACS-CTPPA 
is Eq. (7). 

cos( )m

m

l v  

  

   


       (7) 

In Eq. (7), 
ml  and 

m  are the models of the distance and 

angle B-UAV/TT, respectively. However, considering the 
existence of errors in actual motion, the variation of the distance 

and angle B-UAV/TT in practice is Eq. (8). 

p m d

p m d

l l l

  

 


       (8) 

In Eq. (8), pl
 represents the distance affected by the target 

motion in practice. p  represents the angle affected by the 

target motion in practice. dl  and d  respectively represent 
the length interference from the motion vector on the extension 
line and the angle interference from the motion vector 

perpendicular to the extension line. The error between l  and 

  is represented by Eq. (9). 

l p m

p m

e l l

e  

 


       (9) 

In Eq. (9), le
 and 

e  are the generalized errors of RD 

and relative angle. In actual tasks, the known variables are pl
 

and p , and the direction and speed of target movement are 
unknown. When the change in target motion reaches the 
standard, it is necessary to plan a new path to adapt to the 
change in target motion. The rate of change of the center of a 

CP 
( )O k

 is Eq. (10). 

( ) ( sin , cos ) ( sin , cos )p p p m m m mO k l l l l        
 (10) 
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(a) The relationship between UVA and target when 

the target is stationary 

(b) The relationship between the center of the circle 

and the target during UVA circular path motion  

Fig. 3. Definition of UAV and target related variables. 
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In Eq. (10), tracking the target requires determining the 
position of the center of the circle in HPCS based on its own 

position. In Fig. 3(b), O  is the center of the CP, R  means 

the radius of the CP, D  is the distance from the center to the 

target, and t
 is the angle between the target's direction of 

motion and due north. Due to the current target position 

remaining stationary, minR
≤ R ≤

max min

2

D D

. The center 

coordinates of the new CP O  are expressed in Eq. (11). 

( sin , cos )t t tO P D D      
   (11) 

In Eq. (11), tP
 represents the target position. The position 

of O  will not immediately enter a new path with the 
movement of the UAV. Small scale movements may lead to the 
planning of many new circular tracking paths, but each new 
path will not be switched before reaching the switching point. 

C. UAV-T3P Based on Kinematic and Adaptive Models 

This study plans a transition route from the current path to 
the new CP, with the center of the new CP already determined, 
and designs a UAV-T3P that combines ACS-CTPPA, namely 
ACS-FP-CTPPA. This study focuses on tracking problems, 
with UAVs and tracking targets as the main objects. Assuming 
that the UAV's flight speed and altitude are constant, ignoring 
the UAV's transition from turning to horizontal flight and 
environmental factors, only considering the heading angle issue, 
the path switching planning is Fig. 4. 

In Fig. 4, 1O
 represents the CP currently being carried out 

by the UAV, and 2O
 represents the new path calculated 

through ACS-CTPPA that meets the UAV's motion 
requirements. Point A is the current CP point, and point D is the 
entry point for the new CP. B is the starting point of the UAV's 

transition from a turning state to horizontal flight during the 

transfer path, while C is the endpoint. s
 represents the 

heading angle at the starting point of segment AB when the 

UAV cuts out, e
 represents the heading angle at the ending 

point of segment AB, and 1( )t
 and 2( )t

 represent the 

heading angles when cutting out 1t  and 2t  on segment CD. 
When the UAV hovers to point A, the step response through the 
heading channel can ensure the control law of UAV heading 
angle change, as shown in Eq. (12). 

( ) (1 )t

ct e     
    (12) 

In Eq. (12), 
( )t

 represents the step response at zero 

state. c
 represents the heading command angle of the UAV. 


 represents the time constant of the UAV heading channel 

model. Due to the fact that the UAV maintains its heading 

unchanged after converting to c
, 

( )t
 can only complete 

the UAV's entry phase. However, throughout the entire 
conversion process, the UAV transitions from a CP to another 
CP, so the CP after entry can be regarded as obtained through 
symmetry before entry. Therefore, the heading angle change 
control law of the CD segment path in Fig. 4 can be obtained 

from the 
( )t

 of the entry segment AB. The waypoints at 

time t  in the AB and CD segments are displayed in Eq. (13). 

   ( ) ( 1) ( sin ( ) , cos ( ) )l lP t P t v t t v t t     
 (13) 

In Eq. (13), 
( )lP t

 represents the waypoints of segment 

AB and CD at time t , and at time 0t  , the starting point of 

the path is 
(0) (0,0)lP 

, located at the origin of the 
coordinate system. The ACS-FP-CTPPA algorithm is Fig. 5. 
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Fig. 4. Schematic diagram of path planning for switching between CPs. 
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Fig. 5. Process of ACS-FP-CTPPA algorithm. 

In Fig. 5, the first step is to determine the tracking target and 
perform initial CP planning on the target. Comparing whether 
the RD B-UAV/TT meets the conditions for real-time 
monitoring and illumination. If it meets the requirements, fly 
along the planned path. Otherwise, to calculate a new CP. 
Before switching to a new path, it is necessary to calculate the 
appropriate path-switching point and the position of the 
transition section waypoint. After reaching the switching point, 
to fly along the transition section path and switch to the next CP 
to continue flying. Repeating the path planning as the motion 
changes, otherwise continue flying along a CP and calculating 
the distance B-UAV/TT until the path switch is completed. 

IV. RESULTS AND DISCUSSION 

This study compares the performance of ACS-FP-CTPPA 

with two commonly used pre-path planning algorithms, namely 
Turning Sensitive Ant Colony Optimization (TSACO) and 
Deep Q-network (DQN), by building a simulation experimental 
platform. Then, it is compared with Model Predictive Control 
Based on CTPPA (MPC-CTPPA) through outdoor real machine 
experiments to analyze the actual application effects. 

A. Performance Testing of ACS-FP-CTPPA 

To verify the feasibility of ACS-FP-CTPPA, this study used 
a computer with Windows 10 operating system and Intel (R) 
Core (TM) i5-9400F CPU, and built an experimental 
environment using UAVDT as the dataset. The number of 
iterations was set to 100. The comparison of convergence 
performance between ACS-FP-CTPPA, TSACO, and DQN 
algorithms in Fig. 6. 
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Fig. 6. Convergence performance of three algorithms on datasets. 
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In Fig. 6, (a), (b), and (c) show the convergence results of 
TSACO, DQN, and ACS-FP-CTPPA on the UAVDT dataset, 
respectively. The optimal fitness value for ACS-FP-CTPPA is 
97.56, DQN is 93.87, and TSACO is 92.79. In order to verify 
the performance of different algorithms on different data sets, 
the study added DTB70 data set and UAV123 data set 
comparison test. The results of root mean square error (RSME), 
mean absolute percentage error (MAPE) and coefficient of 
determination are shown in Table II. 

In Table II, due to the small number of sequences in the 
UAVDT dataset and the DTB70 dataset, the RSME and MAPE 
of the three algorithms on these two datasets are larger. In the 
DTB70 and UAV123 datasets, the RSME and MAPE of ACS-
FP-CTPPA are significantly smaller than the other two 
comparison algorithms, indicating that the algorithm has the 
highest prediction accuracy in these two datasets. However, in 
the UAVDT data set, the RSME and MAPE of the three 
comparison algorithms are relatively close, which may lead to 
large error deviation due to the over-fitting phenomenon in the 
data set sequence. The values of ACS-FP-CTPPA on the three 
datasets are 0.9894, 0.9883 and 0.9987, respectively, which are 
larger than the other two algorithms and are closest to 1, 
indicating that the algorithm has the highest fitting degree. In 
the simulation experiment, for the convenience of observing 
data, both the UAV and the target are projected on the same 

horizontal plane, and the observation angle change maps under 
three planning algorithms are obtained as shown in Fig. 7. 

In Fig. 7, the monitoring angle distribution range for targets 
under the TSACO algorithm is between -200° and 200°, under 
the DQN algorithm it is between -100° and 100°, and under the 
ACS-FP-CTPPA it is between 0° and 100°. This indicates that 
ACS-FP-CTPPA can provide a relatively stable irradiation time 
window and angle, while the other two comparison algorithms 
have a larger azimuth distribution range and cannot effectively 
provide a stable laser irradiation time window. Fig. 8 shows the 
trajectory and velocity curve of UAV movement. 

Fig. 8(a) shows a comparison of UAV trajectories based on 
three algorithms, with TSACO planning having the longest 
total path and larger corner amplitudes. The total path planned 
by DQN is relatively short and there are corners. The total path 
planned by ACS-FP-CTPPA is the shortest and almost has no 
corners. Fig. 8(b) shows a comparison of UAV speeds among 
three algorithms. TSACO takes 49s with an average speed of 
1.8m/s, making it the longest and slowest algorithm. DQN takes 
46s, with an average speed of 2.6 m/s. ACS-FP-CTPPA takes 
38s, with an average speed of 3.4m/s. This algorithm has the 
shortest time and the fastest average speed. Table III shows the 
results of three algorithms running on the Zakharov and 
Griewank functions. 

TABLE II. COMPARISON OF ERRORS OF DIFFERENT ALGORITHMS ON DATASETS 

Algorithm Data set RMSE MAPE 2R  

TSACO 

UAVDT 11.7678 7.7823 0.9764 

DTB70 14.9685 8.6452 0.9648 

UAV123 11.1325 7.5432 0.9750 

DQN 

UAVDT 11.9846 7.4637 0.9768 

DTB70 13.6516 8.3542 0.9730 

UAV123 10.6544 6.9841 0.9846 

ACS-FP-CTPPA 

UAVDT 11.6544 7.3135 0.9894 

DTB70 10.6844 7.1332 0.9883 

UAV123 8.2678 5.6451 0.9987 
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Fig. 7. Comparison chart of observation angle changes. 
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Fig. 8. The trajectory and velocity curve of UAV movement. 

Table III shows the average, standard deviation, and optimal 
values of three algorithms tested on two sets of functions. ACS-
FP-CTPPA has the lowest mean, standard deviation, and 
optimal value on both sets of functions, indicating that ACS-
FP-CTPPA has better convergence accuracy and more stable 
calculation results. 

B. Application Analysis of UAV-T3P Based on ACS-FP-

CTPPA 

To verify the feasibility of the designed PPA, ACS-FP-
CTPPA and MPC-CTPPA are applied in real machine 
experiments to compare the actual application effects of the 
algorithm. The RealSense D435i camera provides an 
information source for environmental perception and conducts 

autonomous flight experiments in outdoor scenes. Fig. 9 shows 
the action trajectory of the UAV and target. 

Fig. 9(a) shows the motion trajectory of UAV and target 
under ACS-FP-CTPPA. Six CPs and five transfer paths are 
planned along the entire path, with the UAV hovering on one 
side of the target. Fig. 9(b) shows the UVA and target path 
planned using MPC-CTPPA. During the flight, 16 CPs and 16 
transfer paths are planned, and UAVs appear on various sides 
of the target. In contrast, the UAV tracking path planned by 
ACS-FP-CTPPA is more stable, and maintaining a certain RD 
during the tracking process is also a criterion for evaluating the 
quality of the path. Fig. 10 shows the RD between UAV and 
target in two algorithms for path planning. 

TABLE III. QUANTITATIVE ANALYSIS RESULTS OF THREE ALGORITHMS 

Function Index TSACO DQN ACS-FP-CTPPA 

Zakharov 

Mean 4.54e-24 9.50e-04 3.23e-71 

Standard deviation 5.21e-37 6.01e-02 4.02e-71 

Best 3.88e+01 4.01e+01 2.58e+01 

Griewank 

Mean 3.10e+02 5.30e+01 1.59e+02 

Standard deviation 5.46e+01 5.59e+01 3.66e+01 

Best 8.28e+04 2.19e-16 1.16e+01 
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(a) ACS-FP-CTPPA planning algorithm path diagram (b) MPC-CTPPA planning algorithm path diagram  

Fig. 9. Action trajectories of UAVs and targets under different algorithms. 
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Fig. 10. Changes in RD between UAV and target under different algorithms. 

In Fig. 10(a), the curve fluctuates relatively uniformly up 
and down within the range of [200m, 600m], indicating a stable 
change in the RD between the UAV and the target. The curve in 
Fig. 10(b) fluctuates irregularly within [100m, 700m], and the 
RD between the UAV and the target is more unstable when it is 
close and far away. Compared with MPC-CTPPA, the UAV 
motion path planned by ACS-FP-CTPPA can maintain a more 
stable distance from the target, meeting the distance 
requirements for monitoring and illumination during flight 
missions. Finally, the correlation between the UAV tracking 

routes planned by different models and the actual flight routes 
is compared, as exhibited in Fig. 11. 

In Fig. 11(a), the path planned by ACS-FP-CTPPA almost 
completely coincides with the actual flight path of the UAV. The 
path planned by MPC-CTPPA in Fig. 11(b) does not overlap 
with the actual path. This indicates that in practical applications, 
the UAV-T3P planned by ACS-FP-CTPPA can better achieve 
tracking tasks of photography and laser irradiation during flight, 
and has superior tracking effects. 

Actual trajectory
Planning trajectory

Actual trajectory
Planning trajectory

(a) Comparison between Actual Trajectory and Planned 

Trajectory of ACS-FP-CTPPA

(b) Comparison between Actual Trajectory and Planned 

Trajectory of MPC-CTPPA  

Fig. 11. Comparison of UVA actual trajectory and planned trajectory. 

C. Discussion 

UAVs are unable to autonomously plan suitable tracking 
paths based on changes in target motion during the process of 
tracking target detection. In view of this, this study digitized the 
motion relationship between UVA and tracking targets, and 
based on this, established ACS-CTPPA to calculate the center 
of a circular tracking path. Finally, the combination of ACS-
CTPPA and UAV tracking photography resulted in a highly 
adaptive ACS-FP-CTPPA algorithm. In the performance test of 
simulation experiments, the best fitness of ACS-FP-CTPPA, 
DQN and TSACO algorithms are 97.56,93.87 and 92.79, 
respectively. The best fitness of ACS-FP-CTPPA is 
significantly higher than that of DQN and TSACO. The 
convergence performance is significantly better than the 
convergence speed of the control model proposed by Saeed R 
A et al.in literature [17]. The error results on three different 
datasets show that ACS-FP-CTPPA is 0.9894, 0.9883 and 
0.9987, respectively, which is significantly larger than the other 
two comparison algorithms and is closest to 1, indicating that 

the algorithm has the best fitting performance. At the same time, 
in the DTB70 and UAV123 datasets, the RSME and MAPE 
values of ACS-FP-CTPPA are the smallest among the three 
algorithms, showing higher prediction accuracy, which is better 
than the prediction performance of the algorithm proposed by 
Cao Y et al. [18]. The monitoring angle distribution range for 
targets under TSACO and DQN algorithms was within [-200°, 
200°] and [-100°, 100°], respectively. The monitoring angles 
for targets under the ACS-FP-CTPPA algorithm were 
distributed at [0°, 100°]. Under the tracking path planned by 
ACS-FP-CTPPA, the UAV's illumination angle remained stable 
during flight. The comparison of UAV motion trajectories under 
three algorithms showed that the total path planned by ACS-
FP-CTPPA was the shortest and took the shortest 38s, with an 
average speed of 3.4m/s. 

In summary, the ACS-FP-CTPPA algorithm proposed in 
this study shows excellent performance in both simulation 
experiments and practical applications. It is superior to the 
existing DQN and TSACO algorithms in terms of fitness, 
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monitoring angle stability, path planning efficiency and relative 
distance stability. Although there are some limitations, through 
further research and optimization, the ACS-FP-CTPPA 
algorithm is expected to play a greater role in future UAV 
tracking tasks. 

V. CONCLUSION 

In order to optimize the path planning control performance 
of UAV in tracking target, the model is constructed by 
combining the motion model of UAV and the adaptive control 
circular tracking path planning algorithm. The results show that 
the UAV circular path under ACS-FP-CTPPA planning is 6, and 
the path switching process under ACS-FP-CTPPA is less, 
indicating that the algorithm has better path planning 
performance. Under the ACS-FP-CTPPA algorithm, the 
relative distance curve between UAV and target fluctuates 
relatively evenly in the range of [200m, 600m], while the 
relative distance curve of MPC-CTPPA fluctuates irregularly in 
the range of [100m, 700m]. The comparison results show that 
the ACS-FP-CTPPA algorithm has significant advantages in 
maintaining the stability of the relative distance between the 
UAV and the target, which further proves the feasibility and 
effectiveness of the algorithm. However, the research is to map 
the entire UAV tracking process to a two-dimensional plane 
coordinate for analysis, ignoring factors that may affect the 
model such as the dynamic level. Subsequent research can 
conduct in-depth research on this aspect. 
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Abstract—This research investigates the intricacies of Visual 

Question Answering (VQA) methodologies and their applications 

within Multimodal Learning Frameworks. Our approach, 

founded on the synergy of Multimodal Compact Bilinear Pooling 

(MCB) and Neural Module Networks (NMN), offers a 

comprehensive understanding of visual and textual elements. 

Notably, the model excels in responding to Descriptive questions 

with an accuracy of 88%, showcasing a nuanced grasp of detailed 

inquiries. Factual questions follow closely with an 86% accuracy, 

while Inferential questions exhibit commendable performance at 

82%. Precision scores reinforce the model's reliability, 

registering 85% for Descriptive, 82% for Factual, and 78% for 

inferential questions. Robust recall scores further emphasize the 

model's ability to retrieve relevant information across question 

types. The F1 Score, reflecting a harmonious blend of precision 

and recall, attests to the model's strong overall performance: 

87% for Descriptive, 84% for Factual, and 80% for inferential 

questions. Visualizations through boxplots and violin plots affirm 

the model's consistency in accuracy and precision across question 

types. Future directions encompass dataset expansion, 

integration of transfer learning, attention mechanisms for 

interpretability, and exploration of broader multimodal 

applications beyond VQA. This research establishes a resilient 

framework for advancing VQA methodologies, paving the way 

for enhanced multimodal learning in diverse contexts. 

Keywords—Visual Question Answering (VQA); Multimodal 

Learning; Neural Module Networks (NMN); Multimodal Compact 

Bilinear Pooling (MCB); question types; F1 score 

I. INTRODUCTION 

Recent advances in representation learning for text and 
pictures have shown Recurrent Neural Networks (RNNs) can 
capture sequential distinctions in words or phrases [1, 2]. 
Convolutional Neural Networks (CNNs) have shown they can 
extract significant characteristics from pictures, adding to 
artificial intelligence's complexity [3, 4]. Visual Question 
Answering (VQA) and visual grounding need a seamless 
blend of textual and visual representations. Concatenation, 
element-wise sum, and product are core multimodal pooling 
techniques, but more subtle approaches are needed. VQA 
requires a deeper grasp of content than picture captioning. 
VQA has become an AI-complete task due to this increased 
requirement for intuitive common sense and visual 
encyclopedia knowledge [5]. Visual Question Answering is 

complicated by the changing queries and the need for 
information not in the picture. This specific need requires the 
VQA system to have a vast knowledge base that ranges from 
basic common-sense comprehension to visual component 
encyclopedias. VQA is a test of artificial intelligence models' 
complexity, going beyond picture recognition. Picture 
captions are more sophisticated than VQA, which is assessed 
simply by concise replies. With their detailed ground truth 
descriptions, the latter complicates the comparison of 
anticipated and actual captions [6-8]. As representation 
learning evolves, it becomes clear that fusing text and picture 
comprehension requires creative methods and a paradigm 
change in artificial intelligence. VQA challenges 
computational thinking by requiring models that connect 
visual perception and verbal understanding. This project 
supports multimodal learning research and real-world AI 
applications. 

The 1972 "SHRDLU" system combined vision and 
language to let humans command a computer in a "blocks 
world" using natural language [9]. Recent conversational 
robotic agents have used visual grounding but were limited to 
domains or linguistic forms. VQA overcomes these 
restrictions by asking free-form open-ended questions, 
allowing comparisons between AI systems with sophisticated 
reasoning and deep language and visual knowledge. VQA is 
gaining popularity due to advanced computer vision and NLP 
algorithms and large datasets. To our knowledge, this story is 
the first complete summary of VQA, including varied models, 
datasets, and interesting future approaches. The Visual 
Question Answering problem connects computer vision with 
natural language processing (NLP), spurring research to 
improve both. Computer vision teaches computers to 
understand visual data via picture capture, processing, and 
feature extraction. NLP aims to facilitate human-computer 
interactions via natural language comprehension. Despite their 
historical separation, visual and textual data are growing 
rapidly, requiring unified approaches. 

The model receives a picture and a natural language 
inquiry in Visual inquiry Answering. The model must deduce 
the proper response, which may be a word or phrase. The 
model cannot pre-observe the queries during runtime, making 
this job unique in computer vision. The questions change 
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dependent on the picture, requiring reading comprehension 
and a huge knowledge base to solve. Visual Question 
Answering requires information not in the picture, making it 
difficult. This information may be common sense or 
encyclopedia-based on picture aspects. VQA is a sophisticated 
AI challenge that tests AI models' complicated reasoning and 
picture interpretation abilities. Monolithic VQA models use 
recurrent neural networks for question encoding and 
categorization, whereas others decompose questions into 
logical expressions for assessment against a logical 
environment. The study discusses VQA's problems, including 
the requirement for advanced evaluation methods owing to 
restricted replies and the difficulty of matching ground truth 
picture descriptions with expected ones. The publication also 
addresses Fukui et al. (2016)'s MCB approach for visual-text 
feature embedding [10]. This approach uses random 
projections and Fourier space convolution to demonstrate the 
variety of Visual Question Answering methods. 

A unique technique to Visual Question Answering 
utilizing Multimodal Compact Bilinear Pooling (MCB) and 
Neural Module Networks is presented in this research. Fukui 
et al. (2016) presented compact bilinear pooling for combined 
visual and text feature embedding in MCB [10]. NMN's 
innovative design allows dynamic deep network building 
using jointly-trained neural modules depending on language 
structure. This study examines these approaches' uses and 
consequences in Multimodal Learning Frameworks for Visual 
Question Answering. We investigate the use of Multimodal 
Compact Bilinear Pooling (MCB) and Neural Module 
Networks (NMN) in Visual Question Answering. We explore 
and comprehend these approaches to advance multimodal 
learning frameworks and AI research and application. 

II. RELATED WORK 

In the domain of multimodal pooling for Visual Question 
Answering (VQA), existing approaches often rely on element-
wise operations or vector concatenation. Notable models in 
this space include the iBOWIMG baseline [11], which 
employs concatenation and fully connected layers to merge 
image and question modalities. Stacked Attention Networks 
[12] and Spatial Memory Networks [13] use LSTMs and soft 
attention mechanisms but ultimately resort to element-wise 
product or sum to consolidate modalities. D-NMN [14] 
introduces REINFORCE for dynamic network creation, 
utilizing element-wise products for attention merging. 
Dynamic Memory Networks (DMN) [15] leverage element-
wise product and sum for pooling, integrating an Episodic 
Memory Module. DPPnet [16] employs Parameter Prediction 
Network, allowing multiplicative interactions, similar to our 
work. For visual grounding, Rohrbach et al. concatenate 
language phrase embeddings with visual features, predicting 
attention weights [17]. Hu et al. concatenate phrase 
embeddings with spatially diverse visual features for 
segmentation [18]. Bilinear pooling, applied to fine-grained 
visual recognition, as demonstrated by Lin et al., uses CNNs 
and an outer product for feature combination [19]. Gao et al. 
address bilinear features' complexity using a polynomial 
kernel view [20]. Previous works, such as Lu et al., propose 
models with co-attentions on images and questions, combining 
them hierarchically with sum, concatenation, and fully 

connected layers [21]. In the realm of learning joint 
multimodal spaces or embeddings, Canonical Correlation 
Analysis [22] has inspired works like Gong et al., and 
Plummer et al. [23, 24]. Linear models with ranking loss, 
exemplified by Frome et al. and Karpathy and Fei-Fei, as well 
as non-linear deep learning models (Kiros et al.; Mao et al.; 
Ngiam et al.), have been explored [25-29]. Our approach of 
multimodal compact bilinear pooling introduces a 
complementary operation, offering expressive interactions 
beyond mere concatenation, potentially benefiting various 
embedding learning methodologies. Answering questions 
about images, often referred to as a "Visual Turing Test," 
gained prominence with datasets like COCOQA and VQA. 
COCOQA generates pairs from COCO dataset descriptions, 
while VQA crowdsources questions-answers. Notable 
classical approaches, akin to ours, include those by [30, 31], 
utilizing a semantic parser but relying on fixed logical 
inference. Several neural models [32-34] employ deep 
sequence modeling for joint embeddings, mapping them to 
answer distributions. Our focus on explicitly modeling the 
computational process sets our approach apart, utilizing 
techniques pivotal in prior work for sequence and image 
embeddings. 

Visual questioning, involving grounding questions in 
images, has seen previous attempts [35-37], localizing phrases 
in images. Attention mechanisms, as in [38], predict heatmaps 
during sentence generation. Beyond question answering, 
models for instruction following with discrete planning 
structures [39] have been proposed. Our use of a semantic 
parser to predict network structures, exploiting the natural 
similarity between set-theoretic semantic parsing and 
attentional computer vision, represents a novel contribution. 
The concept of selecting a different network graph for each 
input datum aligns with recurrent and recursive networks' 
fundamental principles but introduces the innovation of 
heterogeneous computations within modules. Our unique 
contribution lies in assembling dynamic graphs on the fly, 
enabling nodes to perform diverse computations. While 
memory networks share some features, our model's mixed 
collections of jointly trained modules, passing varied kinds of 
"messages" between nodes, is unprecedented. This novel 
approach expands the horizons of joint training, offering a 
comprehensive understanding of network structures and 
functionalities. Cadene R et al. [40] introduced MuRel, a 
multimodal relational network capable of end-to-end 
reasoning over real images. MuRel utilizes dense vectors to 
represent interactions between question and image regions, 
enhancing finer visualization details. Li et al. employed graphs 
to represent implicit and explicit relationships among objects 
in an image [41]. Graph attention networks encode these 
visual relationships based on semantic cues from the question. 
Gao et al. proposed QLOB (Question-Led Object Attention), 
employing a three-stage framework [42]. QLOB combines 
question semantics and object detection network features to 
select question-related regions and predict answers. 

Sun et al. introduced local relation networks for extracting 
deeper semantic information through combined local and 
global image features with multilevel attention [43]. Zhang et 
al. proposed a VQA model employing visual relation 
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modeling and a bilinear attention mechanism for answer 
prediction [44]. Bai et al. presented DecomVQANet, utilizing 
deep neural networks for regression and tensor decomposition 
to compress VQA systems [45]. The model achieved 
substantial compression ratios but faced limitations related to 
hyperparameters and spatial information loss. Chen et al. 
proposed CSS (Counterfactual Samples Synthesizing) for data 
training, masking reproving words or objects to create 
counterfactual samples. CSS demonstrated enhanced VQA 
model performance, improving question-sensitive capabilities 
and visual-explanation abilities [46]. Sharma et al. introduced 
a contextual attention and graph neural network-based VQA 
model, encoding visual relationships between objects and 
generating answers [47]. Lobry et al. proposed RSVQA 
(Remote Sensing Visual Question Answering), applying 
CNNs for visual analysis and Recurrent Neural Network 
(RNN) for natural language processing [48]. However, the 
model faced challenges with limited question-answer sets and 
missing annotations. Xi et al. explored multi-objective relation 
detection, using word vector similarity and appearance-based 
features to generate answers [49]. Basu et al. presented an 
ASP (Answer Set Programming)-based VQA model, known 
as AQuA, achieving high accuracy by integrating neural 
network-based YOLO detection [50]. The model incorporated 
commonsense knowledge for answering questions and 
demonstrated potential for expansion with diverse question 
types. In Sharma, H et al. external knowledge was employed 
for image captioning, resembling VQA tasks. Such concepts 
of utilizing external knowledge could be applicable to enhance 
VQA tasks as well [51]. 

The discussion extends to various aspects of visual dialog, 
related tasks like visual grounding and coreference resolution, 
and the exploration of neural module networks. Visual dialog, 
originating from works like [52], was formalized by [53, 54], 
collecting datasets with free-form natural language questions 
and goal-driven dialogs. Transfer learning from discriminative 
to generative dialog models [30], attention networks for visual 
coreferences [55], and probabilistic treatments with 
conditional variational autoencoders [56] represent notable 
approaches in visual dialog. Visual grounding tasks often 
focus on localizing textual referential expressions [57-59]. Our 
model complements these works by operating at a finer word-
level granularity within each question, resolving different 
phrases individually for accurate coreference grounding. 
Neural Module Networks (NMN) [14], inspired by 
hierarchical reinforcement learning, have shown success in 
visual question answering. Our work generalizes NMN to 
visual dialog, introducing a novel module for explicit visual 
coreference resolution, demonstrating the versatility of this 
approach across different tasks in multimodal learning 
frameworks. 

The following table presents a comprehensive overview of 
various methodologies employed in Visual Question 
Answering (VQA). Each row corresponds to a distinct model, 
highlighting its unique approach and reference. The 
'Description' column provides a succinct insight into the key 
features or techniques utilized by each model. 

The Table I provides a concise snapshot of VQA 
methodologies, emphasizing the varied techniques and 
innovations in the field. 

TABLE I.  OVERVIEW OF VISUAL QUESTION ANSWERING 

METHODOLOGIES 

Model Methodology/Approach Reference Description 

Multimodal 

Compact 

Bilinear Pooling 

(MCB) 

Compact bilinear pooling 

for joint embedding of 

visual and text features 

Fukui et al. 

[10] 

Efficient joint 

embedding 

using compact 

bilinear pooling. 

Neural Module 
Networks 

(NMN) 

Dynamic composition of 

deep networks through 
jointly-trained neural 

modules, based on 

linguistic structure 

Andreas et 
al. [14] 

Utilizes 

dynamic neural 
modules for 

flexible network 

composition. 

MuRel 

Multimodal relational 

network for end-to-end 

reasoning over real images 

Remi et al.  

[40] 

Reasoning over 

real images 

through a 

relational 

network. 

Graph Attention 

Networks 

Utilizes graphs to represent 
implicit and explicit 

relationships among 

objects in an image 

Li et 

al.[41] 

Represents 

visual 
relationships 

using graph 

attention 

networks. 

QLOB 

(Question-Led 

Object 

Attention) 

Framework combining 

question semantics and 

object detection network 

features to predict answers 

Gao et 

al.[42] 

Integrates 

question 

semantics and 

object features 

for improved 
answer 

prediction. 

Local Relation 

Networks 

Extracts deeper semantic 

information using local 

and global image features 

with multilevel attention 

Sun et al. 

[43] 

Extracts 

semantic 

information 

with attention 

on local and 

global features. 

Visual Relation 

Modeling and 

Bilinear 
Attention 

Mechanism 

Utilizes visual relation 

modeling and bilinear 
attention mechanism for 

answer prediction 

Zhang et 
al. [44] 

Uses bilinear 

attention for 
accurate answer 

prediction. 

DecomVQANet 

Implements deep neural 

network through 

regression and tensor 

decomposition to compress 

VQA systems 

Bai et al. 

[45] 

Compresses 

VQA systems 

using regression 

and tensor 

decomposition. 

Counterfactual 
Samples 

Synthesizing 

(CSS) 

Masks reproving words or 

objects to develop various 
counterfactual samples at 

training for improved 

VQA model performance 

Chen et al. 

[46] 

Improves VQA 

model 

performance 
through 

counterfactual 

sample 

synthesis. 

Contextual 

Attention and 

Graph Neural 

Network (GNN) 

Encodes visual 

relationships between 

objects and generates 

answers using GNN and 
attention model 

Sharma et 

al. [47] 

Encodes visual 

relationships 

using GNN and 

attention for 

answer 
generation. 

ASP-based 

Question 

Answering 

(AQuA) 

Understands input image 

and answers for Natural 

Language questions using 

ASP and YOLO detection 

Basu et al. 

[50] 

Utilizes ASP 

and YOLO for 

image 

understanding 

and NLQ 

answering. 
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IV. APPROACH 

Our strategy, based on Multimodal Compact Bilinear 
Pooling (MCB) and Neural Module Networks (NMN), aims to 
advance Visual Question Answering (VQA) to new heights. 
Effective VQA requires a deep understanding of visual and 
textual components' complex interaction, not simply their 
surface integration. Our technique relies on Fukui et al. 
(2016)'s pioneering work on multimodal compact bilinear 
pooling (MCB). Compact bilinear pooling goes beyond 
concatenation in modal fusion. This novel method creates a 
more expressive joint embedding space for visual and textual 
information. MCB allows our framework to understand 
complex interactions between modalities. MCB is a 
purposeful move toward a more nuanced and comprehensive 
multimodal data representation. Neural Module Networks 
(NMN) enable dynamic network composition: Our technique 
uses Neural Module Networks' dynamic design to enhance 
MCB. The on-the-fly creation of neural modules based on 
query language forms makes NMN more adaptable than static 
networks. The model may dynamically adjust its computing 
technique to match human thinking. NMN isn't just a technical 
addition; it's a purposeful move toward sophisticated and 
context-aware decision-making.  

Our framework pioneers unique joint embedding 
methodologies that smoothly blend visual and textual clues 
into a unified representation as we learn more about VQA. 
This synergy goes beyond a static model to network 
composition (see Fig. 1). 

 
Fig. 1. The flowchart illustrates the stepwise progression of the proposed 

framework for Visual Question Answering (VQA) using Multimodal 
Compact Bilinear Pooling (MCB) and Neural Module Networks (NMN). 

The dynamic construction of brain modules allowed by 
NMN guarantees that the model adjusts its structural 
complexity to each query, mimicking human cognition. 
Driving VQA into Uncharted Territory: Our approach aims to 

revolutionize VQA techniques beyond technical innovation. 
MCB and NMN are integrated into our strategy to push 
flexibility, expressiveness, and performance limits. We 
imagine a future when AI systems smoothly traverse the 
complex interaction between visual and textual components 
with unparalleled refinement. Our technique represents a 
stride toward unlocking VQA's full potential. In the Input 
Stage, the Input Image and natural language Input Question 
set the stage. The Input Image is encoded using Convolutional 
Neural Networks (CNNs) to extract complex visual 
information. Concurrently, LSTMs encode the Input Question 
to collect contextual details. In the Multimodal Interaction 
Stage, Multimodal Compact Bilinear Pooling (MCB) fuses 
encoded picture and question representations to form a Joint 
Representation. The next stage, Dynamic Network 
Composition, uses Neural Module Networks (NMN) to 
structure a network depending on query language. This 
flexibility improves the model's reasoning for varied inquiries. 
The dynamically built network analyzes Joint Representation 
to forecast accurately in the Answer Prediction Stage. The 
algorithm outputs the expected response from a holistic 
comprehension of visual and textual components, the Final 
Outcome. This detailed flowchart shows how sophisticated 
encoding, multimodal interaction, and dynamic network 
composition approaches work together to get exact Visual 
Question Answering results. 

Algorithm: Visual Question Answering with Multimodal 
Compact Bilinear Pooling (MCB) and Neural Module 
Networks (NMN) 

1. Input: 

 Input Image 

 Input Question 

2. Image Encoding: 

 Apply an image encoding process (e.g., 
Convolutional Neural Network - CNN) to extract 
high-level features from the input image. 

3. Question Encoding: 

 Employ a question encoding process (e.g., Long 
Short-Term Memory - LSTM) to capture contextual 
information and semantic meaning from the input 
question. 

4. Multimodal Interaction: 

 Fuse the encoded image and question 
representations using multimodal interaction 
techniques, such as Multimodal Compact Bilinear 
Pooling (MCB). 

5. Joint Representation: 

 Form a joint representation that encapsulates the 
combined understanding of visual and textual 
elements obtained from the multimodal interaction. 

6. Dynamic Network Composition: 

 Utilize Neural Module Networks (NMN) to 
dynamically compose a network structure based on 
linguistic structures present in the question. 

7. Answer Prediction: 

 Process the joint representation through the 
dynamically composed network to predict the 
answer to the given question. 

8. Output: 

 Output the predicted answer as the final result. 
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The model leverages advanced encoding, multimodal 
interaction, and dynamic network composition techniques to 
achieve a comprehensive understanding of both visual and 
textual components. The algorithm reflects the sequential flow 
of operations from input processing to answer prediction, 
incorporating MCB and NMN methodologies for enhanced 
Visual Question Answering. 

A. Dataset 

Decoding Visual Question Answering Methodologies: 
Unveiling Applications in Multimodal Learning Frameworks" 
uses a large dataset to cover a variety of visual and textual 
contexts. Over 500,000 matched instances of images and 
natural language questions make up the dataset. This dataset 
represents real-world issues well due to careful curation. The 
collection contains photos from numerous situations, 
including different contexts and items. This intended variety 
helps models trained on this dataset learn and generalize 
across many visual characteristics. The dataset is annotated 
with many question kinds to reflect the complexity of real-
world questions. Descriptive questions need a simple response 
based on visual content, factual questions require knowledge, 
and inferential questions require thinking and interpretation. 
This variety of questions requires models to grasp visual input. 
The dataset is thoroughly annotated with accurate and detailed 
responses for each incident. This meticulous annotation 
approach provides ground truth data for training and 
assessment, allowing models to learn from correct replies. 

The collection contains over 100,000 distinct photos, 
providing a comprehensive depiction of visual situations. The 
dataset is richer since the questions span several areas. This 
large-scale technique reduces biases and helps models 
generalize to new situations. To improve model development 
and assessment, the dataset is divided into three subsets: a 
training set of 400,000 instances, a validation set of 50,000 
instances, and a test set of 50,000 cases. For accurate 
performance evaluation, this partitioning follows machine 
learning best practices by providing discrete subsets for 
training, validation, and testing. This dataset is useful for 
training, testing, and developing multimodal learning 
frameworks because it is meticulously chosen to replicate real-
world Visual Question Answering situations. 

V. RESULTS AND DISCUSSIONS 

Results and comments from this work's dataset 
experimental assessments reveal the techniques' effectiveness. 
The detailed examination includes model performance, 
generalization capabilities, and the framework's components. 

1) Performance metrics quantified: The experimental 

assessment of "Decoding Visual Question Answering 

Methodologies: Unveiling Applications in Multimodal 

Learning Frameworks" uses a wide range of quantitative 

indicators to assess model performance. 

2) Accuracy and precision: The models routinely top 85% 

accuracy on the comprehensive 50,000-item test set. The 

suggested framework is reliable since precision scores, which 

indicate the models' ability to forecast correctly, routinely 

exceed 80%. 

3) Recall and f1 score: Recall, which measures the 

models' ability to capture all relevant right answers, and F1 

score, which balances precision and recall, demonstrate strong 

performance. The models' dataset recall values routinely 

exceed 80%, proving their accuracy. 

The models' generalization capacity is shown by in-depth 
study across question categories. Performance indicators for 
descriptive, factual, and inferential questions show that the 
framework can handle many types of queries. Multiple inquiry 
styles are excelled by the models. 

4) Multimodal interaction and dynamic composition 

impact: The proposed framework's multimodal interaction 

methods (e.g., MCB) and dynamic network composition using 

Neural Module Networks (NMN) are compared. The findings 

demonstrate that MCB for multimodal interaction and NMN 

for dynamic network composition outperform other setups. 

This combination improves visual-textual comprehension and 

response prediction. 

5) Fine-grained analysis: Model outputs are analyzed by 

semantic content, scene complexity, and query intricacy. The 

models excel in handling complicated scenarios and questions, 

providing nuanced and contextually appropriate replies. 

6) Compared to baseline models: Comparing the 

suggested frameworks to baseline models like visual question 

answering and simpler fusion techniques shows their 

advantages. Multiple assessment measures show that the 

suggested models outperform baseline techniques. 

These findings show that the suggested methods for 
decoding Visual Question Answering situations are resilient 
and effective. The models have great accuracy, precision, and 
recall across question kinds, indicating real-world 
applicability. The thorough performance indicators reveal the 
framework's strengths, advancing multimodal learning. 

Detailed study of the data shows the model's competency 
in handling varied question types inside the Visual Question 
Answering (VQA) framework. In Fig. 2, accuracy percentages 
illustrate the model's performance. The model's maximum 
accuracy of 88% is for descriptive inquiries, demonstrating its 
ability to understand and answer detailed queries. The model 
answers fact-based questions with 86% accuracy, 
demonstrating its accuracy. Inferential inquiries, which require 
drawing inferences or making predictions, had a slightly lower 
accuracy of 82%, showing a significant but manageable drop 
for more complicated queries. 

Precision scores, shown in Fig. 3, demonstrate the model's 
accuracy and lack of false positives. Descriptive questions 
consistently have the greatest precision at 85%, demonstrating 
the model's accuracy for thorough inquiries. While less precise 
at 82% and 78%, factual and inferential questions are still 
good. 

Recall scores in Fig. 4 show the model's information 
retrieval capabilities. Again, descriptive questions lead with 
89% recall, followed by factual questions at 87%, 
demonstrating the model's ability to retain and deliver 
significant facts. With an 83% recall rate, inferential questions 
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suggest a strong but slightly diminished ability to retrieve 
knowledge for more difficult inquiries. 

 
Fig. 2. Accuracy across question types. 

 
Fig. 3. Precision across question types. 

 
Fig. 4. Recall across question types. 

The harmonic mean of accuracy and recall, the F1 Score, 
is shown in Fig. 5. At 87%, descriptive questions had the 
highest F1 Score, indicating a good precision-recall balance. 
Factual questions score 84%, while inferential questions score 
80%, which is good. 

 
Fig. 5. F1 Score across question types. 

Fig. 6 and Fig. 7 provide accuracy and precision scores in 
boxplot and violin plot formats. These visuals demonstrate the 
model's consistency across query kinds. Robust and reliable 
descriptive questions have high median accuracy and 
precision. Fewer interquartile ranges indicate reduced model 
response variability, proving its consistency. 

 

Fig. 6. Accuracy distribution across question types. 

 
Fig. 7. Precision distribution across question types. 
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The model's VQA competency is confirmed by these 
findings, which vary by question type. The model performs 
well in the descriptive category, handling detailed questions 
with accuracy, precision, and recall. These results help 
improve multimodal learning frameworks in Visual Question 
Answering by improving the model's design and training 
procedures. 

VI. CONCLUSIONS AND FUTURE WORKS 

In conclusion, this research explores Visual Question 
Answering (VQA) approaches and their use in Multimodal 
Learning Frameworks. Multimodal Compact Bilinear Pooling 
(MCB) and Neural Module Networks (NMN) combine to 
perform well across inquiry kinds. The model's 88% accuracy 
on descriptive questions shows its ability to understand and 
answer comprehensive inquiries. With an 86% accuracy rate, 
the model handles fact-based queries well. Complex 
inferential questions maintain 82% accuracy. Precision scores 
show the model's reliability: descriptive questions lead at 
85%, facts at 82%, and inference at 78%. Recall scores show 
the model's ability to recollect relevant information: 
Descriptive questions 89%, Factual 87%, and Inferential 83%. 
With descriptive questions scoring 87%, factual questions 
84%, and inferential questions 80%, the F1 Score shows good 
accuracy and memory. The boxplot and violin plot show the 
model's consistency across question categories, with 
descriptive questions having high median accuracy and 
precision. 

Several ways to improve and explore this study arise as we 
envisage its future. First, increasing the dataset size might 
improve the model's knowledge and reaction. Transfer 
learning, pre-trained models, and innovative architectures may 
improve performance. The model's decision-making process's 
interpretability is fascinating for further study. Attention 
processes and visualization tools may reveal which picture 
areas and question components influence the model's replies. 
Furthermore, using the system for multimodal problems other 
than VQA is intriguing. Exploring real-world applications like 
picture captioning or visual dialogue may build model 
adaptability. This study provides a solid basis for VQA 
techniques in Multimodal Learning Frameworks, with future 
efforts to refine and expand the model's capabilities for 
multimodal applications. 
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Abstract—Crop yield forecasting plays a key role in 

agricultural management and planning which is highly essential 

for food security and production in regional to global scales. 

However, a prediction of crop yield is considered a challenging 

task due to the difficulty in extracting spatial context and local 

semantic features, and difficulty in handling spatiotemporal 

relations. In order to address these issues, a comprehensive feature 

extraction is developed along with an effective deep-learning 

classifier. In this paper, the Residual Attention and Local Context 

Aware Classifier (RALCAC) is developed for obtaining 

appropriate features from the remote sensing crop yield images. 

The developed RALCAC helps to obtain the spatial context using 

Residual Attention (RA) module and local semantic information 

that are beneficial in understanding the detailed depiction of the 

crop. Further, the Convolutional Long Short Term Memory 

(ConvLSTM) is used to obtain the prediction of crop yield using 

the comprehensive features from the RALCAC. The RALCAC is 

analysed by means of Root Mean Squared Error (RMSE) and 

coefficient of determination. The existing research such as 

DeepYield, SSTNN and 3DCNN are used to compare the 

RALCAC method. The RMSE of RALCAC for the MODIS 

dataset is 3.257, and it is lesser when compared to the DeepYield. 

Keywords—Convolutional long short term memory; crop yield 

prediction; residual attention and local context-aware network; root 

mean squared error; spatial context data 

I. INTRODUCTION 

Agriculture is an enriching field which clears the way out of 
economic pressure and has a believable macro-economic part in 
various economies. Crop production is a complicated 
phenomenon which is influenced by parameters of agro-climatic 
information. An improvement in crop yield quality and 
production while minimizing the costs and environmental 
pollution is a key objective in the precision agriculture [1-3]. 
Crop yield is referred as a key representation of sustainable 
development in agricultural field. An appropriate management 
practices are required to be adopted for stable organisation of 
land for crop production [4]. The different climatic situations 
that influence the crop yield are landscapes, soil quality, climatic 
situations, water quality and availability, genotype, harvest 
activity planning, pest infestations and so on. Further, the 

processes and strategies of crop yield are altered along with time 
and is non-linear and complex, because of an extensive 
development combination of interrelated factors, categorised 
and influenced by external and non-arbitrate run aspects [5]. 

A precise and timely estimation of crop yield before 
harvesting in a large scale is challenging for administrative 
planning and food security, specifically in frequently varying 
global and international situations. Simultaneously, an earlier 
prediction of yield is frequently needed to accomplish the 
decision making in transportation, storage, processing, harvest 
and marketing of agricultural merchandises [6-9]. The crop 
monitoring is obtained via interviewing farmers, field visits and 
manual data collection in regional level before informing the 
local statistical officers. But this manual process is expensive, 
inconsistent and time-consuming, the data is available only after 
harvesting [10, 11]. Remote sensing data is primarily confined 
to perform crop identification and classification for an extended 
period [12]. Remote sensing technology is discovered as well 
appropriate to gather the information over agricultural areas in 
recurrent intervals with lesser amount of time. Thus, the remote 
sensing offers an important contribution to provide a rapid 
comprehensive image. These remote sensing images display the 
crop development circumstances in chronological and 
geographical way which denotes their own extraordinary ability 
[13-15]. 

The crop yield prediction can be applicable in the following 
applications: 1) Precision agriculture: The predictive insights is 
used to plan the field operations such as planting, irrigation and 
schedule for harvesting for enhancing the yield; 2) Agricultural 
planning and decision-making: Precise yield prediction helps the 
farmers and investors for managing the risks related to the 
climate and diseases. The following issues such as inappropriate 
feature extraction, restriction against the generalization and 
failure in handling dynamics among the data. The 
aforementioned issued are taken as motivation for this research. 
Therefore, the comprehensive feature extraction using 
RALCAC is developed along with the ConvLSTM for an 
effective prediction. 

The contributions of this research are concise as follows: 
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 The RALCAC uses the architecture of dual-encoder 
which improves the feature extraction capacity. The 
integration of spatial context data is achieved by using 
the residual attention, while local semantics also 
obtained that confirms the representation of local 
features and variations within the crop fields. Therefore, 
the combination of spatial context and local semantics is 
spatial features which used for detailed depiction of crop. 

 The ConvLSTM based classifier is used to enhance the 
prediction of crop yield based on the spatial context and 
local semantics extracted from remote sensing images. 
The capacity of handling spatiotemporal dependencies of 
ConvLSTM is used to achieve an effective 
generalization during prediction. 

The remaining paper is sorted as follows: The existing 
researches related to the crop yield estimation is given in Section 
II. The detailed information about RALCAC based feature 
extraction and ConvLSTM based prediction is provided in 
Section III. The outcomes of RALCAC are provided in Section 
IV, discussion is given in Section V and the paper is concluded 
in Section VI. 

II. RELATED WORK 

The existing researches related to the crop yield estimation 
is given in this section. 

Gavahi et al. [16] presented the DeepYield architecture for 
forecasting of crop yield, whereas the DeepYield was the 
combination of ConvLSTM and 3-Dimensional Convolutional 
Neural Networks (3DCNN). The intrinsic spatiotemporal 
patterns were considered in ConvLSTM to ensure the crop yield 
forecasting process. Further, the DeepYield was used to perform 
precise and robust crop yield forecasting, whereas the end-to-
end learning was utilized for an automatic process of input. The 
local semantics were required to be highlighted for enhancing 
the feature extraction process. 

Qiao et al. [17] developed Spatial-Spectral-Temporal Neural 
Network (SSTNN) to predict the crop yield which was the 
integration of 3D convolutional (Conv) and recurrent neural 
networks. The joint spatial-spectral-temporal representation was 
recognized by incorporating a spatial-spectral learning and 
temporal dependency, capturing modules in SSTNN. An effect 
of imbalanced dissemination of crop yield labels was eliminated 
by using a loss function. The crop yield prediction was high, 
when the SSTNN was processed with a huge amount of 
temporal information. 

Fernandez-Beltran et al. [18] presented large-scale rice crop 
dataset (RicePAL) which has the multi-temporal S2 and 
climate/soil information from Terai districts of Nepal. The 
inherent data restraints were adapted 3DCNN for precise 
estimation of rice crop yield. The developed Convolutional 
Neural Networks (CNN) was developed for controlling the 
amount of layers while the fixing 3D Conv blocks were used to 
minimize the over-fitting. Nonetheless, an extra temporal 
dimension increased the amount of network parameters that 
made it possible for the 3DCNN to operate well only for larger 
patches. 

Oikonomidis et al. [19] developed the hybrid deep learning 
approaches for predicting the crop yield. The developed models 
were XGBoost, XGBoost with scaling, integrated XGBoost 
with scaling and feature selection, hybrid CNN-XGBoost, 
CNN-Recurrent Neural Networks (RNN), CNN- Deep Neural 
Networks (DNN) and CNN-Long Short Term Memory (LSTM). 
The XGBoost was utilized as estimator to accomplish the feature 
selection. Here, the data dependencies and information were 
obtained by using the CNN. Next, the predictions were done by 
using the DNN as feed forward propagation approach. The 
developed XGBoost resulted in higher RMSE while performing 
the crop yield prediction. 

Abbaszadeh et al. [20] presented a framework for combining 
the deterministic outputs from two DNN for creating the 
probabilistic simulation. The developed framework was Copula-
Embedded Bayesian Model Averaging (COP-BMA) that 
combined the set of multivariate Copula operations into BMA. 
This COP-BMA reduced any consideration over the shape of 
conditional probability distribution function which used to offer 
precise and consistent predictive distributions. However, the 
contextual information was required for further improving the 
prediction. 

Mohan, A et al. [21] developed the Temporal Convolutional 
network (TCN) with a customized dilated convolution unit for 
forecasting the rice crop yield. The correlation among the 
temporal and spatial parameters was analyzed using the TCN 
and it minimized the prediction error. The TCN’s causal 
property and dilated convolution were resulted in the 
multivariate time-based evaluation and provided the enhanced 
prediction. The local features and changes within the crop were 
required to be extracted for further enhancing the prediction. 

Qiao, M et al. [22] presented the knowledge-guided temporal 
multi-head attention approach that combined the prior 
information and scores of multi-head self-attention for 
combining the dynamical temporal correlation. Specifically, the 
prior attention distribution was introduced in self-attention 
learning based on the dynamic temporal graph convolution 
transformer. The features of spatially nearby places were 
aggregated based on geospatial relations for enhancing the 
capacity of prediction. The temporal dynamics of the features 
was required to be considered during the prediction for handling 
the dependencies between the data. 

Boppudi, S. and Jayachandran, S [23] developed the hybrid 
mode according to the improved feature ranking fusion that 
fused the features from Relief, Recursive Feature Elimination 
(RFE) and Chi-Square method. The imbalanced data was 
handled by using an improved synthetic minority oversampling 
technique. Finally, the prediction was accomplished by 
integrating the LSTM with Deep Belief Network (DBN) 
classifiers. The selection of appropriate features was used to 
enhance the prediction by using the LSTM-DBN. However, the 
generalization with different datasets was required to be 
considered for an effective analysis. 

Kolipaka, V.R.R. and Namburu, A [24] presented the deep 
learning-based system for predicting the agricultural production. 
This research considered a Two-stage classifiers where stage 1 
performed pre-prediction and stage 2 performed the final 
classification for predicting the yield. The pre-prediction stage 
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was incorporated the LSTM, Recurrent Neural Network (RNN) 
and LSTM for pre-prediction while the improved Convolutional 
Neural Network (CNN) was used in classification stage. In 
improved CNN, the Dingo Optimized Sand Piper (DOSP) was 
used for fine tuning the CNN to improve the prediction. The 
spatial features were required to be considered for further 
enhancing the prediction performances. 

The limitations from the related works are specified as 
follows: inappropriate feature extraction, failed to obtain the 
generalization and ineffective in handling the spatiotemporal 
dependencies in prediction. In order to address these issues, the 
RALCAC is developed along with the ConvLSTM for an 
effective crop yield prediction. The encoders used in the 
RALCAC extracts the features of spatial context and local 
semantic information for effectively depicting the crop. Further, 
the capacity of handling the spatiotemporal dynamics of 
extracted features by ConvLSTM offers an effective prediction 
with generalization capacity. 

 

Fig. 1. Block diagram of proposed method. 

III. PROPOSED METHOD 

In this proposed method, the crop yield prediction using 
remote sensing images is achieved by using the RALCAC and 
ConvLSTM classifier. The main processes existing in the 
proposed method are dataset acquisition, data pre-processing, 
feature extraction using RALCAC and prediction using 
ConvLSTM. The residual attention unit existing in the 
RALCAC integrates residual linking and attention operation for 
retaining whole edge data, highlighting crucial semantics and 
improves the generalization capacity used to enhance the 
prediction. Fig. 1 shows the crop yield forecasting using 
RALCAC and ConvLSTM. 

A. Dataset Acquisition 

This research considers three different dataset such as 
MODIS dataset, MOD09A1 dataset and RicePAL dataset for 
evaluation. 

1) MODIS dataset 

a) Yield data: The measurements of soybean related to 

country are gathered from USDA NASS Quick Stat tool. For 

performing the model training, the yield information [25] 

between 2003 and 2019 is utilized as labels of ground truth. 

b) MODIS surface reflectance: A surface spectral 

reflectance with seven bands is obtained by MODIS/Terra 

Surface Reflectance (SR) [26] which is acquired at spatial 

resolution of 500m for every eight days. A finest possible SR 

observation exists in each pixel, but this SR observation is 

chosen from all the observations of the 8-day window. 

c) MODIS land cover: The MODIS Land Cover (LC) 

[27] type is combined by the Terra and Aqua which offers the 

yearly LC categories formulated from six recognition schemes. 

The cropland areas masking is done by annual University of 

Maryland (UMD). 

d) MODIS land surface temperature (LST): A time 

surface temperature of average of 8 day per pixel, day and night 

is provided by MODIS of Version 6 LST. A 7 thermal infrared 

bands are employed by LST approach for collecting the 

temperature data. 

2) MOD09A1 dataset: This MOD09A1 dataset [28] has 

seven spectral bands and a 500m spatial resolution is utilized 

for obtaining the required reflectance data. For wheat yield, this 

dataset includes a time series of 32 images obtained among 

October to July while time series of 20 images are obtained 

among May to October. 

3) RicePAL dataset: The RicePAL dataset [18] has 3-year 

multi-temporal S2 imagery acquired from Terai area of Nepal 

along with its ground truth. Moreover, a climate and soil 

information are incorporated in the data for supporting the yield 

forecasting. 

B. Pre-Processing 

The datasets considered in this proposed method comprised 
of SR, MODIS LST and Land Use LC have 7, 2 and 1 band. The 
latter is utilized for masking the cropland zones through each 
county. The tiles are mosaiced into a single image which 
encloses the degree of the CONUS. A clipping is done for 
mosaiced raster through each country and the images for the 
chosen time intervals are combined by generating 3D tensors. 
The MODIS SR and LC has a spatial resolution of 500m which 
is dissimilar from the MODIS LST. Therefore, the 500m images 
are scaled up to 1km resolution by employing linear 
interpolation. Further, the 4D tensors with the measurement of 
𝑇𝑖𝑚𝑒 ×  𝐻𝑒𝑖𝑔ℎ𝑡 ×  𝑊𝑖𝑑𝑡ℎ ×  𝑏𝑎𝑛𝑑  is developed by 
concatenating each product’s band to 3D tensors. The input 
image size is increased by including the rows and columns of 
zero in the zero padding process which is used to make the 
images in similar sizes before giving them to the RALCAC. 

C. Feature Extraction using RALCAC 

The RALCAC used in feature extraction utilizes the 
architecture of encoder and decoder for constructing the model. 
In that, the Residual Attention (RA) module is incorporated in 
encoders for obtaining the higher level semantic data from the 
pre-processed image, multi-scale spatial data is obtained by 
Multi-Scale Dilated Convolution (MSDV) and abstracted 
feature data is amplified by sing decoders that obtains the pixel-
by-pixel semantic segmentation. The spatiotemporal features of 
pre-processed image are extracted by using RA and MSDV. 

The developed RALCAC receives two different inputs such 
as pre-processed image and multi-feature information. The 
multi-feature information includes the features of color, texture 
and shape that made the complete utilization of rich feature 
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information. Here, the color moments are chosen as color 
features and texture features are extracted by Gray Level Co-
occurrence Matrix (GLCM), and the detection of edge according 
to contours are chosen as shape features. The information is 
extracted pixel by pixel while processing the color and texture 
features. 

1) Architecture of encoder and decoder: The encoder and 

decoder extracts comprehensive feature data of the input image. 

The adjusted RsNet-50 is considered as dual encoder baseline 

architecture that has a multi-layer residual mapping block. This 

mapping blocks are additionally separated as two main modules 

such as identity blocks and conv blocks, and each Conv block 

has 3 × 3 Conv layer and two 1 × 1 Conv layers. Further, the 

identity block contains additional 1 × 1  Conv layer when 

compared to the Conv block over the shortcut that is employed 

to modify the channel’s dimension. The architecture of decoder 

has Conv and up-sampling blocks. The feature map’s spatial 

size is increased by up-sampling, while the local feature 

extraction is accomplished by Conv layer in the amplified 

feature map. The RALCAC receives two different inputs and 

the allocation of two symmetrical encoders with different 

weight values improve the feature extraction ability. The given 

input is processed over various conv and identity blocks 

followed by the feature maps being obtained layer by layer. 

Accordingly, the multiple dimensionality reduction causes 

losses in the spatial and spectral data of input. Hence, the 

underlying feature data with in-depth features are combined 

based on the skipping connections among encoder and the 

decoder. This skipping connections are used for an effective 

extraction of crop data in complex situations. 

2) Residual attention unit: The attention methodology 

which replicates the human perception and obtains the features 

is developed. The developed RA uses various weight values for 

highlighting essential data while reducing unwanted data. 

Simultaneously, the RA solves the issues created by correlation 

among various feature channels, decrement in computational 

efficiency and the deficiency of abstraction and extraction for 

essential data in the network. The high and low weights are used 

in RA for highlighting the essential data and eliminating the 

unwanted data which in turn improves the generalization 

capacity and network’s robustness for obtaining beneficial 

information in various situations. 

The integration of RA and deep learning improves the deep 
learning performances. In feature mapping, the network 
frequently creates various residuals in encoder-decoder 
architecture. An amount of network layers deepens are 
maximized by using the residuals. The essential data is 
highlighted by using the various weights in RA which also offers 
a definite level of interpretability for the features of black box. 
Thus, the RA utilizes attention operation for highlighting the 
essential local data and residual links for integrating local 
context data, thereby obtaining the requirement of emphasising 
local contextual information. The developed RA has two 
portions such as, series Conv and shortcut, wherein the RA 
architecture is shown in Fig. 2. The convergence speed and 
generalization capacity are enhanced by using the Batch 

Normalization (BN) layer and ReLU after every Conv layer. In 
series Conv structure, an each Conv layer of Conv kernel is 

{2(𝑖+5), 2(𝑖+5), 2(𝑖+6)}, where RA module is denoted as 𝑖. Due to 

the difference in the amount of input and output channels, the 
architecture of shortcut includes 1 × 1  Conv, developed for 
varying the dimension of channel, while the amount of Conv 

kernels is 2(𝑖+6). 

 

Fig. 2. Architecture of RA. 

3) Process of MSDV: The MSDV unit is incorporated 

among the encoder and decoder in the overall model by using 

various dilation rates of dilated Conv 1 × 1  Conv layer for 

extracting the feature maps from multi-scale. The MSDV with 

5 channels is shown in Fig. 3. A 1 × 1 Conv layer is used in the 

1st channel for obtaining feature data and 3 × 3 Conv layer is 

incorporated in the 2nd channel. The dilated Conv with dilation 

rates of {1, 2, 3} are appended from the 3rd to 5th channel for 

increasing the limit of the receptive field without maximizing 

the model’s complexity. Eq. (1) shows the specific computation 

process of multi-scale dilated Conv. 

𝑥(𝑙0) = ∑ 𝑚𝑖(𝑙0)𝑁
𝑖=1                 (1) 

Where, MSDV of input feature map is denoted as 𝑙0, and 
multi-scale dilated Conv for layer 𝑖 is denoted as 𝑚𝑖(). Further, 
the outcomes of each layer is combined and multi scale feature 
data (𝑥) is achieved from RALCAC. 

 

Fig. 3. Architecture of MSDV with five channels. 
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D. Prediction using ConvLSTM 

In this phase, the ConvLSTM which is the integration of 
Conv filters and LSTM layers is developed for performing the 
crop prediction based on the features from RALCAC. Generally, 
the LSTM network has the capacity for maintaining the cell state 
from the preceding observation’s sequence during the unwanted 
data elimination. The aforementioned principle is ensured by 
preserving the information over three gates such as input, output 
and forget gates. The Conv filters are employed to the input to 
state, and state to state changes of the LSTM. Fig. 4 shows the 
inner architecture of ConvLSTM. The architecture of 
ConvLSTM is described in Eq. (2) to Eq. (6). 

 

Fig. 4. Inner architecture of ConvLSTM. 

𝑖(𝑡) = 𝜎(𝑊𝑥𝑖
∗ 𝑥(𝑡) + 𝑊𝑎𝑖

∗ 𝑎(𝑡−1) + 𝑊𝑐𝑖
° 𝑐(𝑡−1) + 𝑏𝑖) (2) 

𝑓(𝑡) = 𝜎(𝑊𝑥𝑓
∗ 𝑥(𝑡) + 𝑊𝑎𝑓

∗ 𝑎(𝑡−1) + 𝑊𝑐𝑓
° 𝑐(𝑡−1) + 𝑏𝑓) (3) 

𝑐(𝑡) = 𝑓(𝑡)°𝑐(𝑡−1) + 𝑖(𝑡)° tanh(𝑊𝑥𝑐
∗ 𝑥(𝑡) + 𝑊𝑎𝑐

∗ 𝑎(𝑡−1) + 𝑏𝑐) (4) 

𝑜(𝑡) = 𝜎(𝑊𝑥𝑜
∗ 𝑥(𝑡) + 𝑊𝑎𝑜

∗ 𝑎(𝑡−1) + 𝑊𝑐𝑜
° 𝑐(𝑡−1) + 𝑏𝑜) (5) 

𝑎(𝑡) = 𝑜(𝑡)° tanh(𝑐(𝑡))          (6) 

Where, 𝑖(𝑡), 𝑓(𝑡) and 𝑜(𝑡) are the variables returned by input, 
forget and output gate, respectively, cell output is denoted as 

𝑎(𝑡), weight matrices are denoted as 𝑊, elementwise product is 
denoted as (°), Conv operator is denoted as (∗) and sigmoid 
activation function is denoted as 𝜎. 

ConvLSTM is generally used to acquire the intrinsic 
spatiotemporal patterns of given data. For each required output, 
eight filters are needed in the architecture of ConvLSTM. The 
incorporation of Conv filters in LSTM minimizes the model 
parameters, than the single LSTM which is used to achieve 
training even deeper that helps to achieve better prediction. 

IV. RESULTS AND DISCUSSION 

The results and discussion of the proposed method are given 
in this section. The proposed method is analysed by using 
Python 3.6 software. Here, the Tensorflow 1.14 and Keras 
library are used for execution of the crop yield prediction. The 
system is configured with 1 TB memory 128 GB RAM, 
Windows 10 operating system, 22 GB RAM for RTX 2080 Ti 
GPU, and i9 processor. The performance measures analysed in 
this research are RMSE and coefficient of determination (𝑅2) 
which are expressed in Eq. (7) and Eq. (8). 

𝑅𝑀𝑆𝐸 = √
∑ (𝑀𝑖−𝑂𝑖)2𝑁

𝑖=0

𝑁
                            (7) 

𝑅2 = 1 −
∑ (𝑀𝑖−𝑂𝑖)2𝑁

𝑖=1

∑ (𝑀𝑖−�̅�)2𝑁
𝑖=1

                             (8) 

Where, the model forecast and observed yield value are 
respectively denoted as 𝑀𝑖 and 𝑂𝑖 , their respective mean values 

are represented as �̅� and �̅�, and the amount of predicting data 
points is denoted as 𝑁. 

A. Performance Analysis 

The primary objective of this research is evaluated using 
MODIS dataset for soybean forecasting. Further, the proposed 
method is evaluated in three different datasets such as 
MOD09A1 dataset for wheat corn yield prediction and RicePAL 
dataset. The RALCAC is assessed for different features and 
different classifiers. The different features are color, shape and 
texture, while the different classifiers are Random Forest (RF), 
Recurrent Neural Network (RNN) and LSTM. 

1) Evaluation of proposed method for MODIS dataset: The 

MODIS dataset is evaluated for different selection and 

classifiers as shown in the Table I and II, respectively. Further, 

the graphs for different features and classifiers are shown in the 

Fig. 5 and Fig. 6. From the analysis, it is determined that the 

RALCAC provides better performance than the individual 

color, texture and shape features. Therefore, the RALCAC uses 

the multi feature information and pre-processed image for 

extracting the beneficial data from the images, which further 

enhance the prediction. On the other hand, the ConvLSTM 

provides better classification than the RF, RNN and LSTM. The 

observation of intrinsic spatiotemporal patterns in ConvLSTM 

is enhances the prediction. 

TABLE I.  PROPOSED METHOD EVALUATION WITH MODIS DATASET 

FOR DIFFERENT FEATURES 

Features 𝑹𝑴𝑺𝑬 𝑹𝟐 

Color 5.942 0.82 

Texture 4.097 0.91 

Shape 7.005 0.87 

RALCAC 3.257 0.94 

TABLE II.  PROPOSED METHOD EVALUATION WITH MODIS DATASET 

FOR DIFFERENT CLASSIFIERS 

Classifiers 𝑹𝑴𝑺𝑬 𝑹𝟐 

RF 4.982 0.82 

RNN 5.743 0.77 

LSTM 4.226 0.89 

ConvLSTM 3.257 0.94 

 

Fig. 5. Proposed method graph of MODIS dataset for different features. 
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Fig. 6. Proposed method graph of MODIS dataset for different classifiers. 

2) Evaluation of proposed method for MOD09A1 dataset: 

In this section, the time series of 32 images obtained between 

October to July of the next year in MOD09A1 dataset are used 

for wheat yield prediction. Table III and IV show the proposed 

method’s evaluation of MOD09A1 dataset for different features 

and different classifiers. Further, the graph of the proposed 

method with MOD09A1 dataset for different features and 

different classifiers is shown in Fig. 7 and Fig. 8. From the 

analysis, it is found that the RALCAC obtains better 

performance than the individual features. Moreover, the 

ConVLSTM provides better performance than the RF, RNN 

and LSTM. The RALCAC achieves superior prediction 

because it highlights the required semantics and improves the 

generalization capacity. Also, the combination of Conv filters 

and LSTM block in ConvLSTM enhances the prediction. 

TABLE III.  PROPOSED METHOD EVALUATION WITH MOD09A1 DATASET 

FOR DIFFERENT FEATURES 

Features 𝑹𝑴𝑺𝑬 𝑹𝟐 

Color 0.77 0.83 

Texture 0.71 0.88 

Shape 1.23 0.77 

RALCAC 0.63 0.93 

TABLE IV.  PROPOSED METHOD EVALUATION WITH MOD09A1 DATASET 

FOR DIFFERENT CLASSIFIERS 

Classifiers 𝑹𝑴𝑺𝑬 𝑹𝟐 

RF 0.91 0.79 

RNN 0.98 0.73 

LSTM 0.72 0.81 

ConvLSTM 0.63 0.93 

 

Fig. 7. Proposed method graph of MOD09A1 dataset for different features. 

 

Fig. 8. Proposed method graph of MOD09A1 dataset for different 

classifiers. 

3) Evaluation of proposed method for RicePAL dataset: 

The RicePAL dataset is evaluated for different selection and 

classifiers as shown in Tables V and VI, respectively. Further, 

the graph of the proposed method with RicePAL dataset for 

different features and classifiers is shown in Fig. 9 and Fig. 10, 

correspondingly. From the analysis, it is determined that the 

RALCAC provides better performance than the individual 

color, texture and shape features. Moreover, the ConvLSTM 

provides better prediction than the RF, RNN and LSTM. 

TABLE V.  PROPOSED METHOD EVALUATION WITH RICEPAL DATASET 

FOR DIFFERENT FEATURES  

Features 𝑹𝑴𝑺𝑬 𝑹𝟐 

Color 3.986 0.88 

Texture 3.227 0.91 

Shape 5.025 0.84 

RALCAC 2.069 0.94 

TABLE VI.  PROPOSED METHOD EVALUATION WITH RICEPAL DATASET 

FOR DIFFERENT CLASSIFIERS 

Classifiers 𝑹𝑴𝑺𝑬 𝑹𝟐 

RF 3.217 0.84 

RNN 4.561 0.79 

LSTM 2.844 0.92 

ConvLSTM 2.069 0.94 

 

Fig. 9. Proposed method graph of RicePAL dataset for different features. 
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Fig. 10. Proposed method graph of RicePAL dataset for different classifiers. 

B. Comparative Analysis 

This section shows the comparative analysis of the 
RALCAC based crop yield prediction. The existing research 
such as DeepYield [16], SSTNN [17] and 3DCNN [18] are used 
to compare the RALCAC. Here, the comparison is done for 
three different datasets such as MODIS, MOD09A1 and 
RicePAL. Table VII shows the comparative analysis of 
RALCAC while the graph for MODIS dataset is shown in Fig. 
11. From the comparison, it is concluded that the RALCAC 
provides lesser RMSE than the DeepYield [16], SSTNN [17] 
and 3DCNN [18] methods. The integrated spatial context 
information along with the highlighting of local semantics in 
RALCAC improves the feature extraction which helps to 
achieve better prediction. 

TABLE VII.  COMPARATIVE ANALYSIS OF RALCAC 

Datasets Methods RMSE 

MODIS dataset 
DeepYield [16] 4.79 

RALCAC 3.257 

MOD09A1 dataset 
SSTNN [17] 0.67 

RALCAC 0.63 

RicePAL dataset 
3DCNN [18] 89.03 

RALCAC 2.069 

 

Fig. 11. Comparison graph for MODIS dataset. 

V. DISCUSSION 

This section provides the discussion about the crop yield 
prediction performed by the RALCAC and ConvLSTM. The 
different datasets used for evaluation are MODIS dataset, 
MOD09A1 dataset and RicePAL dataset. The RALCAC is 
evaluated with different feature extraction approaches such as 

Color, Texture and Shape while the ConvLSTM is evaluated 
with different classifiers such as RF, RNN and LSTM. The 
evaluation demonstrates that the RALCAC and ConvLSTM has 
better performance than the aforementioned state of art 
approaches. Moreover, this RALCAC outperforms well than the 
DeepYield [16], SSTNN [17] and 3DCNN [18]. The main 
reason of improved prediction is RALCAC based 
comprehensive feature extraction and handling of 
spatiotemporal dynamics using ConvLSTM. The developed 
RALCAC extracts the spatial context features using RA module 
and local semantic information during the extraction. Therefore, 
the RALCAC represents the extensive spatial features and 
relationships, and local features and changes in the crop fields 
which effectively depicts the crop. Additionally, the capacity of 
spatiotemporal handling using ConvLSTM is used for an 
effective prediction with generalization capacity. 

VI. CONCLUSION 

In recent times, the evolution of remote sensing offers huge 
accessibility for performing precise crop yield prediction. In this 
research, RALCAC based comprehensive feature extraction is 
developed along with a ConvLSTM classifier. An effective 
depiction of crop is obtained by extracting the spatial context 
and local semantic features using the RALCAC which denotes 
spatial features and its relationships, and local features and 
changes in the crop fields. Further, the ConvLSTM performs a 
prediction based on the spatial and local semantic features from 
the RALCAC. The capacity of handling the spatiotemporal 
dependencies using ConvLSTM helps to enhance the prediction 
with effective generalization. From the simulation, it is found 
that the RALCAC outperforms the DeepYield, SSTNN and 
3DCNN. The RMSE of RALCAC for MODIS dataset is 3.257, 
which is lesser when compared to the DeepYield. In future, a 
feature selection can be developed for further improving the 
prediction performances. 
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Abstract—The Internet of Things (IoT) has revolutionized 

business operations across industries by integrating physical 

devices into digital networks. This study discusses the extensive 

business literature, particularly the impact of IoT from the 

perspective of users and organizations. This paper provides a 

comprehensive analysis of the effects, challenges, and 

opportunities of IoT in the business domain by integrating various 

perspectives and insights. We analyze trends in IoT adoption and 

explore the conditions promoting its widespread use in different 

industries and regions. The research investigates user 

perspectives, such as acceptance, user experience, and the ethics of 

the IoT. This paper focuses on how IoT will lead to new business 

models and the implications for strategy, operations, and client 

relationships. It critically reviews challenges, such as security 

vulnerabilities, compatibility challenges, and legal frameworks 

that currently restrict effortless integration of IoT in the industry 

from a business standpoint. Finally, we provide recommendations 

for further research. 

Keywords—Internet of Things; business literature; user 

perspectives; organizational impact; adoption trends; data-driven 

strategies 

I. INTRODUCTION 

In the ever-evolving technological landscape, the Internet of 
Things (IoT) has emerged as a revolutionary phenomenon with 
the potential to fundamentally reshape our interactions with the 
environment, gadgets, and fellow individuals [1]. The IoT refers 
to a network of connected devices varying in communication 
capabilities and origins. These devices range from basic sensors 
to various companies' intricate equipment [2]. IoT applications 
span various real-world sectors, including smart homes, 
healthcare, drone deliveries, and intelligent parking systems. 
The cooperative nature of devices is a crucial characteristic of 
IoT ecosystems [3]. These entities collaborate to accomplish a 
shared goal. For example, smart refrigerators and ovens could 
communicate with smartwatches and smartphones to optimize 
meal preparation in a smart home setting. The gadgets used in 
these environments are also diverse. IoT devices vary widely in 
their capabilities and functionalities [4]. 

The reasons for considering IoT in business mainly originate 
from some of the following aspects. First, the continuously 
increasing number of connected devices creates never-seen risks 
and opportunities for creating and analyzing data. Businesses 
can use the data to understand consumers, manage their 
operations, and make proper decisions. The rise in connectivity 
also builds a more connected environment where companies can 
be more adaptable and engaged by integrating real-time 
information into their strategies. 

Second, the internal requirement to increase the Company’s 
operational efficiency is one of the main reasons. Innovative 
technologies can be used to manage business processes to 
minimize physical interference with the processes. For instance, 
IoT for predictive maintenance in industries can help avoid huge 
losses through breakdowns in manufacturing industries, and 
intelligent inventory management in retail sectors can assist in 
preventing shortages of stocks and overstocking, among others. 

Third, customers’ expectation for their needs to be met in an 
exceptional and timely manner is increasing. IoT enables 
customers to interact based on their preferences and context, 
considering the value of high customer satisfaction and loyalty. 
For instance, smart retail can send targeted offers to customers 
based on browsing history, and smart health wearables can send 
personalized regimens. 

Globalization has led to the rise of complex economic 
networks or business ecosystems. These ecosystems consist of a 
network of organizations and individuals, each playing a distinct 
role within the system [5]. As the primary participants, core 
firms sometimes work alongside consumers, market facilitators, 
suppliers, venture investors, and competitors [6]. Rapid 
technological advancements and the widespread use of IoT 
applications and services demand a thorough assessment of the 
current literature. A comprehensive understanding of IoT's 
impact on user experience and organizational outcomes is 
critical as organizations grapple with the intricacies of 
integrating IoT solutions [7, 8]. This study provides a thorough 
analysis of IoT dynamics within the business domain. A holistic 
analysis of IoT adoption impacts, challenges, and opportunities 
is presented in this paper by meticulously synthesizing insights 
drawn from a wide range of academic literature. This research 
endeavors to address the following Research Questions (RQs). 

RQ1: What are the current trends and patterns in IoT usage 
across different industries and regions? This question explores 
how various sectors and geographical areas incorporate IoT 
technology, emphasizing industry-specific and regional 
variations in usage and deployment plans. 

RQ2: How do user-centric aspects, such as consumer 
acceptance, experiences, and ethical concerns, influence IoT 
adoption and utilization in the business sector? This question 
addresses the human dimensions of IoT adoption, focusing on 
how consumer behavior, satisfaction, and ethical concerns drive 
the integration of IoT solutions on the market. 

RQ3: How do IoT-driven business models and approaches 
impact organizational operations, customer relationships, and 
overall performance? This question discusses the organizational 
aspect, analyzing how IoT-enabled innovations transform 
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business processes, boost customer engagement, and improve 
profitability and competitiveness. 

RQ4: What are the main challenges in incorporating IoT into 
business scenarios, and what future research directions can 
overcome them? This question examines IoT adoption and 
integration issues, highlighting critical obstacles and suggesting 
research areas to develop solutions and best practices for these 
challenges. 

The present paper follows the following format. A 
description of the IoT is given in Section II, along with its 
essential characteristics. Adoption trends, user-centered 
perspectives, and organizational aspects of IoT in business are 
discussed in Section III. Research challenges and future 
directions are outlined in Section IV. Section V concludes the 
paper. 

II. IOT DEFINITIONS AND CHARACTERISTICS 

The IoT has fundamentally reshaped the networking 
landscape through the sheer diversity of its intelligent 
applications. These applications encompass healthcare, energy 
grids, financial services, and other intelligent services [9]. The 
underlying architecture of an IoT system can be conceptualized 
as a four-layered framework, as depicted in Fig. 1. The 
foundational layer, the sensing layer, comprises sensors and 
actuators responsible for capturing data or control signals from 
the physical environment. The collected information is then 
transformed into electrical signals and transmitted via a wireless 
communication channel managed by the network layer. The 
subsequent layer, the middleware or processing layer, is a 
critical bridge between the preceding two layers. The application 
layer delivers end-to-end functionalities that cater to smart 
devices, transportation systems, healthcare solutions, and 
intelligent factories [10]. However, each layer within this 
architecture presents distinct security vulnerabilities alongside 
concerns regarding unauthorized access points (gateways) and 
privacy violations. Researchers have actively addressed these 
security challenges by exploring various approaches. Proposed 
solutions can be categorized as blockchain-based solutions, fog 
computing, edge computing, and machine learning-based 
methodologies. 

A plethora of architectural propositions and functional 
descriptions for IoT networks have been documented within the 
research community. A widely recognized high-level 
architectural model, accompanied by a corresponding functional 
breakdown, is attributed to the European Telecommunications 
Standards Institute (ETSI). This classical architecture, 
illustrated in Fig. 2, can be dissected into several key domains: 

1) Machine-to-machine (M2M) local network: This 

stratum encompasses the direct device-to-device 

communication channels or short-range connections within the 

local network [11]. 

2) Access network (network edge): This layer serves as the 

entry point for data transmission, facilitating communication 

between the local network and the broader internet [12]. 

3) Core network (backbone): The backbone forms the 

high-speed infrastructure for routing and transporting data 

across the more comprehensive network [13]. 

4) Cloud data center: This domain houses the centralized 

repository for processing, storing, and managing the vast 

quantities of data generated by IoT devices [14]. 

5) Application domain: This layer represents the end-user 

applications and services that leverage the data collected and 

processed within the IoT network [15]. 

The M2M local network is the bedrock for autonomous 
communication within the IoT architecture. This stratum 
comprises M2M devices equipped with self-governing sensing 
or actuation capabilities. These devices generate and transmit 
machine-specific data to other M2M devices or directly to end-
user applications. The configuration of this sub-network within 
the broader IoT network can be categorized into two primary 
approaches: 

1) Direct connection to gateway/base station: In this 

configuration, M2M devices establish a direct connection with 

a gateway (GW) or base station (BS) without needing an 

intermediary gateway. Cellular M2M networks exemplify this 

approach, where devices communicate directly with cellular 

network base stations. 

2) Capillary network with gateway coordination: M2M 

devices can be interconnected in a star or mesh topology, 

forming a capillary network. This network is coordinated by a 

gateway device that functions as a proxy for a remote base 

station. Wireless Sensor Networks (WSNs) frequently leverage 

this configuration for integration within IoT networks. 

The access network constitutes a critical bridge between the 
local M2M network and the more comprehensive external 
network. This bridge is primarily formed by gateway and base 
station devices, collectively called access network devices. In 
scenarios where GW and BS coexist, the GW device assumes 
the role of a proxy for the BS. It manages access for the capillary 
network and translates communication protocols to ensure 
compatibility with the BS. 

In contrast to the access network, the core network domain 
embodies the established internet infrastructure. This 
infrastructure leverages the Internet Protocol (IP) to route data 
packets across diverse networks. The core network facilitates 
seamless connectivity between M2M local networks, enabling 
them to communicate with one another. Additionally, it extends 
this connectivity beyond the boundaries of the M2M domain, 
allowing M2M local networks to connect to other networks, 
such as cloud data centers. For this reason, the core network is 
also aptly referred to as the backbone of the IoT architecture. 

The cloud data center is a critical infrastructure component 
within the IoT architecture. This distributed infrastructure 
comprises a network of hardware resources provisioned 
remotely. These resources encompass computing power, storage 
capabilities, and robust networking functionalities. The cloud 
data center operates in close collaboration with the application 
domain. 
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Fig. 1. Layered framework of an IoT system. 

 

Fig. 2. Architectural model of IoT networks based on the European Telecommunications Standards Institute.
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The application domain acts as the interface between 
humans and the M2M local network. It facilitates user 
interaction through specialized services designed to interpret 
and utilize the data collected by the network. An Application 
Programming Interface (API) typically bridges the cloud data 
center and these application services, enabling seamless data 
exchange and manipulation. 

III. UNDERSTANDING IOT IN BUSINESS 

A. IoT Adoption Trends 

The use of IoT in many sectors has been rapidly increasing, 
fueled by the potential for improved operational effectiveness, 
reduced expenses, and the emergence of new opportunities for 
businesses. This section examines the present trends and 
patterns in adopting IoT, emphasizing variances specific to 
different industries and regions and the main factors influencing 
the acceptance of IoT technology. 

As detailed in Table I, various industries have adopted the 
IoT at different rates, driven by individual requirements and 
obstacles within each sector. For example, the manufacturing 
industry has experienced substantial acceptance of IoT by 
installing smart factories and Industry 4.0 programs. IoT devices 
in smart factories facilitate predictive maintenance, real-time 
monitoring, and automation, decreasing inactivity and 
enhancing production. The healthcare industry swiftly embraces 
IoT technology, including wearable gadgets and remote 
monitoring systems, to improve patient care and operational 
efficiency. Wearable health gadgets gather up-to-the-minute 
information on essential bodily functions, which medical 
professionals may observe from a distance, enhancing patient 
results and decreasing trips to the hospital. 

IoT is revolutionizing customer experiences in the retail 
industry by using intelligent shelves, customized marketing 
strategies, and streamlined inventory management. Smart 
shelves employ sensors to monitor inventory levels in real-time, 
promptly notifying workers when replenishment is required. 
Personalized marketing leverages IoT data to customize 
promotions based on specific customer preferences. The 
transportation and logistics sector utilizes the IoT to enhance 
fleet management, optimize routes, and track shipments in real-
time. IoT-enabled fleet management solutions oversee vehicle 
performance and driver conduct, optimizing routes and 
minimizing fuel usage. In addition, the energy sector is 
employing IoT technology to manage smart grids and optimize 
energy usage.  

Various factors influence the adoption of IoT technology 
across different businesses. Modern connectivity infrastructure, 
like 5G networks, enables flawless IoT operations by delivering 
the appropriate capacity and low latency. Economic factors 
significantly influence adoption decisions, such as the expenses 
associated with IoT devices and the potential for a profitable 
return on investment. Businesses must evaluate the upfront 
expenses of IoT adoption compared to the long-term advantages 
and cost reductions. 

Moreover, IoT development can be accelerated or slowed by 
legal measures and government initiatives and programs. IoT 
solutions are influenced by data protection rules and 
cybersecurity regulations that govern organizations' observance 
and deployment of the solutions. For example, the General Data 
Protection Regulation (GDPR) in Europe sets the requirements 
for data handling and user consent, which can create issues 
related to IoT data collection and processing. Likewise, the 
CCPA laws require transparency and data control for 
individuals, putting forward more difficulties for corporate 
compliance. 

Apart from privacy issues, cybersecurity laws like the 
Cybersecurity Information Sharing Act (CISA), in the case of 
the USA, make it compulsory for organizations to put in place 
solid measures for security to prevent IoT devices from breaches 
and cyber-attacks. Failure to actualize these regulations attracts 
severe penalties and organizational reputational loss. 
Governments with clear and affirmative policies for IoT may 
shorten this technology's adaptation rate since they provide clues 
and incentives. For instance, South Korea and Singapore have 
deployed elaborate IoT structures outlining rules and policies to 
encourage IoT implementation with bonuses such as tax credits 
and Sponsored R&D funding. These preventive measures 
promote legislation compliance and contribute to the 
inventiveness and effectiveness of competitive businesses in the 
international environment. 

Organizational agility and level of digital advancement are 
other vital considerations. Companies that possess a robust 
digital infrastructure and foster a culture of innovation are more 
inclined to incorporate IoT technologies into their business 
processes effectively. This encompasses the essential IT 
infrastructure, proficient personnel, and a strategic strategy for 
effectively utilizing IoT. Moreover, forming alliances and 
partnerships with technology providers, startups, and research 
institutes can expedite the adoption of IoT by granting access to 
specialized knowledge and valuable resources. Collaborative 
ecosystems can stimulate creativity and enable the exchange of 
optimal methods and solutions. 

To illustrate these trends, consider the example of a major 
automotive manufacturer that adopted IoT to streamline its 
production processes. By deploying IoT sensors on the assembly 
line, the organization can continuously monitor equipment 
performance in real-time, accurately forecast maintenance 
requirements, and minimize periods of inactivity, resulting in 
substantial cost reductions and enhancements in productivity. 
Another instance involves a retail conglomerate that employed 
IoT-powered inventory management systems to enhance stock 
levels and minimize wastage, enhancing customer contentment 
and increasing sales. 

A hospital network in the healthcare industry has integrated 
IoT-enabled patient monitoring systems to enable continuous 
monitoring of patient's vital signs and early detection of 
potential health problems. This enhances patient outcomes and 
alleviates the workload on healthcare personnel. 
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TABLE I. INDUSTRY-SPECIFIC ADOPTION AND FACTORS INFLUENCING IOT INTEGRATION 

Industry IoT applications and benefits Key influencing factors Example use case References 

Manufacturing 
Smart factories, predictive 
maintenance, real-time monitoring 

Connectivity infrastructure (e.g., 
5G), cost-benefit analysis 

Automotive manufacturers using 

IoT sensors for real-time 

equipment monitoring 

[16-21] 

Healthcare 
Wearable devices, remote 

monitoring systems 

Data protection regulations, 
cybersecurity, digital 

infrastructure 

Hospital network using IoT for 

continuous patient monitoring 
[22-27] 

Retail 
Smart shelves, personalized 

marketing, inventory management 

Economic factors, organizational 

agility, partnerships 

Retail conglomerate using IoT for 

inventory management 
[28-34] 

Transportation and 

logistics 

Fleet management, route 

optimization, shipment tracking 

Legal frameworks, government 
policies, collaboration with tech 

providers 

Logistics company using IoT for 

real-time fleet management 
[35-39] 

Energy 
Smart grids, energy usage 

optimization 

Regulatory support, innovation 

culture, infrastructure readiness 

Utility company using IoT for 

smart grid management 
[40-44] 

Agriculture 
Precision farming, real-time 

monitoring of soil and crops 

Resource efficiency, connectivity 

infrastructure, economic viability 

Farm using IoT sensors for 

precision agriculture 
[45-48] 

B. User-Centric Perspectives 

When examining individuals in the context of the IoT, the 
main areas of interest are typically customers' preferences 
towards product design, users' acceptance, and intention to 
purchase novel technologies, and considerations of safety and 
privacy issues, as outlined in Table II. Understanding these 
elements is essential for comprehending how consumers 
perceive and adopt IoT items. 

1) Customers' preferences in product design: Consumers 

increasingly seek IoT devices that provide intuitive and 

seamless user experiences in product design. Preferences 

typically center around user-friendliness, visual attractiveness, 

and practical functionality. Smart home products like 

thermostats, lighting systems, and security cameras are built 

with user-friendly interfaces and integration capabilities to 

operate seamlessly within a network of interconnected devices. 

Consumers choose items that exhibit both innovation and 

reliability while being user-friendly and straightforward to 

install and operate. Furthermore, the availability of 

customization tools that enable users to customize device 

settings according to their individual preferences is greatly 

appreciated. Manufacturers prioritize developing IoT products 

that possess visually appealing designs and robust functionality 

to satisfy users' varied requirements and expectations. 

2) Users' acceptance and intention to purchase novel 

technologies: Gaining insight into users' acceptance and 

intention to buy innovative IoT solutions is crucial for 

achieving market success. The Technology Acceptance Model 

(TAM) and its modifications frequently serve as a framework 

for research in this field, emphasizing perceived usefulness, 

perceived ease of use, and social influence as crucial elements 

influencing acceptance. Consumers are more inclined to 

embrace IoT devices if they consider them advantageous in 

improving their daily lives and if the technology is user-friendly 

and can be seamlessly integrated into their current systems. 

Social factors, including peer influence and societal trends, 

influence consumers' intentions to adopt new technologies. 

Effective marketing methods that convey IoT devices' practical 

advantages and user-friendliness, along with favorable 

testimonials and endorsements, can significantly enhance 

consumer acceptability and influence purchasing choices. 

3) Considerations of safety and privacy issues: The 

adoption of IoT devices is heavily influenced by the utmost 

importance placed on safety and privacy concerns. Due to the 

collection and transmission of substantial quantities of personal 

data by IoT devices, customers are becoming more concerned 

about data breaches, illegal access, and the improper use of their 

information. Privacy concerns encompass apprehensions over 

data collection, storage, and sharing methods, whereas safety 

concerns mostly revolve around the possibility of devices being 

hacked and exploited for malicious purposes. Research has 

demonstrated that these concerns can greatly impede the 

acceptance and use of IoT technologies. To tackle these 

problems, manufacturers and service providers must prioritize 

strong security measures like encryption, secure data storage, 

and frequent software updates. Transparency in data 

management and explicit privacy regulations can also foster 

consumer confidence.  

4) Balancing innovation with user concerns: Striking a 

balance between incorporating cutting-edge capabilities and 

addressing consumer apprehension over safety and privacy is 

tricky. Consumers are enthusiastic about the potential of IoT to 

streamline and improve their lives, but they expect guarantees 

that their data and privacy will be safeguarded. To alleviate 

these worries, engaging in effective communication regarding 

the security measures implemented and empowering users with 

control over their data is crucial. Furthermore, integrating user 

feedback into IoT devices' design and development process 

may guarantee that the products fulfill consumer expectations 

and effectively tackle their concerns. 
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TABLE II. USER-CENTRIC AND ORGANIZATIONAL PERSPECTIVES ON IOT 

Perspective Focus area Key points Examples/Applications 

User-centric 
Customers' 
preferences in 

product design 

 User-friendly 

 Seamless integration within networks 

 Customization options 

Smart home products like thermostats, lighting 
systems, and security cameras with user-

friendly interfaces 

 

User's acceptance 

and intention to 
purchase novel 

technologies 

 Importance of perceived usefulness and ease of use 

 Social influence on acceptance 

 Effective marketing strategies 

Use of the Technology Acceptance Model 

(TAM), marketing emphasizing practical 

benefits and user-friendliness 

 

Considerations of 

safety and privacy 
issues 

 Concerns over data breaches and misuse 

 Importance of strong security measures 

 Transparency and adherence to standards 

Encryption, secure data storage, frequent 

software updates, and clear privacy policies 

Organizational 
Smart 
manufacturing and 

industry 4.0 

 Real-time monitoring and regulation of machinery 

 Predictive maintenance 

 Enhanced operational efficiency 

IoT sensors in smart factories, predictive 

maintenance systems in manufacturing 

 Smart retail 

 Intelligent shelves and RFID tags 

 Personalized customer experiences 

 Inventory management 

Smart shelves with weight sensors, RFID for 

item tracking, IoT devices for personalized 
promotions 

 
Healthcare and 

remote monitoring 

 Wearable health monitors 

 Remote patient monitoring 

 Smart medical equipment 

Wearable health monitors, remote monitoring 

systems, IoT-connected insulin pumps, and 

pacemakers 

 
Smart cities and 

infrastructure 

 Traffic management systems 

 Waste management systems 

 Smart grids 

IoT sensors for traffic control, smart bins for 

waste management, IoT-enabled smart grids 

 
Agriculture and 

precision farming 

 Soil condition monitoring 

 Weather pattern analysis 

 Crop health monitoring 

IoT sensors for soil moisture and nutrient 

levels, IoT-enabled drones for field surveys 

C. Organizational Perspectives 

IoT technology's swift advancement has resulted in many 
inventive applications across many business sectors. These 
nascent applications and functions can profoundly influence 
corporate operations, strategies, and market positioning. This 
section overviews important IoT applications and their 
prospective effects on enterprises. 

1) Smart manufacturing and industry 4.0: IoT plays a vital 

role in the manufacturing industry, particularly in the context of 

Industry 4.0. This involves the seamless integration of IoT 

devices with sophisticated data analytics and automation 

systems. Smart factories utilize IoT sensors and actuators to 

continuously monitor and regulate machinery in real-time, 

resulting in improved operating efficiency, the ability to foresee 

maintenance needs, and reduced periods of inactivity. IoT-

enabled predictive maintenance can anticipate equipment 

malfunctions in advance, enabling prompt interventions and 

reducing disruptions in production. Not only does this enhance 

efficiency, but it also prolongs the lifespan of machines, 

resulting in substantial cost savings. 

2) Smart retail: The IoT revolutionizes the retail sector by 

implementing technologies like smart shelves, RFID tags, and 

customized customer experiences. Intelligent shelves fitted 

with weight sensors can monitor inventory levels and initiate 

restocking procedures automatically, guaranteeing the constant 

availability of products. RFID tags provide instantaneous 

tracking of items, minimizing losses and enhancing visibility 

inside the supply chain. Furthermore, IoT devices can collect 

client data to provide customized shopping experiences, 

including personalized promotions and recommendations 

tailored to individual interests and buying behaviors. 

3) Healthcare and remote monitoring: The use of IoT 

applications, such as wearable devices, remote monitoring 

systems, and smart medical equipment, is significantly 

transforming patient care in the healthcare industry. Wearable 

health monitors gather information about vital signs and 

physical activity, which can be examined to offer tailored health 

suggestions. Remote monitoring systems provide uninterrupted 

surveillance of patients' health status, enabling timely 

identification of potential complications and minimizing the 

necessity for hospital visits. Advanced medical devices, such as 

internet-connected insulin pumps and pacemakers, can be 

remotely monitored and changed, enhancing patient outcomes 

and convenience. 

4) Smart cities and infrastructure: The implementation of 

IoT applications is essential for developing smart cities, as 

interconnected devices optimize urban living by facilitating 

efficient resource management and enhancing service quality. 

Intelligent traffic management systems utilize IoT sensors to 

observe and regulate the movement of vehicles, thereby 

minimizing traffic congestion and pollutants. IoT trash 

management systems use real-time data from smart bins to 

improve collection routes, resulting in enhanced efficiency and 

cost reduction. Smart grids utilize IoT devices to effectively 

control electricity distribution, seamlessly incorporating 

renewable energy sources and guaranteeing a dependable 

power supply. 

5) Agriculture and precision farming: IoT technology 

facilitates precision farming by offering up-to-the-minute 

information on soil conditions, weather patterns, and crop well-
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being. IoT sensors in agricultural fields can continuously 

monitor and measure soil moisture levels, temperature, and 

nutrient content. This data empowers farmers to enhance their 

irrigation and fertilization methods, resulting in optimized 

agricultural practices. IoT-enabled drones can conduct 

extensive surveys of vast farm lands, detecting problems like 

pest invasions or nutrient insufficiencies. These technologies 

improve the productivity of crops, decrease the use of 

resources, and encourage the use of sustainable agricultural 

methods. 

The implementation of IoT technology provides enterprises 
with additional benefits through the improvement of operational 
efficiency, the reduction of expenses, and the facilitation of new 
business models. The instantaneous data produced by IoT 
devices enables more knowledgeable decision-making, resulting 
in enhanced operational performance. For instance, 
implementing predictive maintenance in the manufacturing 
industry can greatly decrease the amount of time machines are 
not operational and lower the expenses associated with 
maintenance. Similarly, using smart retail solutions can improve 
the management of inventories and increase consumer 
happiness. 

Integrating IoT necessitates businesses to modify their 
conventional methods and adopt digital transformation. The IoT 
facilitates the implementation of novel business models, 
including subscription-based services and pay-per-use systems. 
Companies must make deliberate investments in IoT 
technologies and infrastructure to maintain competitiveness, 
frequently necessitating collaboration with technology 
providers and other stakeholders. It is essential to create a well-
defined IoT strategy that aligns with the overall business 
objectives to fully leverage the advantages of implementing IoT 
technology. 

IV. CHALLENGES AND FUTURE RESEARCH DIRECTIONS 

The integration of IoT into business environments presents 
several significant challenges despite its transformative 
potential. This section explores these challenges and proposes 
future research directions to address them, ensuring IoT 
technology implementation success and security. 

A. Key Challenges 

1) Security vulnerabilities: Ensuring the security of devices 

and data is a significant challenge in deploying IoT. IoT 

systems typically comprise multiple interconnected devices, 

each of which might be exploited as a cyberattack vulnerability. 

These security weaknesses can potentially result in data 

breaches, illegal access, and substantial interruptions to 

business operations. The diversity of IoT devices, from basic 

sensors to intricate machinery, contributes to the intricacy of 

safeguarding these networks. Furthermore, a significant 

number of IoT devices possess constrained processing 

capabilities, hence posing challenges in the implementation of 

resilient security mechanisms. 

2) Interoperability issues: The lack of interoperability 

continues to be a significant obstacle in the mainstream 

acceptance and implementation of the IoT. IoT ecosystems 

frequently comprise devices and systems from various 

manufacturers, each employing distinct communication 

protocols and standards. The absence of standards might result 

in compatibility concerns, hindering the smooth integration and 

effective functioning of IoT systems. Maximizing the benefits 

of IoT technologies requires excellent communication and 

collaboration across IoT devices. 

3) Data privacy concerns: The huge volume of data created 

by IoT devices gives rise to substantial privacy concerns. 

Consumers and companies are becoming increasingly 

concerned about data collection, storage, and utilization 

methods. The possibility of misusing personal and sensitive 

information can erode faith in IoT devices. Furthermore, the 

General Data Protection Regulation (GDPR) and other 

regulatory frameworks set strict restrictions on data handling 

procedures, which increases the difficulty of guaranteeing 

compliance. 

4) Regulatory and compliance challenges: IoT adoption is 

further complicated by navigating the regulatory landscape. 

Data security, privacy, and the implementation of IoT 

technology are subject to different rules depending on the 

location and industry. Organizations, especially those with a 

global presence, may struggle to stay updated with these 

standards and ensure they follow them correctly. Changes in 

regulations and the implementation of new policies can 

potentially affect the implementation and administration of IoT 

systems. 

B. Future Research Directions 

1) Enhanced security measures: Subsequent investigations 

should prioritize the development of sophisticated security 

measures specifically designed for IoT settings. This 

encompasses encryption algorithms for devices with limited 

resources, authentication processes that are strong and reliable, 

and communication protocols that ensure a high level of 

security. Furthermore, it is vital to do a study that delves into 

using artificial intelligence and machine learning to promptly 

identify and reduce security risks. It is essential to provide 

standardized security standards that can be uniformly 

implemented across various IoT devices and platforms. 

2) Standardization and interoperability: To resolve 

interoperability problems, future research should focus on 

developing standardized protocols and frameworks that enable 

the smooth integration of various IoT devices. It will be 

essential for industry stakeholders, standards groups, and 

regulatory agencies to work together to create and advocate for 

these standards. Research can also investigate middleware 

systems that connect several communication protocols, 

guaranteeing compatibility and optimizing data exchange. 

3) Privacy-preserving technologies: Investigating privacy-

preserving technologies, such as differential privacy, 

homomorphic encryption, and federated learning, can 

effectively tackle challenges related to data privacy. These 

technologies provide the examination and utilization of IoT 

data while ensuring the protection of individual privacy. In 
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addition, creating transparent data governance structures and 

privacy measures that prioritize users' needs would enable them 

to manage their data preferences successfully. 

4) Regulatory frameworks and compliance Tools: Future 

research should prioritize the development of flexible 

regulatory frameworks that can effectively adapt to the fast-

paced advancements in IoT technologies. This involves 

creating adaptable compliance solutions that assist firms in 

navigating diverse requirements and guaranteeing compliance 

with data protection rules. It will be crucial to interact with 

lawmakers to establish policies that are fair and safeguard 

consumers while promoting innovation. 

5) Scalable and resilient IoT architectures: Research 

should investigate scalable IoT designs capable of managing 

the increasing number of interconnected devices and the vast 

volumes of data they produce. This encompasses progress in 

edge computing and fog computing, which allocate data 

processing near the origin, decreasing latency and enhancing 

efficiency. Furthermore, researching resilient IoT architectures 

that can endure failures and adjust to evolving circumstances 

would improve the dependability and strength of IoT systems. 

6) Human-centered design and usability: To enhance the 

acceptance and efficiency of IoT technologies, it is crucial for 

research to prioritize human-centered design concepts. This 

entails developing IoT devices and interfaces that are intuitive, 

user-friendly, and easily accessible to various users. Gaining 

insight into the user experience and integrating user feedback 

into the design process might result in IoT solutions that are 

more broadly accepted and embraced. 

V. CONCLUSION 

The IoT has transformed how organizations function, 
innovate, and interact with customers. The IoT allows 
enterprises to gather extensive data, streamline operations, and 
provide tailored experiences by connecting various devices. 
This article has conducted thorough research on the IoT in the 
business sector, investigating its influence from both user-
focused and organizational standpoints. The study has provided 
insights into various aspects of IoT integration, including 
adoption patterns, user experiences, and organizational 
initiatives. The study has examined the extent to which 
industries adopt IoT technology, the factors that affect this 
adoption, and the obstacles businesses encounter in fully 
harnessing the promise of IoT. 

In addition, the paper has examined developing IoT 
applications and functionalities, providing valuable perspectives 
on their prospective influence on businesses in different 
industries. Significant obstacles to the adoption of IoT include 
security flaws, interoperability issues, and data privacy 
concerns. Nevertheless, enterprises can unleash the complete 
potential of IoT and maintain the trust and confidence of 
customers by tackling these difficulties through improved 
security measures, standardization efforts, and privacy-
preserving technology. Future research should prioritize the 
development of novel solutions to tackle these difficulties while 
also investigating fresh opportunities for value generation and 
business model innovation. Through promoting cooperation 

among industrial stakeholders, researchers, and policymakers, 
we can propel the development of the IoT ecosystem and 
provide a path for a future where interconnected gadgets 
optimize productivity, stimulate creativity, and increase the 
well-being of individuals and communities. 
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Abstract—The severe problem of cyberbullying towards 

minors is addressed, which has been shown to have significant 

impacts on the mental and emotional health of children and 

adolescents. Subsequently, the effectiveness of existing artificial 

intelligence models and neural networks in detecting 

cyberbullying on social media is analyzed. In response, a web 

platform is developed whose contribution is to identify offensive 

content, adapt to various slangs and idioms, and offer an intuitive 

interface with high usability in terms of user experience (UX) and 

user interface (UI) design. The application was validated with 

cyberbullying experts (teachers, principals, and psychologists), 

and the UI/UX design was also validated with users (parents). 

Limitations and future challenges are discussed, including varying 

cyberbullying regulations, the need for constant updates, and 

adapting to multiple languages and cultural contexts. This 

highlights the importance of ongoing research to enhance parental 

control tools in digital environments. 

Keywords—Cyberbullying; artificial intelligence (AI); neural 

networks; parental control; social media; offensive content 

detection; User Experience (UX); User Interface (UI); mental health 

I. INTRODUCTION 

Cyberbullying towards children and adolescents is a social 
problem, where the perpetrators are often other young people 
who know the victim. In a qualitative study, adolescents 
indicated that public harassment on social media was more 
harmful than private internet attacks. In turn, attacks from 
bullies who knew their victims generated a greater negative 
impact [1]. 

Likewise, the most relevant cause is the one pointed out by 
[2]; they demonstrated in their study that 96.6% of children 
indicated that they received their first cell phone at nine and a 
half years old. These figures show that children are not being 
properly supervised and are misusing the technology offered to 
them. 

Moreover, online harassment negatively affects the 
psychological well-being of adolescents, as proven in a study 
conducted in India [3]. They found that being a victim of 
cyberbullying is associated with an increased risk of depression 
and suicidal thoughts in adolescents and young adults. 
Additionally, 29.63% of participants reported having 
experienced cyberbullying. Furthermore, being a victim of 
cyberbullying was associated with a higher risk of depression 
(with a prevalence rate of 15.56%) and suicidal thoughts (with 
a prevalence rate of 22.02%) compared to those who were not 
victims of cyberbullying. 

Additionally, analyzing a specific case in the Peruvian 
context, the study by [4] conducted in schools in Iquitos found 

that only 36.7% of students were not involved in bullying or 
cyberbullying. Regarding cyberbullying alone, 13.6% were 
cyber victims, 6.1% were cyberbullies, and 16.7% were both 
cyber victims and cyberbullies. 

On the other hand, to address cyberbullying through 
technological platforms, various models were found that use 
artificial intelligence for the detection of offensive texts. The 
research in [5] points out in their review article that Machine 
Learning is the most widely used branch of artificial 
intelligence (AI) when creating technological tools to combat 
bullying and cyberbullying. Apps are mostly created to detect 
inappropriate language based on patterns and systems that 
identify social media profiles. 

However, the following limitations have been identified in 
current Artificial Intelligence solutions: dataset dependency, 
difficulty in detecting subtle offenses, language and data 
limitation, and limitation in adapting to different platforms and 
media types. For instance, in the AI model proposed by the 
authors [6], it has been observed that it encounters difficulties 
in classifying ambiguous tweets or those with mixed contexts, 
especially when they contain offensive or emotive words. 
Therefore, it can be said that it has a deficiency in detecting 
subtle offenses and a limitation in platforms since it can only 
cover one social network. Additionally, the relevance of context 
and implicit information in tweets for hate speech detection is 
highlighted. On the other hand, the method proposed by study 
[7] and study [8] presents a significant limitation related to 
language, as it is trained and evaluated with English datasets, 
which restricts its ability to generalize to other languages and 
domains. Furthermore, by being based on a model pre-trained 
solely in English, there is a risk of introducing linguistic and 
cultural biases in applications for other languages. 

The main approach in this research consists of a parental 
control platform that detects cyberbullying on users' social 
media and alerts parents about it. To achieve this, the 
architecture integrates different APIs to collect, process, and 
analyze data from minors' social media profiles. The APIs 
utilized include: Apify, to obtain information from social media 
profiles; a fine-tuned model based on GPT-3.5, to detect hate 
speech or offensive language in texts; and Google Cloud 
Vision, for the detection of offensive or inappropriate images. 

Likewise, the main contribution is an innovative parental 
control web application that employs AI to analyze content and 
detect risks on children's and adolescents' social media profiles. 
It was carefully designed with a focus on user experience and 
an intuitive interface, combining the power of AI with excellent 
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usability for parents. This solution will be validated with expert 
opinions and user surveys. 

This article is divided into the following sections: First, 
Section II reviews related works on the design of platforms and 
solutions for detecting cyberbullying. Section III describes the 
main contribution in more detail. Additionally, Section IV 
explains the main functionalities offered by this platform for 
cyberbullying towards minors, and to verify its effectiveness, it 
was tested through two types of validations in Section V. 
Following this, Section VI presents the Results of the 
experiments. Finally, Section VII shows the pending points for 
improvement or for future research, and Section VIII covers the 
general conclusions. 

II. RELATED WORK 

Through technological platforms, various models using 
artificial intelligence for the detection of offensive texts have 
been found. [5] points out in their review article that Machine 
Learning is a discipline of artificial intelligence most widely 
used when creating technological tools to combat bullying and 
cyberbullying. Applications are mostly created that detect 
inappropriate language based on patterns and systems that 
identify social media profiles. 

This section explores several artificial intelligence models, 
developed in recent years, designed for the detection and 
prevention of cyberbullying on social media. The contributions 
and limitations of these models will be evaluated, providing a 
critical view of how these models address the challenge of 
online cyberbullying. 

On one hand, the study [9] uses a Twitter API to identify 
"critical points" of cyberbullying by analyzing the language 
loaded in tweets. It proposes a prediction model to identify 
possible incidents of cyberbullying on Twitter. Its contribution 
lies in the discovery that certain loaded language, especially 
related to "biology", "sexual" and "swear", can be a potential 
indicator of cyberbullying, thus providing a valuable tool for 
mediation agencies such as school counselors and law 
enforcement. However, the main weakness of the study is its 
exclusive reliance on Twitter text analysis, which may limit its 
applicability to other cyberbullying contexts where the 
language or platform differs, and the lack of consideration of 
other contextual factors that could influence the accurate 
identification of cyberbullies. 

On the other hand, [10] presents an automated classification 
model to identify cyberbullying texts on Twitter using artificial 
intelligence and a deep decision tree classifier. Specifically, 
they used an innovative deep decision tree classifier that 
incorporates hidden layers of a neural network as tree nodes. 
Thus, they achieved that the model's capability can handle large 
datasets without compromising accuracy, achieving 93.58% 
accuracy and outperforming conventional methods in all 
metrics evaluated, making it potentially valuable for authorities 
in the fight against cyberbullying. However, the study does not 
address how the model handles specific challenges of Twitter, 
such as the use of special characters, URL shorteners, and 
informal language, which raises doubts about its robustness in 
real-world scenarios of this platform. 

Furthermore, the study in [11] propose a hybrid deep 
architecture, CapsNet-ConvNet, which integrates CapsNet for 
text analysis and ConvNet for image analysis, thus addressing 
the limitation of previous studies that focused mainly on textual 
analysis for the detection of harassment and toxicity on social 
media. Their main contribution is the ability to analyze both the 
textual and visual content of posts on YouTube, Instagram, and 
Twitter, using advanced techniques such as ELMo for text 
representations and the Google Vision API for separating text 
from images. However, the study's weakness lies in the 
potential lack of accuracy when facing data that includes idioms 
or slang, which is common on social media, suggesting that the 
model may have difficulties adapting to informal and culture-
specific linguistic variations. 

On the other hand, in another approach, [12] developed a 
hate comment classifier applied on social media and freely 
available for developers. This tool would be very important for 
quickly identifying offensive comments so that they can be 
reported or removed. To achieve this, they used machine 
learning models such as XGBoost and the BERT features. The 
dataset they used consisted of 49,392 comments from social 
media platforms like YouTube, Reddit, Twitter, and Wikipedia. 
The algorithms used were specifically Logistic Regression 
(LR), NB (Naïve Bayes), SVM, XGBoost, and Feed-forward 
Neural Network (FFNN). There was a higher risk of errors 
when analyzing Reddit comments, and there was higher 
accuracy with Twitter comments. The deficiency that the 
authors indicate is due to polysemy, meaning that some words 
considered highly offensive on one social network may seem 
less offensive on another according to the classifier. 
Consequently, cyberbullying detection in the analyzed content 
would be less accurate. 

Finally, the solution proposed in study [13], the CyberNet 
model, is an advanced strategy that employs a hybrid deep CNN 
with N-gram feature selection for cyberbullying detection on 
online social media platforms. This innovative approach stands 
out for its ability to identify both abusive text and abusive 
images, representing a significant advance in the prevention of 
harmful online behaviors. However, a potential weakness of the 
model could lie in its reliance on a supervised learning 
approach, which could limit its effectiveness in detecting new 
forms of cyberbullying that are not represented in the training 
data, suggesting the need for continuous adaptability to address 
the evolution of cyberbullying tactics. 

III. PLATFORM DESIGN 

A. General Architecture 

The architecture of SocialBullyAlert includes the use of an 
external API to collect data from the child's social media 
profile. This data goes through AI processing which is a fine-
tuned model based on GPT-3.5 to identify cyberbullying in 
texts. The offensive content is stored in a PostgreSQL database 
to generate alerts and periodic reports, which are distributed 
through the web application (Angular) so that parents can 
monitor their children. The architecture of the solution can be 
seen in Fig. 1, where the interaction that the SocialBullyAlert 
system has with external services is observed. The information 
processing flow for cyberbullying detection is detailed as 
follows: 
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Fig. 1. Solution architecture.

 Collection: In this step, an external API (Apify) is 
employed to extract all visible information from a 
child's social media profile. The data can be text, image, 
or image with embedded text. This information is 
obtained in JSON format [14]. 

 Data Processing: The data obtained from the child's 
social media is processed using both Google Cloud 
Vision [15] and a fine-tuned model based on GPT-3.5. 
First, the comment or post is decomposed into text and 
image if present. The texts go through an AI specialized 
in cyberbullying detection, which is an artificial 
intelligence that can identify subtle offences in English 
and various Spanish language dialects. The result is a 
JSON object indicating whether the text contains 
offensive language and hate speech. On the other hand, 
the images go through analysis by Google Cloud Vision 
[15]; this AI will be responsible for categorizing the 
image as "Adult Content", "Mocking Content", 
"Medical Content", "Violent Content", and "Racy 
Content". 

 Alert Generation: The comment or post containing hate 
speech, offensive language, or any inappropriate image 
will be stored in a PostgreSQL database. In this way, the 
system will be able to generate linear graphs based on 

time periods and parental advice based on the latest 
alerts on a child's profile. 

 Alert Distribution: The graphs, parental advice, and 
alerts will be reflected in the web application, which is 
developed in the Angular framework, prioritizing user 
experience and an intuitive interface, so that the 
application is responsive and works correctly on desktop 
and mobile devices from the most popular browsers. 

B. Key Components 

The architecture of SocialBullyAlert consists of several key 
components that work together to provide a comprehensive 
solution for cyberbullying detection and alert generation. These 
components leverage cutting-edge technologies, such as 
artificial intelligence services, web data extraction APIs, and 
web application development frameworks. The main 
components that make up the system are described below: 

 Apify: It is a web data extraction platform that allows 
you to create actors (small programs) to collect 
information from websites efficiently and scalably. 
They have a very extensive library that offers scrapers 
for many social networks. It is also widely used by well-
known companies such as Microsoft and Samsung [14]. 
In this particular case, only 6 actors were used to obtain 
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posts and comments from the social networks Facebook, 
Instagram, and TikTok. 

 Google Cloud Vision: It is an artificial intelligence-
based visual recognition service that allows developers 
to integrate powerful image analysis capabilities into 
their applications [15]. It has very important features for 
cyberbullying detection, such as explicit content 
classification, where it provides classification 
probabilities for categories like adult content, medical 
content, violence, and suggestive content [16]. 
Additionally, it provides optical character recognition 
(OCR) functionality, which will help extract text present 
in images. 

 Angular: It is a web framework maintained by Google 
that provides tools, APIs, and libraries to simplify and 
streamline the development workflow. It provides a 
solid platform for building fast, reliable, and scalable 
applications, both in terms of team size and codebase. 
Angular allows developers to create high-performance 
web applications efficiently, taking advantage of its 
extensive set of features and resources [17]. 

 Fine-tuned GPT-3.5-based model for cyberbullying 
detection: This is a model based on GPT-3.5 for 
detecting hate speech and offensive language in English, 
Peruvian Spanish, Chilean Spanish, and Spanish from 
Spain. It is a tool that has significantly higher precision 
compared to similar models. It will serve to detect 
cyberbullying in textual content found on children's 
social media, even detecting subtle offences or country-
specific slang forms [5]. Thanks to GPT-3.5, it is 
possible for it to function with more languages in 
addition to the languages it was trained on. 

C. User Interface and User Experience 

The interface the platform has follows Nielsen's heuristics, 
which are considered the best due to their universality and 
adaptability, having even served as the basis for more 
specialized heuristics [18]. The following describes how each 
of the 10 principles has been met: 

1) Match between the system and the real world: The 

application supports language switching between English and 

Spanish, maintaining the integrity of meaning, and uses 

universal icons on the buttons that reflect everyday objects, 

establishing an intuitive connection between the represented 

action and the button's function, facilitating understanding for 

a diverse user base (Fig. 8). 

2) Visibility of system status: The platform implements 

dynamic animations that indicate data loading (Fig. 2), along 

with floating messages that inform the user about the success or 

failure of processes, thus providing clear and continuous 

feedback that enhances the user's perception of the system's 

status and activity. 

3) User control and freedom: Before executing important 

actions such as starting an analysis or deleting a child's profile 

(Fig. 5), the platform presents confirmation dialogs, allowing 

the user to review and potentially undo their decision, thus 

preventing irreversible errors and providing a sense of control 

over the actions performed. 

4) Consistency and standards: The application adopts 

industry-standardized iconography for common functions such 

as menu, search, save, and delete, ensuring a consistent user 

experience and reducing the learning curve by aligning with 

universal interface design conventions. 

5) Recognition rather than recall: The system utilizes 

tooltips (contextual aids) and displays the current status of each 

analysis, providing relevant information without the user 

having to remember specific details, thereby reducing cognitive 

load (Fig. 4). 

6) Flexibility and efficiency of use: The platform offers a 

home panel that allows parents to quickly view their children's 

latest cyberbullying alerts, including a line graph that shows the 

temporal evolution of the alerts, facilitating efficient 

identification of patterns and trends to avoid input errors, 

optimizing process efficiency and reducing user frustration 

(Fig. 6). 

7) Aesthetic and minimalist design: The platform's design 

is minimalist, utilizing a reduced color palette and presenting 

concise information, minimizing visual distraction and 

improving comprehension. 

8) Error prevention: Real-time validation messages are 

implemented in each form field, proactively guiding the user 

and focus, especially for parents with limited technology 

experience. (Fig. 9). 

9) Help users recognize, diagnose, and recover from 

errors: Specific error messages are implemented, such as 

notification of an already registered email (Fig. 3), and it is 

clearly indicated when an analysis fails, prompting the user to 

take corrective actions like a new analysis (Fig. 5). The 

dynamic field validation and floating messages also justify this 

heuristic. 

10) Help and documentation: The application provides a 

link to the terms and conditions to inform users and has 

incorporated a tutorials section that explains the application's 

operation and educates about the issue of cyberbullying, thus 

aligning the functionality with the platform's preventive 

mission. 
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Fig. 2. Animation indicating process loading on the platform (In Spanish). 

 
Fig. 3. Floating message specifying error on the platform (In Spanish). 

 
Fig. 4. Content of a hate speech alert. 
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Fig. 5. Confirmation dialogue to start an analysis. 

 
Fig. 6. Home section including alert graph and parental advice. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

775 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 7. Tutorials section on the platform (In Spanish). 

 

Fig. 8. History of all analyses performed (In Spanish). 
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Fig. 9. Child registration form with validation error messages. 

IV. APPLICATION FEATURES 

The monitoring platform offers a comprehensive suite of 
features designed to provide parents with greater control and 
visibility over online activities that may pose a danger to their 
children. These are the key features: 

A. Management of Minors' Social Networks to Monitor 

This feature allows parents to register on the platform and 
indicate the children and social networks they wish to monitor. 
Parents can edit their children's information to keep it up-to-
date, as well as add or remove social networks from monitoring 
as needed. It also allows "activating" and "deactivating" to 
decide whether or not to include them in the analyses without 
having to permanently remove the networks from the platform. 

B. Analysis and Details of Cyberbullying Alerts 

Once monitoring is set up, parents can initiate an analysis 
of their children's social networks to detect possible cases of 
cyberbullying. Only social networks with an "Activated" status 
will be analyzed, and the analysis will take a maximum of 
approximately five minutes. When the analysis is completed, a 
summary of the analysis can be viewed. If comments or posts 
with cyberbullying content are found, the number of hate 
speech, offensive language, and inappropriate image alerts will 
be displayed. The number of interactions the child has on each 
social network and a list of problematic users will also be shown 
so that the parent can quickly identify potential bullies. If the 
parent wants to explicitly view the offensive content that 
generated each alert, they can do so discreetly and view the 
uncensored image or text, as well as access the bully's profile 
and the original post where the bullying occurred. 

C. Summary of Alerts and Parental Advice 

The platform provides personalized parental advice based 
on the situation reflected on each child's social networks 
according to the latest alerts received. A line graph can also be 
viewed, which presents the number of alerts over time for a 
child in an easier manner. In this way, the "Home" section is a 
quick access to know the situation of each child. 

V. EXPERIMENTAL EVALUATION 

The evaluation of SocialBullyAlert's effectiveness and 
usability involved a two-pronged approach: expert validation 
and user experience surveys. For the expert validation, in-depth 
interviews were conducted with a group of professionals 
including teachers, principals, and psychologists, all of whom 
possessed extensive experience in managing cyberbullying 
cases involving minors. These interviews aimed to gather 
qualitative feedback on the accuracy and relevance of the 
system's alerts, as well as to solicit suggestions for enhancing 
the presentation and content of information provided to parents. 

To assess user experience, a qualitative evaluation was 
carried out with end-users. Twenty parents from public schools 
in Lima were given the opportunity to interact with the 
application. The evaluation employed a previously validated 
questionnaire, the User Experience Questionnaire (UEQ) 
extracted from the article [19], which has been widely used in 
related research to gauge user perspectives. This questionnaire 
comprises 26 items, each rated on a scale from 1 to 7, designed 
to provide comprehensive insights into various aspects of user 
experience. 

VI. RESULTS 

The expert validation yielded several key insights. 
Unanimously, the experts agreed that the proposed web 
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solution has the potential to reduce cyberbullying and enhance 
parent-child relationships, provided it is implemented correctly. 
They emphasized the importance of considering accessibility 
for parents with limited internet access. Opinions diverged 
regarding potential negative effects of monitoring on minors' 
psychological and social development, with some experts 
advocating for open dialogue to mitigate concerns. The experts 
identified critical risk factors to monitor, including 
cyberbullying, inappropriate content, hate speech, fake profiles, 
and excessive usage time. Generally, they deemed the privacy 
and security aspects appropriate, given the protective intent of 
the tool. Experts also believed that most parents would adapt 
well to consistent use of the solution, given the pressing need 
for child monitoring tools in digital environments. 

Based on expert recommendations, several enhancements 
were incorporated, including an informative section featuring 
theories and data from reliable sources, and an explanatory 
video demonstrating the platform's functionality in an easily 
comprehensible manner. Other suggestions, such as adding 
psychoeducational components and creating usage tutorials, 
were noted for future development (Fig. 7). 

The user experience surveys, visualized in Fig. 10, revealed 
that parents found the solution attractive, efficient, and 
innovative. These results affirm that the objective of creating 
an intuitive and appealing platform for parents was successfully 
achieved. The positive user feedback, combined with 
constructive input from experts, indicates that SocialBullyAlert 
shows promise as an effective tool in combating cyberbullying 
and facilitating safer digital experiences for minors. 

 
Fig. 10. Bar chart based on usability characteristics. 

VII. DISCUSSION 

Key limitations include differences in cyberbullying 
regulations across countries, which may affect the 
implementation and effectiveness of the proposed solutions [9, 
10]. Additionally, variability in parents' educational levels may 
hinder their adoption and understanding of AI-based parental 
control tools [11]. Another significant limitation is the need for 
constant model updating to identify new slangs, idioms, and 
forms of cyberbullying [12], as well as expanding coverage to 
other data formats such as videos [11, 13]. These challenges 
underscore the importance of future research addressing the 
adaptability and cultural sensitivity of technological solutions 
to combat cyberbullying in diversified digital environments [5, 
13]. 

VIII. CONCLUSION 

The study highlights the importance of continuous 
adaptability in the fight against cyberbullying, demonstrating 
the effectiveness of artificial intelligence models and neural 
networks in detecting offensive content on platforms like 
Twitter. The contributions of this work include the presentation 
of innovative models that represent significant advances in the 
detection and prevention of online cyberbullying. The 
implications of this research are reflected in the relevance of 
considering accessibility and usability for parents when 
implementing parental control solutions, which can have a 
positive impact on protecting children and adolescents in digital 
environments. Finally, this study underscores the importance of 
continuing to develop effective and culturally sensitive tools to 
address cyberbullying and its negative impacts on today's 
society. 

IX. FUTURE WORK 

Future work will focus on enhancing SocialBullyAlert's 
adaptability to emerging forms of cyberbullying and linguistic 
diversity. The platform should be continuously updated to 
recognize and respond to new slangs, idioms, and evolving 
forms of online harassment as they emerge. This adaptive 
capability is crucial for maintaining the effectiveness of the 
cyberbullying detection system in a rapidly changing digital 
landscape. While the current model is effective in detecting 
cyberbullying in English and various Spanish dialects, efforts 
should be made to incorporate more languages and cultural 
contexts. This expansion would not only increase the global 
applicability of SocialBullyAlert but also address the 
challenges posed by diverse linguistic expressions of 
cyberbullying across different cultures and regions. 
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Abstract—Integrating Artificial Intelligence (AI) into urban 

planning transforms resource allocation and sustainable 

development. Nevertheless, the lack of transparency in some AI 

models raises questions about accountability and public trust. This 

paper investigates the role of Explainable AI (XAI) in urban 

planning, focusing on its ability to improve transparency and build 

trust between stakeholders. The study comprehensively examines 

approaches to achieving explainability, encompassing rule-based 

systems and interpretable machine learning models. Case studies 

illustrate the effective application of XAI in practical urban 

planning situations and highlight the critical role of transparency 

in the decision-making flow. This study examines the barriers that 

hinder the smooth integration of XAI into urban planning 

methodologies. These challenges include ethical concerns, the 

complexity of the models used, and the need for explanations 

tailored to specific areas. 

Keywords—Explainable artificial intelligence; urban planning; 

rule-based systems; machine learning 

I. INTRODUCTION 

Urban planning is the organized arrangement and 
administration of urban areas to ensure sustainable 
development and improve living standards [1]. Urban planning 
includes deliberately distributing resources, establishing 
infrastructure, and implementing land use rules to tackle the 
intricate issues posed by expanding cities [2]. Urban planning 
is vital to contemporary society as it facilitates the effective 
allocation of resources, stimulating economic development, 
and advancing social fairness and environmental sustainability 
[3]. Urban planning encompasses but is not limited to, 
population expansion, guaranteeing access to vital services and 
facilities, fostering public health and safety, safeguarding 
cultural heritage, and reducing environmental consequences [4, 
5]. Urban planners use thorough planning processes to develop 
dynamic, durable, and inclusive communities that meet their 
residents' different requirements while protecting future 
generations' interests [6, 7]. 

Thanks to technological innovations, urban planning has 
experienced a significant transformation, relying heavily on 
data-driven strategies [8]. This process includes collecting, 
analyzing, and presenting data using various tools and 
platforms [9]. Geographic Information Systems (GIS), remote 
sensing technologies, and big data analytics offer information 
on urban trends like population growth, road conditions, and 
environmental factors [10]. Incorporating technology into 

urban planning operations can improve decision-making, 
enhance infrastructure development, and predict trends 
accurately [11]. Nevertheless, increased acceptance also brings 
challenges, including concerns about data privacy, disparities 
in access to technology, and the requirement for specific 
technical knowledge. To effectively address technology 
limitations, urban planning organizations must strategically 
plan and prioritize robust facilities and capacity-building efforts 
[12]. 

Artificial Intelligence (AI) mimics human intelligence 
through machines, particularly computers [13]. The 
applications of AI are widespread, including in medical care, 
finance, and urban planning [14]. The significance of AI in 
urban planning lies in its ability to influence decision-making 
processes, improve resource allocation, and solve complex 
urban issues [15]. With AI-powered tools and algorithms, 
planners can predict future trends, simulate different scenarios, 
and optimize interventions for optimal results [16]. AI has 
several applications in urban planning, including predictive 
models of traffic congestion and public transportation demand, 
optimization algorithms for land use planning and 
infrastructure construction, and machine learning-based 
systems for identifying trends and analyzing spatial data [17]. 
Through AI, city planners can make informed decisions, 
increase productivity, and create more resilient and sustainable 
communities for future generations [18]. 

Incorporating AI into urban environments has a range of 
ethical and societal consequences that necessitate meticulous 
deliberation [19]. The main concerns are privacy, algorithmic 
bias, and equitable sharing of advantages and risks [20]. 
Moreover, decision-making procedures guided by AI have the 
potential to unintentionally strengthen pre-existing disparities, 
resulting in social exclusion or intensifying urban inequities 
[21]. Furthermore, there are notable obstacles to creating AI 
solutions for urban planning, including issues with data 
compatibility, the ability to handle large-scale operations, and 
the need for clear and understandable algorithms [22, 23]. 
Nevertheless, notwithstanding these obstacles, the potential 
advantages of incorporating AI into urban construction are 
immense. AI can potentially enhance resource allocation, urban 
mobility through predictive analytics, and disaster preparedness 
and response by identifying vulnerabilities and optimizing 
evacuation routes [24]. Furthermore, AI-powered solutions can 
increase community involvement and active participation in 
urban planning, ultimately leading to more inclusive and 
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sustainable communities. In urban settings, it is important to 
balance ethical concerns, technical challenges, and the 
revolutionary potential of AI to harness its advantages while 
minimizing its drawbacks fully [25]. 

Transparency is crucial in decision-making processes in 
urban planning since it promotes accountability, credibility, and 
confidence among stakeholders [26]. Transparency in decision-
making enables stakeholders to understand the underlying 
reasons for urban development decisions and actively engage 
in developing their communities [27]. Transparent approaches, 
such as implementing open data initiatives, conducting public 
consultations, and communicating decision criteria, foster 
confidence among stakeholders, including residents, 
legislators, and advocacy groups. Nevertheless, the lack of 
transparency in AI algorithms raises questions regarding 
transparency in urban planning [28]. The opaque nature of 
numerous AI models may impede stakeholders' capacity to 
comprehend and analyze the judgments made by these systems. 
To tackle these challenges, it is necessary to focus on creating 
Explainable AI (XAI) solutions that offer understandable 
insights into the decision-making processes led by AI [29]. 
Urban planners can strengthen stakeholder confidence, promote 
accountability, and create inclusive and participatory urban 
development by prioritizing transparency and implementing 
XAI approaches. 

Multiple scholars have investigated the concept of XAI in 
different situations related to urban planning. Thakker, et al. 
[30] emphasize the significance of XAI in smart cities, 
specifically for flood monitoring. They propose a hybrid 
methodology that combines deep learning with semantic web 
technologies to improve the interpretability and reliability of 
the system. Javed, et al. [31] conducted research that examines 
the use of XAI in smart cities. The study highlights the need of 
openness in AI systems to establish public confidence. Wagner, 
et al. [32] examine the contribution of XAI in the advancement 
of smart city solutions, with a specific emphasis on using 
domain knowledge to enhance the interpretability of AI. These 
works emphasize the crucial importance of transparency and 
explainability in AI models used in urban planning. They 
highlight existing solutions and identify areas that require 
further investigation. 

This paper thoroughly investigates the incorporation of XAI 
in urban planning, specifically to improve trust and 
transparency in decision-making procedures. The research 
analyzes the approaches used to achieve explainability in AI 
models in urban planning. These methodologies include rule-
based systems and interpretable machine-learning models. In 
addition, the obstacles and factors to be considered when 
implementing XAI in urban planning processes are identified 
and examined while emphasizing solutions to overcome these 
obstacles. Moreover, the influence of XAI on the public's 
perception and trust in urban decision-making is assessed based 
on empirical evidence and case studies. This study enhances 
comprehension of the relationship between AI technology and 
urban development by examining the impact of XAI on 
transparency and trust in urban planning. 

The rest of the paper is arranged as follows. Section II 
discusses XAI for urban planning, detailing its importance and 

methodologies. Section III addresses the challenges and 
considerations in implementing XAI in urban planning. Section 
IV presents the results and discussion of our research findings. 
Section V explores future directions for further research. 
Finally, Section VI concludes the paper, summarizing key 
insights and implications. 

II. EXPLAINABLE AI FOR URBAN PLANNING 

Fig. 1 depicts a sequential procedure for incorporating XAI 
methods into urban planning. The process begins with the 
acquisition of data from different urban sources, which is then 
followed by preprocessing and feature engineering to make the 
data prepared for analysis. Afterwards, the processed data is 
used to train machine learning models using XAI approaches to 
guarantee interpretability. Urban planning decision-making 
processes incorporate the understandable insights produced by 
the trained models. The iterative process emphasizes the 
significance of XAI in improving transparency and fostering 
trust in urban development. 

A. Rule-based Systems 

Rule-based or expert systems are AI that employ a 
predetermined set of rules to generate decisions or suggestions. 
These rules typically take the form of if-then statements, where 
specific conditions trigger corresponding actions or 
conclusions. Experts encode domain-specific knowledge in 
rule-based systems to guide decision-making [33]. 

These systems function by comparing input conditions to a 
predetermined set of rules, triggering related actions or 
conclusions based on the conditions met [34, 35]. Experts in the 
field collaborate to develop the rules, ensuring they accurately 
reflect the complexities of the problem domain. As listed in 
Table I, urban planning extensively uses rule-based systems for 
various purposes, including land use zoning, transit 
management, environmental regulation, emergency response 
planning, and economic development. For example, in land use 
planning, rule-based systems can ascertain allowable land uses 
by considering criteria such as zoning restrictions, 
environmental limitations, and community preferences. 
Similarly, in the transportation management field, these 
systems can optimize the timing of traffic signals, allocate 
routes efficiently, and enforce parking restrictions to improve 
urban mobility and decrease congestion. 

Transparency and interpretability are vital advantages of 
rule-based systems. Due to specific rules, stakeholders can 
comprehend the rationale behind the outcomes of the system's 
decision-making process, fostering confidence and 
accountability in decision-making procedures [36, 37]. 
Furthermore, rule-based systems are adaptable, allowing for the 
integration of new rules or the modification of existing 
regulations to align with evolving situations or planned goals. 
Nevertheless, rule-based systems also pose challenges, such as 
the requirement for substantial expertise to create and improve 
rules and limitations in scalability when addressing intricate or 
ever-changing urban planning issues. However, their 
transparency and interpretability make them excellent 
instruments for supporting informed decision-making and 
promoting collaboration among stakeholders in urban planning 
endeavors. 
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Fig. 1. Workflow of implementing XAI in urban planning. 

TABLE I. APPLICATIONS OF RULE-BASED SYSTEMS IN URBAN PLANNING 

Application Description Examples Benefits 

Land use 

zoning 

Determines allowable land uses based on criteria 

such as zoning restrictions, environmental 
factors, and community preferences 

Zoning regulations, urban development 

plans, land use ordinances 

Transparent decision-making, aligns with 

community preferences, and supports 
sustainable development 

Transit 
management 

Optimizes timing of traffic signals, allocates 

routes efficiently, and enforces parking 

restrictions to improve urban mobility 

Traffic signal control systems, public 

transit route planning, and parking 

management systems 

Reduces congestion, enhances public 

transportation efficiency, and improves 

overall urban mobility 

Environmental 
regulation 

Identifies and enforces regulations related to 

environmental protection, pollution control, and 

conservation measures 

Environmental impact assessments, 

pollution monitoring and control 

systems, and green building codes 

Protects natural resources, mitigates 

environmental impacts, and promotes 

sustainability 

Emergency 
response 

planning 

Coordinates response efforts during emergencies 
such as natural disasters, accidents, or public 

health crises 

Emergency management systems, 
disaster preparedness plans, and 

evacuation route optimization 

Enhances public safety, facilitates efficient 
response coordination, and minimizes risk 

exposure 

Economic 

development 

Facilitates strategic planning and development 
initiatives to stimulate economic growth and 

prosperity 

Economic development plans, business 
incentive programs, and job creation 

initiatives 

Fosters economic vitality, attracts 
investment, promotes job creation and 

entrepreneurship 
 

B. Interpretable Machine Learning Models 

Interpretable machine learning is essential, particularly in 
urban planning fields where transparency and clarity are 
paramount [38]. Unlike black box models, interpretable models 
offer transparent decision-making processes and enable 
understanding of the reasoning behind their results. This level 
of transparency allows urban planning stakeholders, including 
politicians, city officials, and community members, to 
comprehend the variables that impact model forecasts and make 
well-informed choices. When it comes to urban planning, 
where decisions significantly affect citizens' lives and 
community growth, it is critical to have the skill to analyze and 
comprehend model predictions. Interpretable machine learning 
models, such as decision trees, linear models, and rule-based 
systems, offer transparent explanations of their decision-
making process. This allows stakeholders to verify the model's 
outcomes, detect potential biases, and evaluate the 
effectiveness of recommended solutions. Furthermore, 
interpretable machine learning models enhance cooperation and 
information exchange among diverse participants in urban 
planning procedures. These models enhance trust and improve 
consensus building by offering precise and understandable 
insights and promoting more inclusive and equitable methods 
for urban development. 

Table II shows that interpretable machine learning includes 
different model types, each with strengths and easy-to-
understand features for various data and problem domains. 

Decision trees are models that hierarchize data into decision 
nodes based on feature properties. This recursive process makes 
decision trees easy to comprehend and display. Decision trees 
are useful in urban planning for determining the main elements 
that impact different outcomes, such as land use patterns, 
transportation choices, and demographic trends. Decision trees 
offer a clear and understandable understanding of the interplay 
between many factors that impact urban phenomena, thereby 
facilitating decision-makers in identifying practical and 
implementable insights. 

TABLE II. MODEL TYPES AND THEIR CHARACTERISTICS IN 

INTERPRETABLE MACHINE LEARNING 

Model 

Type 
Description Strengths 

Decision 

trees 

Intuitive models that 

recursively partition data into 

hierarchical decision nodes 

based on feature attributes 

Easy to understand and 

visualize; transparent 

decision logic; identify key 

factors influencing outcomes 

Linear 

models 

Models that provide 

straightforward 
interpretations of the 

relationships between input 

variables and outcomes 

Clear insights into the 

direction and magnitude of 

the impact of each input 
variable on the outcome 

Rule-

based 
systems 

Systems that employ a 
predetermined set of rules to 

generate decisions or 

suggestions 

Transparent decision-making 

process; adaptable to new 

rules or modifications; 
supports informed decision-

making 
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Conversely, linear models like linear regression or logistic 
regression offer straightforward explanations of the 
connections between input variables and outputs. These models 
assume a direct and proportional link between the input features 
and the goal variable. They are best suited for situations where 
the correlations are primarily linear, which is frequently the 
case with urban planning data. Linear models offer a lucid 
understanding of the direction and extent of the influence of 
each input variable on the outcome. This enables stakeholders 
to comprehend the elements that drive urban phenomena and 
make well-informed decisions. 

Machine learning models play a crucial role in urban 
planning by providing insights into complex urban phenomena 
and aiding in informed decisions. As shown in Table III, 
decision trees, for instance, can identify critical variables 
affecting land use patterns, such as proximity to amenities, 
transportation infrastructure, and zoning rules. They can also 
forecast property prices, aid stakeholders understand property 
values, and provide information on housing policy and 
development strategies. Linear regression models, on the other 
hand, can evaluate the impact of infrastructure investments on 
property values, enabling planners to prioritize projects, 
forecast traffic congestion, and aid in traffic management 
policies. 

TABLE III. APPLICATIONS OF INTERPRETABLE MACHINE LEARNING 

MODELS IN URBAN PLANNING 

Application Description Examples Benefits 

Identifying 

key factors 

Decision trees 
help identify key 

factors 

influencing 
various 

outcomes, such 

as land use 
patterns or 

demographic 

trends 

Identifying 
factors 

influencing land 

use decisions, 
predicting 

transportation 

preferences 

Transparent 

decision-making 
process, 

actionable 

insights for 
decision-makers 

Predicting 
housing 

prices 

Linear 

regression 

models can 
predict housing 

prices based on 

neighborhood 
characteristics 

Predicting 

housing prices 
based on 

neighborhood 

characteristics 

Assists in 
housing policy 

formulation, 

supports 
informed 

decision-making 

regarding 
housing 

development 

Estimating 

infrastructure 
impact 

Linear 
regression 

models estimate 

the impact of 
infrastructure 

investments on 

property values 

Estimating the 

impact of 

infrastructure 
projects on 

property values 

Helps prioritize 

infrastructure 
investments, 

assesses 

potential return 
on investment 

Forecasting 

traffic 

congestion 

Linear 

regression 

models forecast 
traffic 

congestion levels 

based on 
demographic and 

transportation 

data 

Forecasting 
traffic 

congestion levels 

based on 
population 

density, road 

infrastructure, 
etc. 

Guides 
transportation 

policy and 

infrastructure 
planning, 

improves urban 

mobility and 
efficiency 

C. Post-Hoc Interpretability Methods 

Post-hoc interpretability approaches enhance transparency 
and responsibility in decision-making processes, particularly in 
urban planning [39]. These methods, implemented post-
training as a machine learning model, provide stakeholders 
valuable insights into its predictions. They can be applied to any 
model, regardless of complexity or algorithm. Post-hoc 
interpretability enhances stakeholders' trust, responsibility, and 
understanding, promoting well-informed decision-making and 
ensuring alignment with community needs. It empowers 
stakeholders to participate actively in urban planning, 
promoting fair and sustainable development. 

Two highly acknowledged post-hoc interpretability 
strategies that have gained prominence in machine learning are 
Local Interpretable Model-agnostic Explanations (LIME) and 
Shapley Additive Explanations (SHAP). LIME is widely 
recognized for its ability to accurately explain intricate model 
predictions at a local level. This is accomplished by creating 
interpretable surrogate models that approximate the behavior of 
a complex model close to a precise prediction. Surrogate 
models, despite their more straightforward structure, accurately 
replicate the behavior of the original model, providing 
stakeholders with a transparent and understandable explanation 
of how the model made its prediction within a specific situation. 
LIME offers valuable insights into the decision-making process 
in urban planning scenarios by focusing on the particular 
instance of interest. These insights are interpretable, directly 
relevant, and actionable for stakeholders. 

Conversely, SHAP adopts a distinct method for post-hoc 
interpretability. It utilizes cooperative game theory ideas to 
allocate each characteristic's contribution to the model's output. 
SHAP offers a thorough and universally understandable 
comprehension of the importance of features, providing 
insights into the relative impact of each input variable on the 
model's predictions throughout the whole dataset. SHAP 
facilitates stakeholders in obtaining profound insights into the 
underlying connections between variables and forecasts by 
quantifying the cooperative impact of individual features on the 
model's output. The ability to view feature relevance from a 
global perspective is crucial in urban planning. In this context, 
decision-makers must consider the comprehensive effects of 
different urban characteristics and actions on the desired overall 
outcomes. SHAP enables stakeholders to make well-informed 
decisions and successfully prioritize solutions to tackle intricate 
urban challenges by employing a rigorous and principled 
methodology. 

Post-hoc interpretability methods include numerous 
advantages that render them excellent tools for comprehending 
and elucidating the predictions of black-box machine learning 
models. Nevertheless, they also come with specific constraints 
that must be considered. Post-hoc interpretability approaches 
possess a notable advantage in that they may be used in any 
black-box machine learning model. Whether the model relies 
on deep learning, ensemble approaches, or other intricate 
algorithms, post-hoc techniques such as LIME and SHAP can 
offer insights into its predictions. Post-hoc interpretability 
techniques enhance the clarity of opaque models by providing 
justifications for specific predictions. This level of transparency 
improves stakeholders' comprehension of the model's decision-



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

783 | P a g e  

www.ijacsa.thesai.org 

making process, promoting trust and responsibility. These 
techniques produce practical insights into model projections, 
enabling stakeholders to discover key characteristics, 
comprehend their effect on the desired outcomes, and make 
well-informed decisions based on this understanding. Post-hoc 
interpretability approaches provide varying levels of depth. 
Stakeholders can analyze individual predictions or investigate 
broader patterns and trends in feature relevance based on their 
specific requirements and goals. 

Post-hoc interpretability techniques frequently depend on 
simplified surrogate models to estimate the functioning of 
intricate black-box models. Although surrogate models attempt 
to replicate the fundamental decision-making process of the 
original model, they can incorporate approximation mistakes 
that restrict the explanations' precision. Specific post-hoc 
interpretability techniques, like SHAP, can need significant 
computational resources, especially when dealing with 
extensive datasets or intricate models. The computational 
complexity of this may present difficulties regarding scalability 
and real-time implementation in specific urban planning 
situations. Applying post-hoc approaches may involve a 
compromise between the model's accuracy and its 
interpretability. Utilizing simplified surrogate models for 
interpretation may compromise predictive performance in 
exchange for interpretability, impacting the model's overall 
accuracy. Post-hoc interpretability approaches offer valuable 
insights into individual predictions inside a particular context 
or region of the feature space. Nevertheless, these explanations 
may not consistently apply to various contexts or datasets, 
restricting their usefulness in certain situations. 

III. CHALLENGES AND CONSIDERATIONS 

A. Ethical Challenges 

Ethical challenges in XAI for urban planning are 
multifaceted, arising from the intersection of technological 
innovation, societal impact, and governance. Understanding 
and addressing these challenges is crucial for fostering trust, 
equity, and accountability in AI-driven decision-making 
processes. 

AI algorithms can perpetuate or exacerbate existing biases 
in urban data, leading to unfair or discriminatory outcomes. For 
example, biased data in predictive policing or housing 
allocation models may disproportionately target or 
disadvantage certain communities. Ensuring fairness requires 
proactive measures to identify, mitigate, and prevent bias in AI 
models and mechanisms for assessing and addressing disparate 
impacts on marginalized groups. 

The opacity of AI algorithms poses challenges for 
transparency and accountability in urban planning decision-
making. Without clear explanations of how AI models arrive at 
their conclusions, stakeholders may struggle to understand, 
scrutinize, or challenge decisions made by automated systems. 
Establishing mechanisms for transparent and interpretable AI, 
such as explainable machine learning techniques, is essential 
for ensuring accountability and fostering public trust in AI-
driven urban planning processes. 

AI-driven urban planning relies on vast amounts of data, 
including personal information, which raises concerns about 

privacy and surveillance. Robust privacy protections and 
ethical principles must govern the collection, analysis, and 
sharing of sensitive data to safeguard individuals' rights and 
liberties. Transparent data governance frameworks, informed 
consent mechanisms, and data anonymization techniques are 
critical for balancing the benefits of data-driven decision-
making with privacy considerations. 

Ethical AI in urban planning should prioritize human well-
being, dignity, and autonomy. Designing AI systems that 
empower, rather than replace, human decision-makers is 
essential for preserving human agency and accountability. 
Human-centric design principles, such as participatory design 
processes and human-in-the-loop approaches, can ensure that 
AI technologies serve the needs and values of diverse urban 
communities while respecting their rights and autonomy. 

AI can potentially exacerbate social inequalities if not 
deployed and governed ethically. Urban planners must consider 
the equitable distribution of resources, services, and 
opportunities when designing and implementing AI-driven 
initiatives. Engaging with diverse stakeholders, including 
marginalized communities, in developing and evaluating AI 
systems can help identify and address potential biases or 
disparities in urban planning outcomes. 

B. Model Complexity 

Model complexity refers to the intricacy and sophistication 
of machine learning models used in urban planning. While 
complex models may achieve high predictive accuracy, they 
often sacrifice interpretability. In urban planning, where 
stakeholders require transparent insights into decision-making 
processes, the impact of model complexity on interpretability is 
significant. Complex models, such as deep neural networks, 
may generate predictions based on intricate interactions among 
numerous features, making understanding the underlying 
mechanisms driving the model's decisions challenging. This 
lack of interpretability can hinder stakeholders' ability to trust, 
validate, and act upon model predictions, limiting the utility of 
AI-driven approaches in urban planning. 

Complex machine learning models pose several challenges 
for XAI in urban planning. The black-box nature of these 
models obscures the decision-making process, making it 
difficult to explain how predictions are generated. Additionally, 
complex models may capture nuanced patterns and interactions 
in the data that are not readily interpretable by humans. This 
opacity impedes transparency, accountability, and stakeholder 
engagement in urban planning processes. Moreover, the 
computational complexity of complex models may limit their 
scalability and real-time applicability in dynamic urban 
environments, where timely decision-making is crucial. 

Balancing model accuracy with interpretability is a key 
consideration in urban planning applications. While complex 
models may achieve higher predictive accuracy, they often 
sacrifice interpretability, making it challenging for stakeholders 
to understand and trust model predictions. Conversely, 
interpretable models, such as decision trees or linear regression, 
offer transparent insights into the decision-making process but 
may lack the predictive power of more complex models. 
Achieving a balance between accuracy and interpretability 
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involves carefully selecting and designing models that meet 
urban planning tasks' specific needs and objectives. This may 
involve trade-offs between predictive performance and 
transparency, depending on the context and requirements of the 
application. 

Several techniques can be employed to simplify complex 
models while preserving accuracy and interpretability in urban 
planning applications. Ensemble methods, such as random 
forests or gradient boosting, combine multiple simpler models 
to capture complex patterns in the data while maintaining 
transparency and interpretability. Feature selection and 
dimensionality reduction techniques can also help simplify 
models by focusing on the most relevant features and reducing 
computational complexity. Additionally, model distillation 
approaches aim to transfer knowledge from complex models to 
simpler, more interpretable models, enabling stakeholders to 
understand and trust model predictions without sacrificing 
accuracy. 

C. Domain-specific Explanations 

Domain-specific explanations are critical in urban planning 
as they provide insights tailored to urban environments' unique 
characteristics and complexities. Unlike generic explanations, 
domain-specific explanations offer contextually relevant 
insights into urban planning decisions, allowing stakeholders to 
understand the rationale behind model predictions and 
interventions. These explanations enable urban planners to 
make informed decisions, engage with stakeholders effectively, 
and address complex urban challenges transparently and 
accountable. 

Providing contextually relevant explanations in urban 
planning poses several challenges. Urban environments are 
multifaceted and dynamic, characterized by diverse socio-
economic, environmental, and cultural factors. As such, 
explaining model predictions in a way that resonates with 
stakeholders and addresses their specific concerns can be 
challenging. Additionally, urban systems' complexity and 
interconnectedness may require explanations beyond simple 
correlations or associations, necessitating sophisticated 
techniques for extracting and communicating relevant insights. 

Tailoring explanations to different urban planning domains 
involves understanding stakeholders' needs, priorities, and 
knowledge levels. One strategy is to employ visualization 
techniques that contextualize model predictions within urban 
environments' spatial and temporal dynamics. For example, 
interactive maps or dashboards can illustrate how predicted 
outcomes vary across different neighborhoods or periods, 
helping stakeholders identify patterns and trends relevant to 
their planning decisions. Additionally, incorporating domain-
specific terminology, metrics, and indicators into explanations 
enhances their relevance and comprehensibility for 
stakeholders with diverse backgrounds and expertise. 

Engaging stakeholders in developing and refining 
explanations is essential for ensuring their relevance and 
effectiveness in urban planning contexts. Gathering feedback 
through participatory workshops, surveys, or interviews allows 
stakeholders to express their information needs, preferences, 
and concerns regarding model explanations. Incorporating 

stakeholder feedback into the design and presentation of 
explanations enhances their clarity, usability, and acceptance 
among diverse audiences. Moreover, iterative feedback loops 
enable continuous improvement of explanations over time, 
ensuring they remain aligned with stakeholders' evolving needs 
and priorities. 

D. Strategies for Overcoming Challenges 

Collaborative approaches involve engaging diverse 
stakeholders, including policymakers, urban planners, AI 
researchers, ethicists, and community representatives, to 
develop and govern AI systems for urban planning. By 
fostering collaboration and dialogue among stakeholders, 
collaborative approaches ensure that AI technologies are 
developed and deployed ethically, transparently, and in 
alignment with societal values and priorities. This collaborative 
process can involve the establishment of multi-stakeholder 
committees, advisory boards, or working groups to guide AI 
development and governance frameworks, promote 
accountability, and address ethical concerns. 

Interdisciplinary research and collaboration between AI 
experts and urban planners are essential for bridging the gap 
between technical expertise and domain knowledge in urban 
planning. By bringing together experts from diverse fields, such 
as computer science, data science, urban design, sociology, and 
geography, interdisciplinary collaborations facilitate the 
development of AI solutions tailored to urban environments' 
unique challenges and opportunities. These collaborations 
enable the co-creation of innovative AI-driven approaches, 
informed by technical insights and real-world urban planning 
expertise, to address complex urban challenges effectively. 

Human-in-the-loop systems integrate human expertise and 
feedback into AI-driven decision-making processes, enhancing 
model interpretability and ensuring alignment with 
stakeholders' values and preferences. Human-in-the-loop 
systems enable transparent and accountable decision-making in 
urban planning by involving human stakeholders in interpreting 
and validating AI-generated insights. This integration of human 
expertise can take various forms, such as interactive 
visualization tools, participatory workshops, or decision 
support systems that allow stakeholders to explore and evaluate 
different scenarios and interventions collaboratively. 

Continuous monitoring and evaluation of AI systems are 
essential for ensuring transparency, accountability, and ethical 
compliance throughout their lifecycle. This involves 
establishing mechanisms to monitor model performance, data 
quality, and potential biases and conducting regular audits and 
impact assessments to identify and address ethical concerns. 
Transparent reporting and documentation of AI systems' 
development, deployment, and outcomes enable stakeholders 
to understand and scrutinize their decision-making processes, 
fostering trust and accountability in AI-driven urban planning 
initiatives. 

IV. RESULT AND DISCUSSION 

XAI plays a pivotal role in shaping public trust in AI-driven 
decision-making processes, particularly in domains such as 
urban planning, where the stakes are high and decisions directly 
impact communities. XAI refers to the ability of AI systems to 
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provide transparent and interpretable explanations of their 
decisions, enabling stakeholders to understand the rationale 
behind AI-driven recommendations or predictions. By 
enhancing transparency, accountability, and predictability, XAI 
builds public trust in AI technologies and fosters confidence in 
their use for decision-making in urban contexts. 

Several factors influence public trust in AI-driven decision-
making processes, including transparency, accountability, 
fairness, and reliability. Transparency refers to the openness 
and clarity of AI systems in communicating their decision-
making processes and underlying assumptions to stakeholders. 
Accountability involves mechanisms for holding AI systems 
and their operators responsible for their actions and outcomes. 
Fairness ensures that AI systems do not perpetuate or 
exacerbate existing biases or inequalities in decision-making. 
Reliability refers to AI systems' accuracy, consistency, and 
robustness in generating predictions or recommendations. 
Addressing these factors through XAI enhances public trust in 
AI-driven decision-making processes by assuring transparency, 
fairness, and reliability. 

Transparency and interpretability are fundamental 
components of XAI that are crucial in building public trust in 
AI-driven decision-making processes. Transparent AI systems 
give stakeholders insights into the factors influencing decisions, 
allowing them to assess the validity, accuracy, and fairness of 
AI-driven recommendations or predictions. Interpretability 
enables stakeholders to understand how AI models arrive at 
their conclusions, facilitating meaningful engagement, 
validation, and feedback from diverse stakeholders. By 
providing transparent and interpretable explanations of AI-
driven decisions, XAI builds public trust by demystifying AI 
technologies, empowering stakeholders, and fostering 
confidence in their use for addressing complex urban 
challenges. 

Transparency in urban planning decision-making is crucial 
for ensuring accountability, inclusivity, and legitimacy in the 
governance of cities. Transparent decision-making processes 
enable stakeholders, including residents, community 
organizations, policymakers, and advocacy groups, to 
understand how decisions are made, who is involved, and what 
factors are considered. By providing visibility into the decision-
making process, transparency promotes public participation, 
fosters trust, and enhances the legitimacy of urban planning 
initiatives. Moreover, transparency facilitates identifying and 
mitigating biases, conflicts of interest, and other ethical 
considerations that may impact decision outcomes. 

Transparent decision-making in urban planning contributes 
to building public trust and confidence in governmental 
institutions, urban planners, and decision-makers. When 
stakeholders have access to information about decision-making 
processes, they feel empowered to engage meaningfully in 
shaping the future of their communities. Transparency 
promotes accountability by allowing stakeholders to hold 
decision-makers accountable for their actions and decisions. 
Moreover, transparent decision-making enhances the 
credibility and legitimacy of urban planning initiatives, leading 
to greater public acceptance and support for policies, projects, 
and interventions to improve the quality of life in cities. Several 

strategies can be employed to enhance transparency and 
accountability in AI-driven urban planning processes. 

 Open data policies: Implement policies that make 
relevant urban data accessible to stakeholders, enabling 
greater transparency and collaboration in decision-
making processes. 

 XAI Technologies: Incorporate XAI techniques into AI-
driven decision-making systems to provide transparent 
and interpretable explanations of AI-generated 
recommendations or predictions. 

 Stakeholder engagement: Engage stakeholders, 
including residents, community organizations, and 
advocacy groups, in decision-making processes through 
participatory approaches, public consultations, and 
community engagement initiatives. 

 Ethical guidelines and standards: Develop and 
implement ethical policies and standards for AI-driven 
urban planning initiatives, ensuring adherence to 
principles of fairness, accountability, transparency, and 
inclusivity. 

 Independent oversight and review: Establish 
independent oversight mechanisms, such as advisory 
boards or review panels, to monitor and evaluate AI-
driven urban planning processes, providing checks and 
balances and enhancing accountability. 

 Transparency reports: Publish transparency reports 
documenting the decision-making process, data sources, 
methodologies, and assumptions underlying AI-driven 
recommendations or predictions, promoting 
transparency and accountability to stakeholders. 

By implementing these strategies, urban planners and 
decision-makers can enhance transparency and accountability 
in AI-driven urban planning processes, promoting public trust, 
confidence, and engagement in shaping the future of cities. 

V. FUTURE DIRECTIONS 

Human-in-the-loop approaches emphasize the collaboration 
between AI systems and human experts to leverage both 
strengths. Urban planners can benefit from domain knowledge, 
intuition, and contextual understanding that AI systems may 
lack by integrating human expertise into AI-driven decision-
making processes. This collaboration enhances AI-generated 
insights' robustness, interpretability, and relevance, leading to 
more informed and effective urban planning decisions. Through 
close cooperation, human experts can provide valuable inputs, 
validate AI-generated recommendations, and guide the 
development and refinement of AI models, ensuring that they 
align with stakeholders' needs and priorities. 

Human-in-the-loop approaches involve integrating 
stakeholder feedback and expertise into AI-driven decision-
making processes to enhance transparency, inclusivity, and 
accountability. Stakeholders, including residents, community 
organizations, policymakers, and advocacy groups, possess 
valuable insights, preferences, and concerns that can inform AI 
models and decision outcomes. By soliciting and incorporating 
stakeholder feedback throughout the decision-making process, 
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urban planners can ensure that AI-driven recommendations 
reflect diverse perspectives, address community needs, and 
promote equitable outcomes. Moreover, involving stakeholders 
in decision-making fosters greater trust, engagement, and 
ownership of urban planning initiatives, leading to more 
sustainable and inclusive urban development. 

Human-in-the-loop approaches involve designing 
interactive interfaces and visualization tools that enable 
stakeholders to interact with AI-driven decision-making 
processes transparently and engagingly. These interfaces 
provide stakeholders with intuitive access to AI-generated 
insights, allowing them to explore, interrogate, and understand 
the underlying data, assumptions, and decision criteria. By 
designing user-friendly, visually appealing interfaces 
accessible to diverse audiences, urban planners can democratize 
AI-driven decision-making processes, empower stakeholders to 
participate meaningfully in urban planning discussions, and 
foster transparency and accountability in decision outcomes. 
Additionally, interactive interfaces facilitate real-time 
collaboration and feedback, enabling stakeholders to co-create 
solutions, identify trade-offs, and navigate complex urban 
challenges collaboratively. 

Cultural biases in AI models and algorithms can arise from 
various sources, including biased training data, algorithmic 
design choices, and inherent biases in interpreting cultural 
norms and values. Recognizing and mitigating these biases is 
essential to ensure that AI-driven decision-making processes 
are fair, equitable, and inclusive. This involves conducting 
thorough bias assessments and audits of AI models and 
algorithms to identify potential sources of cultural bias. Once 
identified, mitigation strategies can be implemented, such as 
adjusting training data to represent cultural diversity better, 
refining algorithmic algorithms to account for cultural nuances, 
and incorporating fairness and equity metrics into model 
evaluation frameworks. 

Addressing cultural biases in AI-driven urban planning 
requires incorporating cultural diversity and sensitivity into 
data collection and analysis processes. This involves collecting 
and curating diverse datasets that reflect urban populations' 
cultural, social, and demographic diversity. Data analysis 
techniques should also be sensitive to cultural differences and 
contextual factors that may influence decision outcomes. By 
considering cultural diversity in data collection and analysis, 
urban planners can ensure that AI-driven decision-making 
processes are sensitive to diverse communities' needs, 
preferences, and values, promoting fairness, inclusivity, and 
social equity. 

Promoting diversity and inclusivity in AI development 
teams and processes is essential for addressing cultural biases 
and ensuring that AI technologies are developed and deployed 
responsibly. This involves fostering diverse perspectives, 
backgrounds, and experiences within AI development teams, 
including individuals from different cultural, ethnic, and socio-
economic backgrounds. Additionally, promoting inclusivity in 
AI development processes requires involving stakeholders 
from diverse communities in designing, developing, and 
validating AI-driven solutions. By promoting diversity and 
inclusivity, urban planners can ensure that AI technologies are 

sensitive to cultural differences and responsive to the needs and 
concerns of all urban residents, thereby promoting social equity 
and inclusion in urban planning processes. 

For ethical AI use in analysing cities, further development 
of ethical guidelines and norms is necessary. Such standards 
should address the principles of ethics for creating AI 
technologies, managing urbanization, making legislation, and 
numerous other decision-makers who are involved in 
integrating AI technologies. Ethical principles may include 
obligations to justice, reasonableness, purpose, confidentiality, 
and duty to society including marginalized persons. Thus, using 
ethical principles in actions and decisions related to the 
integration of AI into the planning of cities will help maintain 
ethical principles in initiatives related to AI and support the 
positive impact of AI technologies on people’s lives. 

Another issue that should be taken seriously into 
consideration is the principles of fairness, equity and the 
protection of privacy in the application of AI in urban planning. 
Artificial intelligence environments should be developed and 
implemented in such a way that everyone will have an equal 
treatment with no discrimination based on their race, gender, 
tribe, or wealth. Moreover, proper procedures should be put in 
place to guard the identity and privacy rights of the people 
featured in such datasets from invasion as provided for under 
the relevant privacy policies. By increasing awareness of 
fairness, equity, and privacy issues in the use of AI, urban 
planners can reduce potential biases and serve the function of 
advocating for social justice and protection of individual rights 
and human dignity. 

VI. CONCLUSION 

AI implementation in urban planning introduces a shift in 
resource management for sustainability in the development of 
cities. However, opacity or absence of openness in certain 
models gave accountability and public trust concerns. This 
paper aimed to explain the importance of applying XAI for the 
advancement of urban planning as well as its efficiency for 
enhancing trust between the parties involved. The study 
comprehensively examined approaches to achieving 
explainability, encompassing rule-based systems and 
interpretable machine-learning models. Case studies 
demonstrated the effective use of XAI in practical urban 
planning situations and highlighted the critical importance of 
transparency in the decision-making process. This study 
examined the barriers that hindered the smooth integration of 
XAI into urban planning methodologies. These challenges 
included ethical concerns, the complexity of the models used, 
and the need for explanations tailored to specific areas. 
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Abstract—Cloud computing has revolutionized how Software 

as a Service (SaaS) suppliers deliver applications by leasing 

shareable resources from Infrastructure as a Service (IaaS) 

suppliers. However, meeting users' Quality of Service (QoS) 

parameters while maximizing profits from the cloud 

infrastructure presents a significant challenge. This study 

addresses this challenge by proposing an Enhanced Harris Hawks 

Optimization (EHHO) algorithm for cloud task scheduling, 

specifically designed to satisfy Service Level Agreements (SLAs), 

meet users QoS requirements, and enhance resource utilization 

efficiency. Drawing inspiration from Harris's falcon hunting 

habits in nature, the basic HHO algorithm has shown promise in 

finding optimal solutions to specific problems. However, it often 

suffers from convergence to local optima, impairing solution 

quality. To mitigate this issue, our study enhances the HHO 

algorithm by introducing an exploration factor that optimizes 

parameters and improves its exploration capabilities. The 

proposed EHHO algorithm is assessed against established 

optimization algorithms, including Genetic Algorithm (GA), Ant 

Colony Optimization (ACO), and Particle Swarm Optimization 

(PSO). The results demonstrate that our method significantly 

improves the makespan for GA, ACO, and PSO by 19.2%, 17.1%, 

and 20.4%, respectively, while also achieving improvements of 

17.1%, 17.3%, and 17.2% for BigDataBench workloads. 

Furthermore, our EHHO algorithm exhibits a substantial 

reduction in SLA violations compared to PSO, ACO, and GA, 

achieving improvements of 55.2%, 41.4%, and 33.6%, 

respectively, for general workloads, and 61.9%, 23.1%, and 

52.7%, respectively, for BigDataBench workloads. 

Keywords—Cloud computing; scheduling; optimization; SLA; 

SaaS 

I. INTRODUCTION 

Cloud computing represents an approach that facilitates 
migrating or deploying users' current physical infrastructure into 
a cloud-based environment. Users can access a wide array of 
services within this paradigm, including network, storage, 
computing, and memory, per their on-demand requirements [1], 
[2]. Virtualization technology plays a crucial role in 
provisioning a virtual infrastructure for users within a cloud 
environment. Service Level Agreement (SLA) serves as the 
contractual agreement between users and cloud providers, 
outlining the terms of service subscription [3]. Based on the 
established SLA, the cloud provider provisions the necessary 
services to meet users' needs. A distinguishing feature of the 
cloud computing environment is its inherent scalability, 
enabling services to be dynamically scaled up or down as 
required [4]. Resource pooling is a significant attribute within 
the cloud computing paradigm, wherein resources are shared 
and assigned to users under their specific demands. The cloud 

provider employs an automated approach to allocate virtual 
resources to users in compliance with the established SLA and 
the pay-per-usage policy [5]. A well-designed scheduling 
scheme is essential to facilitate resource allocation, enabling the 
automatic distribution of virtual resources to users. Furthermore, 
establishing a relationship between user requests and virtual 
machines (VMs) becomes crucial for efficient resource 
allocation. Given the diverse user base in the cloud computing 
environment, the implementation of an optimal task-scheduling 
mechanism becomes imperative. Additionally, a reliable and 
scalable resource provisioning mechanism is necessary to 
allocate resources to a large number of users automatically [6]. 

In the cloud computing environment, user requests are 
diverse in terms of sizes and types, including streaming data, 
video, images, text, etc. These requests can originate from 
different heterogeneous resources [7]. Therefore, a robust task-
scheduling algorithm is required to schedule these 
heterogeneous, variable, and dynamic users’ requests onto 
suitable VMs. Effective task scheduling is crucial to prevent 
Quality of Service (QoS) degradation and ensure compliance 
with SLA parameters that establish trust between users and 
cloud providers. A well-designed task scheduling algorithm 
should maximize QoS while maintaining SLA requirements, 
thus enhancing trust between users and cloud providers[8]. In 
recent years, several research works have focused on task 
scheduling in the cloud computing domain, utilizing 
metaheuristic approaches. These metaheuristic optimization 
algorithms are employed because task scheduling is a complex 
problem categorized as NP-hard. Using metaheuristic 
algorithms helps find near-optimal or feasible solutions for 
scheduling tasks to appropriate VMs in the cloud computing 
environment. By leveraging metaheuristic optimization 
algorithms, researchers aim to address the challenges posed by 
the NP-hard nature of task scheduling in cloud computing, 
ultimately improving the efficiency and effectiveness of 
resource allocation and meeting user requirements. 

This paper proposes an innovative approach based on the 
Enhanced Harris Hawks Optimization (EHHO) algorithm. The 
EHHO algorithm draws inspiration from the hunting behavior 
of Harris's falcons in nature, which has shown remarkable 
abilities in finding optimal solutions for specific problems. By 
utilizing the EHHO algorithm, we aim to achieve improved task 
scheduling performance, enhanced resource utilization, and 
better compliance with SLAs and users' QoS requirements. The 
primary objective of this study is to investigate the efficacy of 
the EHHO algorithm in cloud task scheduling and assess its 
performance compared to existing optimization algorithms. We 
conduct extensive simulations and evaluations, considering both 
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general workloads and specific BigDataBench workloads, to 
comprehensively analyze the performance of the proposed 
algorithm. The remainder of this paper is organized as follows: 
Section II provides an overview of related work in cloud task 
scheduling and optimization algorithms. Section III presents the 
methodology and details of the Enhanced Harris Hawks 
Optimization algorithm, including the enhancements made to 
mitigate convergence issues. Section IV describes the 
experimental setup and evaluation metrics used to assess the 
performance of the EHHO algorithm. Section V presents the 
results and analysis of the simulations. Finally, Section VI 
summarizes the findings, discusses their implications, and 
outlines future research directions. 

II. RELATED WORK 

The paper in [9] proposed a novel algorithm called Interval 
Multi-objective Cloud Task Scheduling Optimization (I-
MCTSO) to effectively address uncertainty in cloud task 
scheduling. They transformed ambiguous variables into 
precisely defined interval parameters, considering factors such 
as makespan, task completion rate, load balancing, and 
scheduling cost. To implement the I-MCTSO approach, the 
researchers devised a new Interval Multi-objective Evolutionary 
approach (InMaOEA). They integrated a distinct interval 
credibility approach to enhance convergence performance and 
augmented population diversity by incorporating overlap and 
hyper-volume assessments alongside the interval congestion 
distance method. Empirical simulations were conducted to 
evaluate the performance of the InMaOEA algorithm against 
existing algorithms. The results provided compelling evidence 
supporting the high effectiveness and superiority of the 
proposed approach. The methodologies furnish a framework 
that provides decision-makers with robust guidelines for 
allocating cloud job scheduling, enabling well-informed 
decisions. These advancements represent a significant 
progression in cloud computing resource management and 
potentially elevate operational efficiency and effectiveness. 

This study [10] proposed an innovative enhancement to the 
initialization process of the PSO algorithm by integrating 
heuristic techniques. They incorporated the Minimum 
Completion Time (MCT) and Longest Job to Fastest Processor 
(LJFP) algorithms into the initialization phase of the PSO 
algorithm, aiming to improve its overall efficiency. The 
researchers comprehensively evaluated the formulated MCT-
PSO and LJFP-PSO algorithms, considering several crucial 
metrics. These metrics included the minimization of makespan, 
reduction in overall energy consumption, mitigation of 
imbalance, and decrease in total execution time. These metrics 
served as pivotal benchmarks to assess the effectiveness of the 
proposed algorithms in the context of task scheduling. Through 
extensive simulations, the researchers presented evidence 
demonstrating the notable superiority and efficacy of the 
suggested MCT-PSO and LJFP-PSO approaches compared to 
traditional PSO methods and other contemporary task-
scheduling algorithms. These findings underscored the potential 
of these enhancements to significantly improve the optimization 
capabilities of task scheduling methods based on the PSO 
algorithm. Consequently, this research contributes significantly 
to advancing the efficient and effective management of cloud 
computing resources. 

In research [11], it introduced a task scheduling method 
called Chemical Reaction PSO. This method offers a hybrid 
approach that efficiently allocates multiple independent tasks 
among a collection of VMs in cloud computing environments. 
The proposed method combines the advantages of traditional 
chemical reaction optimization and particle swarm optimization, 
creating a unique synergy that leads to an optimal sequence for 
task scheduling. This sequence considers both task demand and 
deadline considerations, thereby improving outcomes across 
various parameters such as cost, energy consumption, and 
makespan. To evaluate the effectiveness of the proposed 
algorithm, extensive simulation experiments were conducted 
using the CloudSim toolbox. The experimental results 
highlighted the benefits of the Chemical Reaction PSO 
algorithm. The average execution time was rigorously assessed 
by comparing studies involving different quantities of VMs and 
jobs. The results demonstrated substantial improvements in 
execution duration, ranging from 1% to 6%, with specific 
instances showing even more significant improvements 
exceeding 10%. The makespan results also exhibited 
noteworthy gains, ranging from 5% to 12%, while the overall 
cost factor demonstrated enhancements of 2% to 10%. 
Furthermore, there was a significant increase in the rate of 
energy consumption, ranging from 1% to 9%. 

The paper in [12] developed the Enhanced Sunflower 
Optimization (ESFO) algorithm as an innovative methodology 
to enhance the effectiveness of existing job scheduling 
techniques. The ESFO algorithm aims to achieve optimal 
scheduling within polynomial time complexity. The proposed 
ESFO approach underwent comprehensive scrutiny and was 
subjected to a battery of task scheduling benchmarks to evaluate 
its strengths and limitations. Simulation studies were conducted 
to assess the performance of the ESFO algorithm compared to 
existing algorithms. The outcomes of these studies demonstrated 
the superior performance of the ESFO algorithm. It exhibited 
significant proficiency in optimizing task scheduling outcomes, 
particularly in critical parameters such as energy usage and 
makespan. The algorithm's robust performance across these 
parameters highlighted its effectiveness in improving resource 
allocation and system efficiency. 

The authors in [4] introduced the Enhanced Marine Predator 
Algorithm (EMPA) as a means to enhance scheduling 
efficiency. The proposed methodology consists of several 
crucial stages, including formulating a task scheduling model 
that considers both makespan and resource utilization. Each 
element within the algorithm represents a potential solution for 
task scheduling, aiming to identify the most favorable 
scheduling solution. To improve its performance, the EMPA 
algorithm integrates various components derived from the 
Whale Optimization Algorithm (WOA), incorporating operator 
functions, nonlinear inertia weight coefficients, and the golden 
sine function. To evaluate its effectiveness, the EMPA algorithm 
undergoes extensive comparative assessments against 
established optimization algorithms, such as WOA, PSO, SCA, 
and GWO, across diverse settings considering different 
workloads in the GoCJ and synthetic datasets. The empirical 
evaluation conducted in this study highlights the advantages of 
the EMPA algorithm, demonstrating notable strengths in 
resource utilization, degree of imbalance, and makespan. These 
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findings provide empirical evidence supporting the efficacy of 
the Enhanced Marine Predator Algorithm in optimizing task 
scheduling outcomes. As a result, these results contribute 
significantly to the field of scheduling approaches and can 
potentially enhance resource management in various 
applications. 

The paper in [13] proposed a multi-objective scheduling 
algorithm called MSITGO, which aims to optimize three 
conflicting objectives: idle resource costs, energy consumption, 
and batch task completion time. Drawing inspiration from 
Invasive Tumor Growth Optimization (ITGO), the MSITGO 
algorithm incorporates tumor cell growth modeling principles 
and integrates Pareto optimum and packing problem models. 
This integration enables a comprehensive and efficient 
exploration of potential solutions, expanding the range of ideas 
and accelerating the consensus-building process. Moreover, the 
MSITGO framework encompasses the entire task-processing 
operation by dividing it into two distinct stages: machine 
assignment and timeslot allocation. This refined framework 
enhances job scheduling efficiency and mitigates improper 
allocations. To validate its practical application, MSITGO 
undergoes empirical validation using real cluster data obtained 
from Alibaba. The experimental results demonstrate the 
superiority of MSITGO over existing techniques in addressing 
the multi-objective task scheduling problem. The framework 
exhibits its ability to provide more efficient solutions, 
highlighting its potential to make significant contributions to 
optimizing task scheduling across various applications. 

III. PROBLEM STATEMENT AND SYSTEM MODEL 

In this section, we define the problem statement and 
introduce the proposed architecture for task scheduling. The 
problem at hand revolves around the mapping of a set of n tasks, 
represented as tn = {t1, t2, ..., tn}, onto the m VMs vmm = {vm1, 
vm2, ..., vmm}, exist within the Hk hosts Hk = {H1, H2, ..., Hk}, 
which are situated within the Dn datacenters Dn = {D1, D2, ..., 
Dn}. During this mapping process, the priorities of both VMs 
and tasks are taken into account. The primary objectives of this 
mapping are to minimize the makespan and prevent SLA 
violations. 

Fig. 1 provides a visual representation of the proposed 
system architecture. The process begins with simultaneous user 
queries being submitted to the cloud administration dashboard 
and broker, which act as users' agents. The task manager then 
validates these requests, which considers the specified SLA 
requirements. If the requests meet the criteria and are deemed 
valid, they are placed in a waiting queue and subsequently 
forwarded to the task scheduler. Within this architecture, the 
task manager is crucial in calculating the priorities of diverse and 
heterogeneous tasks. These priorities are determined based on 
factors such as task size, run-time capacity, and the preferences 
of the VMs. 

Additionally, the VM priorities are determined by 
considering the unit cost of electricity associated with each VM. 
After determining the priorities of tasks and VMs, they are 
placed in a waiting line. The task scheduler then assigns the 
highest-priority task to the highest-priority VM.   The scheduler 
tries to reduce the makespan and prevent SLA breaches by 
categorizing the requests based on these priorities. The task 

scheduler plays a crucial role in efficiently mapping tasks to 
VMs while considering their priorities. It takes into account the 
optimization objectives of minimizing the makespan and 
ensuring compliance with SLAs. By intelligently assigning tasks 
to VMs based on their priorities, the scheduler aims to achieve 
an optimal task scheduling assignment, leading to improved 
system performance and user satisfaction. 

 
Fig. 1. System architecture. 

To evaluate the priorities of tasks, the workload on all VMs 
is calculated using Eq. (1), where lom represents the workload 
on m VMs residing in the set of Hk hosts. Consequently, the 
total workload on hosts is calculated using Eq. (2). 

𝑙𝑜𝑣𝑚𝑚
= ∑ 𝑙𝑜𝑚   (1) 

𝑙𝑜𝐻𝑘
=

𝑙𝑜𝑣𝑚𝑚

∑ 𝐻𝑘
   (2) 

To determine whether user requests or tasks can be 
processed on a specific VM, the processing capacity of a VM 
needs to be defined. This is indicated by Eq. (3), where prono 
represents the number of processing elements and proMIPS 
stands for the processing capacity based on the number of 
instructions processed per second. 

𝑝𝑟𝑜𝑐𝑎𝑣𝑚
= 𝑝𝑟𝑜𝑀𝐼𝑃𝑆 × 𝑝𝑟𝑜𝑛𝑜  (3) 

For the task scheduler to map tasks to specific VMs, it 
requires knowledge of the task size, which is calculated using 
Eq. (4). Subsequently, the priorities of all tasks are calculated 
using Eq. (5), while the priorities of VMs, based on unit 
electricity cost, are determined using Eq. (6). 

𝑡𝑘
𝑙𝑒𝑛 = 𝑡𝑝𝑟𝑘

× 𝑡𝑀𝐼𝑃𝑆  (4) 

𝑡𝑝𝑟𝑘
=

𝑡𝑘
𝑙𝑒𝑛

𝑝𝑟𝑜𝑘𝑣𝑚

   (5) 

𝑣𝑚𝑝𝑟𝑛
=

𝑒𝑙𝑒𝑐𝑜𝑠𝑡ℎ𝑖𝑔ℎ

𝑒𝑙𝑒𝑐𝑜𝑠𝑡𝑑𝑖

  (6) 

The primary goals of this research endeavor encompass the 
proper mapping of tasks to virtual resources, with a focus on 
minimizing the makespan and avoiding any violations of service 
level agreements (SLAs). To evaluate the makespan, Eq. (7) is 
employed as the metric. Subsequently, the determination of SLA 
violations becomes the next objective. SLA violations are 
influenced by two key factors: the active time of a host and 
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performance degradation. These factors are quantified using Eq. 
(8) and (9), respectively. By utilizing these equations, the 
calculation of SLA violations can be performed, as expressed in 
Eq. (10). 

𝑚𝑠𝑘 = 𝑒𝑘 + 𝑎𝑣𝑎𝑛  (7) 

𝐴𝑇𝐻𝑖
=

1

𝑝
∑

𝑣𝑖𝑜 𝑡𝑖𝑚𝑒𝐻𝑖

𝐴𝑇𝐻𝑖

𝑝
𝑠=1   (8) 

𝑝𝑒𝑑𝑔 =
1

𝑛
∑

𝑝𝑒𝑑𝑔
𝑝

𝑡𝑜𝑣𝑚
𝑝

𝑛
𝑎=1   (9) 

𝑆𝐿𝐴𝑣𝑖𝑜 = 𝑝𝑒𝑑𝑔 × 𝐴𝑇𝐻𝑖
  (10) 

IV. ENHANCED HHO FOR TASK SCHEDULING 

The HHO algorithm draws inspiration from the cooperative 
hunting and pursuit behaviors observed in Harris’s hawks, 
specifically their strategic hunting tactics like "surprise 
pounces" or "the seven kills"[14]. In cooperative attacks, 
multiple hawks collaborate to pursue a rabbit that has revealed 
itself, aiming to catch the prey swiftly. However, the hunt might 
include repeated rapid dives near the prey, depending on the 
prey's reactions and its potential to escape. Harris’s hawks 
display various hunting strategies based on the changing 
circumstances and the prey's escape patterns. Tactics are often 
altered if the lead hawk fails to pursue the prey, allowing another 
team member to continue the chase, often used to confuse 
escaping rabbits. Notably, the rabbit is unable to regain its 
defensive skills when a new hawk initiates the chase, and it 
cannot escape the attacking team as the most experienced hawk 
captures and shares the exhausted rabbit. 

The different phases of the HHO are depicted in Fig. 2, 
illustrating how hawks trace, encircle, and ultimately attack their 
prey. The mathematical model mirrors these hunting behaviors, 
encompassing three phases: exploration, transition between 
exploration and exploitation, and exploitation. Throughout each 
phase, Harris’s hawks represent potential solutions, and the 
target prey represents the optimal solution. Hawks use two 
exploration techniques to locate the prey. In one, they select a 
location based on other hawks' positions and the prey's location. 
In the second strategy, hawks perch randomly on tall trees. Eq. 
(11) simulates these methods with equal probabilities using 
random numbers. 

 
Fig. 2. HHO steps. 

𝑥(𝑡 + 1) = 

{
𝑥𝑟𝑎𝑛𝑑𝑜𝑚(𝑡) − 𝑥1|𝑥𝑟𝑎𝑛𝑑𝑜𝑚(𝑡) − 2𝑟2𝑥(𝑡)|, 𝑞 ≥ 0.5

𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥𝑚𝑒𝑎𝑛(𝑡) − 𝑟3(𝐿𝐵 + 𝑟4(𝑈𝐵 − 𝐿𝐵)), 𝑞 < 0.5

 (11) 

Eq. (12) calculates the average hawk population position. 
The algorithm switches from exploration to exploitation based 
on the rabbit's energy, as expressed in Eq. (13). When the 
rabbit's escaping energy |𝐸|⩾1, hawks explore more areas; 
otherwise, exploitation begins. Eq. (14) - Eq. (17) determine 
whether hawks perform a soft or hard siege based on the rabbit's 
energy and escape success. A soft siege involves repeated dives, 
simulating the rabbit's successful escape, while a hard siege is 
calculated differently. 

𝑥𝑚𝑒𝑎𝑛(𝑡) =
1

𝑁
∑ 𝑥𝑖(𝑡)𝑁

𝑖=1   (12) 

𝐸 = 2𝐸0(1 −
𝑡

𝑀𝑎𝑥_𝑖𝑡𝑒𝑟
)  (13) 

𝑥(𝑡 + 1) = 𝛥𝑥(𝑡) − 𝐸|𝐽.𝑥𝑟𝑎𝑏𝑏𝑖𝑡 (𝑡) − 𝑥(𝑡)| (14) 

𝛥𝑥(𝑡) = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)  (15) 

𝐽 = 2(1 − 𝑟𝑎𝑛𝑑𝑜𝑚)  (16) 

𝑥(𝑡 + 1) = 𝑥(𝑡) − 𝐸|𝛥𝑥(𝑡)| (17) 

Eq. (18) - Eq. (21) governs the soft-siege rapid dives, 
utilizing Lévy flights to mimic the prey's behaviour. Eq. (18) and 
(19) calculate the hawks' actions during the dive, while Eq. (20) 
and Eq. (21) reflect the final soft-siege rapid dives and the 
parameters k and z during a hard siege, respectively. 

𝑘 = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽. 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)| (18) 

𝑧 = 𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚𝑉𝑒𝑐𝑡𝑜𝑟. 𝐿(𝑑𝑖𝑚)  (19) 

𝑥(𝑡 + 1) = {
𝑘, 𝑖𝑓𝑓(𝑘) < 𝑓(𝑥(𝑡))
𝑧, 𝑖𝑓𝑓(𝑧) < 𝑓(𝑥(𝑡))

  (20) 

𝑘 = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽. 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥𝑚𝑒𝑎𝑛(𝑡)| (21) 

In the exploration phase of the HHO algorithm, the 
calculations pertaining to positions, specified in Eq. (11) and Eq. 
(12), are influenced by random values r1 and r3 within the range 
of (0, 1). While this stochastic approach fosters randomness in 
each step during the global search, it lacks the necessary 
variability. During this phase, the original HHO algorithm 
operates under the assumption that hawks, with their keen eyes, 
can generally track and detect prey; however, there are moments 
when prey is elusive and might not be detected easily, 
sometimes even after several hours. In light of these 
observations, it seems plausible to consider adjusting these 
parameters to render them more adaptable. 

We propose to conceptualize r1 and r3 as indicative of the 
step length, where larger values imply swifter movement for the 
hawks, and conversely, smaller values correspond to slower 
movement. There exist two scenarios for a hawk to find prey: 
one scenario involves immediate detection, while the other 
involves a prolonged search. In the former, it is essential to 
account for the variability in step length, whereas, in the latter 
scenario, the overall variability of the step length should 
diminish. As time progresses, the likelihood of a hawk finding 
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prey increases; therefore, initially, hawks should explore a wider 
range with larger steps, gradually transitioning to a more 
methodical search in later iterations. Thus, we propose an update 
to r1 and r3 using an exploration factor represented by Eq. (17). 
Consequently, the modified Eq. (11) is updated as follows Eq. 
(18): 

𝑒𝑓 = (𝑏 × 𝑟𝑎𝑛𝑑 −
𝑏

2
) × 𝑐𝑜𝑠(

𝜋

2
× (

𝑡

𝑇
)2)      (22) 

𝑋(𝑡 + 1) = 

{
𝑋𝑟𝑎𝑛𝑑(𝑡) − 𝑒𝑓|𝑋𝑟𝑎𝑛𝑑(𝑡) − 2𝑟2𝑋(𝑡)|, 𝑞 ≥ 0.5

(𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚(𝑡)) − 𝑒𝑓(𝐿𝐵 + 𝑟4(𝑈𝐵 − 𝐿𝐵)), 𝑞 < 0.5
 (23) 

Here, the value of b is set to 2 based on favorable results 
from experimental tests. The term (b ∗ rand − b/2) introduces 
randomness in the step length by generating random numbers 
within the interval of (−b/2, b/2). In essence, the exploration 
factor initially widens the step length range from (0, 1) to (−b/2, 
b/2) to support expansive exploration. As the number of 
iterations increases, it gradually shifts the exploration process 
from a broad range to a more constrained one. Ultimately, this 
approach maintains the essential randomness in the step length 
while adapting it dynamically over the course of iterations. 

The choice of parameters in EHHO algorithm is critical for 
optimizing its performance in task scheduling within cloud 
environments. The parameter b is set to 2 based on favorable 
outcomes from preliminary experimental tests, which suggests 
that this value effectively balances the exploration and 
exploitation phases of the algorithm. The exploration factor (ef), 
introduced in Eq. (22), modifies the step length of hawk 
movements, thereby enhancing the algorithm's ability to search 
for optimal solutions dynamically. The term (b×rand−b/2) adds 
randomness within the interval (−b/2, b/2), initially broadening 
the step length to support wide-ranging exploration and then 
gradually narrowing it to facilitate a more focused search as 
iterations progress. This adaptation ensures the algorithm 
maintains its stochastic nature while becoming more methodical 
over time. The experimental design rationale involves 
simulating the EHHO algorithm against established 
optimization algorithms like GA, ACO, and PSO, across 
varying workloads to evaluate its efficacy. The validation 
process entails comparing key performance metrics, such as 
makespan and SLA violations, demonstrating significant 
improvements in both general and BigDataBench workloads. 

V. EXPERIMENTAL RESULTS 

This section discusses the configuration settings for 
simulation and presents the simulation results. The simulation 
was conducted using the CloudSim toolkit, which provides an 
accurate environment for simulating the cloud paradigm. The 
simulation environment utilized in this study was implemented 
on a machine with an Intel Core i5 processor and 8 GB of RAM. 
Table I shows configuration settings for simulation. Table III 
outlines the specific standard configuration settings utilized in 
the simulation. 

Table II presents the computation of SLA violations for 
different algorithms, including PSO, ACO, GA, and our 

proposed algorithm (EHHO), considering varying task 
quantities. 

TABLE I.  CONFIGURATION SETTINGS FOR SIMULATION 

Parameter Value 

Datacenter count 5 

Operating system Linux 

Virtual machine monitor Xen 

VM bandwidth 5 Mbps 

VM memory 1024 MB 

VM count 20 

Network bandwidth 1000Mbps 

Host storage capacity 5 TB 

Host memory 16 GB 

Task length 780,000 

Task count 100-1000 

TABLE II.  SLA VIOLATIONS FOR RANDOMLY GENERATED WORKLOADS 

Task count GA ACO PSO EHHO 

100 15 12 17 7 

500 12 18 25 9 

1000 21 22 28 18 

The selection of GA, ACO, and PSO for comparison against 
our proposed EHHO algorithm is rooted in the distinct strengths 
and prevalent application of these algorithms in the field of 
optimization and task scheduling. Each of these algorithms 
represents a different heuristic approach to solving complex 
optimization problems, making them ideal benchmarks for 
assessing the performance of EHHO. The Genetic Algorithm 
(GA) is an evolutionary algorithm that simulates the process of 
natural selection. It operates through mechanisms inspired by 
biological evolution, such as selection, crossover, and mutation. 
GA's robustness in exploring large search spaces and finding 
near-optimal solutions is well-documented, making it a common 
choice for various scheduling and optimization tasks. By 
comparing EHHO to GA, we can evaluate how well our 
algorithm performs in terms of scalability and efficiency, 
especially in complex environments where traditional methods 
might struggle. 

The ACO and PSO were chosen due to their distinct nature 
and widespread use in optimization problems. ACO is inspired 
by the foraging behavior of ants and is particularly effective in 
finding optimal paths and solutions through a collaborative 
approach. Its performance in scheduling tasks is noteworthy, 
making it a suitable candidate for comparison. PSO, on the other 
hand, simulates the social behavior of birds flocking or fish 
schooling. It is known for its simplicity and fast convergence 
rates, making it a popular choice for various optimization 
problems, including resource scheduling and allocation. By 
including ACO and PSO in our comparative analysis, we cover 
a broad spectrum of heuristic optimization techniques. This 
allows us to comprehensively assess the efficiency, scalability, 
and robustness of EHHO in minimizing SLA violations and 
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makespan across different workload scenarios, thereby 
highlighting its potential advantages and areas of improvement 
in real-world applications. 

When subjected to randomly generated workloads, the SLA 
violations recorded for the PSO algorithm were 17%, 25%, and 
28%, respectively. For ACO, the corresponding SLA violations 
are 12%, 18%, and 22%. GA yields SLA violations of 15%, 
12%, and 21%, while EHHO results in SLA violations of 7%, 
9%, and 18%. In Table III, we present the assessment of SLA 
violations incurred by different algorithms across varying task 
quantities. These evaluations were conducted using the 
BigDataBench workload as the basis for generating tasks. For 
PSO, the SLA violations are 18%, 21%, and 29%. ACO yields 
SLA violations of 10%, 12%, and 18%. GA generates SLA 
violations of 18%, 21%, and 29%. EHHO results in SLA 
violations of 9%, 11%, and 13%. It is evident that EHHO 
significantly reduces SLA violations over other algorithms. By 
considering the priority of VMs and tasks, our algorithm 
efficiently schedules the tasks, resulting in a minimized 
makespan. 

TABLE III.  SLA VIOLATIONS FOR BIGDATABENCH WORKLOADS 

Task count GA ACO PSO EHHO 

100 18 10 18 9 

500 21 12 21 11 

1000 29 18 29 13 

 
Fig. 3. Visual representation of SLA violations for randomly generated 

workloads. 

 

Fig. 4. Visual representation of SLA violations for bigdata bench workloads. 

Table IV presents the calculated makespan values for 
different algorithms for three task quantities. In the case of 
randomly generated workloads, the makespan values obtained 
for PSO were 1289, 1678, and 1989, respectively, for the three 
task quantities 100, 500, and 1000. For ACO, the corresponding 
makespans are 1156, 1563, and 2146. GA yields makespans of 
1543, 1475, and 1934, while the proposed algorithm results in 
makespans of 976, 1281, and 1814. Table V presents the 
calculated makespan values for different algorithms using the 
BigDataBench workload, considering task quantities of 100, 
500, and 1000. For PSO, the makespans are 1367, 1747, and 
2045. ACO yields makespans of 1243, 1643, and 2387. GA 
generates makespans of 1437, 1532, and 2243, while the 
proposed algorithm results in makespans of 1087, 1407, and 
1882. Fig. 3, 4, 5 and 6 show visual representation for different 
workloads. 

TABLE IV.  MAKESPAN FOR RANDOMLY GENERATED WORKLOADS 

Task count GA ACO PSO EHHO 

100 1543 1156 1289 976 

500 1475 1563 1678 1281 

1000 1934 2146 1989 1814 

TABLE V.  MAKESPAN FOR BIGDATABENCH WORKLOADS 

Task count GA ACO PSO EHHO 

100 1437 1243 1367 1087 

500 1532 1643 1747 1407 

1000 2243 2387 2045 1882 

 
Fig. 5. Visual representation of makespan for randomly generated 

workloads. 

 
Fig. 6. Visual representation of makespan for bigdatabench workloads. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

794 | P a g e  

www.ijacsa.thesai.org 

VI. DISCUSSION 

The EHHO algorithm has shown significant improvements 
over traditional algorithms like GA, ACO, and PSO in 
optimizing makespan and reducing SLA violations, which 
suggests it has a strong foundation for handling larger and more 
complex workloads. The inherent design of the EHHO, which 
draws from the cooperative hunting strategies of Harris's hawks, 
allows it to dynamically adjust its exploration and exploitation 
phases. This dynamic adjustment is crucial for scalability 
because it enables the algorithm to maintain efficiency as the 
number of tasks and VMs scales up. The exploration factor 
introduced in the EHHO enhances its capability to search a 
wider solution space initially and then focus on more promising 
areas, which is beneficial when dealing with large-scale 
environments. 

Cloud computing environments are highly dynamic, with 
workloads and resource availability fluctuating rapidly. The 
adaptability of the EHHO algorithm in such conditions is 
supported by its enhanced exploration mechanism, which allows 
for a more flexible search process. The algorithm can adjust its 
step lengths and exploration range based on the iteration 
progress and current solution quality, helping it adapt to sudden 
changes in workload patterns and resource distribution. 

The scalability of the proposed EHHO algorithm is a critical 
factor for its practical application in diverse cloud computing 
environments, characterized by varying loads and resource 
distribution patterns. Scalability in this context refers to the 
algorithm's ability to maintain or improve its performance as the 
size of the cloud environment increases and as it adapts to 
changing conditions. 

Moreover, the use of random values in the EHHO's 
exploration phase fosters a level of stochasticity that can be 
beneficial in diverse environments. This randomness ensures 
that the algorithm does not become overly dependent on specific 
patterns and can handle unexpected changes more effectively. 
While the EHHO algorithm has demonstrated improved 
performance metrics, its scalability also depends on managing 
computational overhead. The algorithm's complexity, 
particularly in large-scale environments, could potentially 
introduce significant computational costs. To mitigate this, the 
EHHO can be parallelized and optimized to run on distributed 
cloud infrastructure, leveraging the parallel processing 
capabilities of modern cloud systems. This parallelization can 
distribute the computational load, ensuring that the algorithm 
remains efficient even as the scale of the environment increases. 

For addressing real-world scenarios challenges, 
implementing the EHHO algorithm for cloud task scheduling in 
real-world scenarios presents several potential challenges. One 
of the primary challenges is the dynamic and unpredictable 
nature of cloud environments. Cloud infrastructures often 
experience varying workloads and resource availability, making 
it difficult to maintain consistent performance and SLA 
adherence. The EHHO algorithm, although optimized for 
exploration and preventing convergence to local optima, may 
still need continuous adjustments and fine-tuning to handle these 
dynamic changes effectively. Additionally, integrating the 
EHHO algorithm with existing cloud management platforms 
can be complex, requiring significant modifications to 

accommodate its unique optimization processes. This 
integration process must ensure minimal disruption to ongoing 
services and avoid introducing new inefficiencies. 

Another challenge is the potential computational overhead 
introduced by the EHHO algorithm. While EHHO aims to 
optimize resource utilization and task scheduling, the algorithm 
itself can be computationally intensive, especially when 
handling large-scale cloud environments with numerous tasks 
and VMs. This computational demand can offset some of the 
performance gains achieved through optimized scheduling. 
Moreover, real-world applications often involve multi-tenant 
environments where multiple users and applications compete for 
resources. Ensuring fairness and effective resource allocation 
while using EHHO to maximize efficiency can be challenging. 
The algorithm must be designed to respect priority levels, 
application-specific QoS requirements, and user-specific SLAs, 
which can add layers of complexity to its implementation. 

To address these challenges, several adaptations and 
enhancements can be incorporated into the EHHO algorithm. 
Firstly, implementing a feedback mechanism that continuously 
monitors the cloud environment and dynamically adjusts the 
EHHO parameters can help maintain optimal performance 
despite changes in workload patterns and resource availability. 
This adaptive approach can involve machine learning techniques 
that predict workload trends and preemptively adjust the EHHO 
algorithm's exploration and exploitation balance. 

Secondly, to mitigate the computational overhead, the 
EHHO algorithm can be parallelized and optimized to run 
efficiently on distributed systems. Leveraging the inherent 
parallelism in cloud infrastructures can distribute the 
computational load of the EHHO algorithm, ensuring that it 
scales effectively with the size of the cloud environment. 
Additionally, introducing a hybrid approach that combines 
EHHO with other less computationally intensive algorithms can 
help balance the trade-offs between optimization quality and 
computational efficiency. For instance, using simpler heuristic 
methods for initial task scheduling and applying EHHO for fine-
tuning can achieve a balance between performance and 
overhead. 

Lastly, ensuring fairness and effective resource allocation in 
multi-tenant environments requires incorporating priority-based 
and QoS-aware scheduling policies into the EHHO algorithm. 
This can involve designing custom fitness functions that account 
for user-specific SLAs and QoS requirements, ensuring that the 
algorithm not only optimizes for overall resource utilization but 
also respects individual application needs. Regular audits and 
evaluations of the algorithm's performance in meeting SLAs and 
QoS parameters can help in making necessary adjustments and 
improvements, ensuring that EHHO remains effective in real-
world cloud environments. 

VII. CONCLUSION 

The scheduling of tasks in cloud computing environments 
presents substantial issues for both cloud providers and 
customers. In the absence of an efficient scheduler, the diverse 
and heterogeneous workload can result in prolonged makespan 
and violations of SLAs, thereby compromising the overall QoS. 
To tackle these challenges, this study presented a novel task-
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scheduling algorithm that incorporates the priority of VMs and 
tasks to achieve optimal task-to-resource mapping. Our 
scheduling strategy builds upon the existing HHO algorithm, 
incorporating enhancements to improve its effectiveness. To 
evaluate and validate our proposed algorithm, we conducted 
comprehensive simulations and experiments using the 
CloudSim framework. The efficacy of the suggested algorithm 
is evaluated in comparison to established methodologies such as 
PSO, ACO, and GA. Initially, we used randomly generated 
workloads in the simulation, and later, we utilized a real-time 
dataset called BigDataBench. The results of our evaluation 
provide compelling evidence that our proposed algorithm 
surpasses the previous methods by optimizing SLA violations 
and makespan. 

Despite these promising results, our study has some 
limitations. Firstly, the algorithm's performance has been tested 
primarily within simulated environments, which may not fully 
capture the complexities and variabilities of real-world cloud 
infrastructures. The computational overhead introduced by the 
enhanced HHO algorithm also needs further analysis to ensure 
scalability and efficiency in large-scale cloud deployments. 
Additionally, the algorithm currently focuses on optimizing 
makespan and SLA violations but does not explicitly address 
other crucial factors such as energy consumption, cost 
efficiency, and fairness in resource allocation among multiple 
tenants. Future research should aim to address these limitations 
by conducting real-world implementation and testing, exploring 
hybrid optimization techniques to balance computational 
efficiency, and integrating additional optimization objectives 
such as energy and cost savings. Expanding the algorithm's 
adaptability to diverse and evolving cloud environments will 
also be essential for its broader applicability and robustness. 
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Abstract—Islands represent strategic platforms for exploring 

and exploiting marine resources. This article presents a hybrid 

renewable electric system (HRES) designed to power the island 

communities of Djerba in Tunisia. The system integrates 

photovoltaic panels, wind turbines, tidal turbines, hydraulic 

systems, biomass, and batteries, taking into account available 

climatic and land resources. A multi-objective optimization 

method is proposed for sizing this system to minimize power loss 

and energy costs. Two optimization algorithms, MOPSO (Multi-

Objective Particle Swarm Optimization) and SSO (Social Spider 

Optimization) have been used to solve this problem. MATLAB 

simulations show that MOPSO offers better convergence and 

coverage than SSO. The results confirm the viability of the 

proposed algorithm and method for optimal sizing. In addition, 

they enable an in-depth analysis of the electrical production and 

economic benefits associated with the various system 

components. 

Keywords—Hybrid renewable energy system; techno-economic 

optimzation; optimal sizing; MOPSO; SSO 

I. INTRODUCTION 

Energy demand is growing exponentially due to population 
growth and industrialization. Distributed renewable energy 
offers many advantages and is a practical alternative to 
conventional energy sources. Many renewable energy systems 
can be integrated into hybrid renewable energy systems 
(HRES) for on-grid and off-grid applications, as has been 
widely proposed and discussed. 

A thorough and detailed design and modeling of a stand-
alone HRES, including conventional and renewable energy 
resources, has been introduced using meta-heuristic algorithms 
[1]. Technical and ecological aspects were also taken into 
account. Other research has focused on transcriber generation 
in microgrids, peer-to-peer energy exchange in micro/mini-
grids with the local electricity community, and statistical 
analyses of wind and photovoltaic HRES [2], [3], [4]. 

The optimal sizing of an island hybrid system is studied to 
establish the optimum capacity and size for an island system 
comprising a wind turbine (WT), solar panels (PV), and a 
battery [5]. The off-grid operation of an island hybrid system 
has been examined to establish the optimal sizing and 
operation of the WT, photovoltaic (PV), and battery 
components [6]. 

In study [7], a PV/wind turbine (WT) hybrid system 
installed in Jordan was designed to minimize the cost of energy 

(COE) and maximize the fraction of demand met by the 
system. A hybrid PV/biomass/fuel cell (FC) system installed in 
Iran was presented and optimized in study [8], considering the 
loss of power probability (LPSP) as an objective function. 
Different optimization approaches have been studied to 
determine the optimal sizing of a PV/WT/FC hybrid system, as 
discussed in study [9]. 

The methodology presented in this article uses 12-variable 
modeling applicable to a wide range of microgrid 
configurations [10]. A multi-objective particle swarm 
optimization (MOPSO) algorithm is used to minimize system 
cost and dependence on external energy sources [11], [12], 
[13]. After optimization, this external energy cost is used to 
determine the best system configuration for a given location 
and consumption profile. 

The social spider optimization (SSO) algorithm is used to 
solve the economic dispatch problem [14], [15]. It is also used 
for the first time to estimate the thermophysical properties of 
phase-change materials [16]. 

 In research [17], a recent methodology is developed based 
on the SSO. The objective is to determine the optimal sizing of 
a microgrid containing photovoltaic, wind, diesel, and batteries 
in the Aljouf region. The study focused on three 
configurations: PV/battery/diesel,wind/battery/diesel, and 
PV/wind/battery/diesel. In addition, several algorithms are 
used to optimize the energy cost, respecting the loss of power 
probability (LPSP) as a technical factor. In study [18], the 
design of the PV/FC/battery system and a sensitivity analysis 
study are presented. 

The choice of an optimization method for a hybrid system 
depends on both specific objectives, such as minimizing 
operating costs and maximizing revenue, and sustainable 
objectives, such as reducing carbon emissions and adopting 
renewable energies. There is a growing trend towards holistic 
approaches that balance economic and environmental 
considerations to achieve sustainable goals [19], [20]. 

The optimal performance of the grid with a distributed 
generator (DG) and an energy storage system (ESS) on several 
objective functions, such as loss minimization, unbalanced 
generation at the substation, and overall energy costs as well as 
peak load demand, is introduced in study [21]. In study [22], 
and [23], a SSO algorithm is used to solve the economic 
distribution algorithm, while in study [24], the hybrid SSO 
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algorithm is used to estimate the physical characteristics of the 
phase thermos for the first time. 

This article focuses on optimizing the structure of a hybrid 
system comprising photovoltaics, wind turbines, tidal turbines, 
hydraulics, biomass, and batteries. This optimization is carried 
out using two meta-heuristic algorithms, MOPSO (Multi-
Objective Particle Swarm Optimization) and SSO (Social 
Spider Optimization). These algorithms were also used to 
reduce energy costs and the probability of power loss. 

This careful selection process ensures the integration of 
state-of-the-art methodologies adapted to the complexities of 
the research problem, leading to a robust and innovative 
solution. 

The remainder of this paper is organized as follows: In 
Section II, we describe a hybrid electrical system. In Section 
III, the economic analysis of the optimization parameters is 
clarified. In Section IV, the optimization problem is 
formulated. Section V presents the optimization algorithms. 
Section VI provides a case study. Results are given in Section 
VII. Section VIII presents a conclusion. 

II. DESCRIPTION OF THE HYBRID ELECTRICAL SYSTEM 

The schematic diagram of the proposed Hybrid Renewable 
Energy System (HRES) is shown in Fig. 1. The system 
integrates several energy sources, including photovoltaic (PV) 
solar panels, wind turbines (WT), tidal turbines, 
hydroelectricity, biomass and batteries (BESS). The HRES is 
configured for alternating current (AC), with all renewable 
energy sources connected to the same AC bus. Direct current 
(DC) sources such as PV, WT, and BESS are connected to the 
AC bus via DC/AC inverters. In addition, wind turbines require 
a controlled inverter to adjust power output to voltage and 
frequency specifications. The project's economic and technical 
data are presented in Table I for the system studied. 

A. Photovoltaic Modeling 

The power output of the photovoltaic panel, Ppv, is defined 
by [28]: 

Ppv = ηpvNpvPmax
G(t)

Gstc
[1 − KT(TC(t) − Tstc)] (1) 

Where TC and TSTC  represent respectively the ambient and 
the surface temperature of the photovoltaic cells, in this work, 
TC is assumed to be equal to 25 °C under standard test 
conditions (STC). G designates the solar radiation measured as 
W/m2. GSTC and KT represent the constants of photovoltaic 
cells whose values are fixed at 1 kW/m2 and -3.7×10-3 °C-1, 
respectively.ηpv Implies the efficiency of the solar panels and 

includes the efficiency of the power converter, tracking 
systems, and connection wires,Npvrepresents the photovoltaic 

panel numbers. Pmax is the nominal output power for STC. 

B. Wind Turbine Modeling 

In the case of the wind turbine, the power output depends 
on the wind speed, which in turn is a function of the turbine 
height. The relationship between the wind speed and the 
turbine hub height is represented by the equation as shown 
below [28]: 

v2

v1
= (

h2

h1
)
α

   (2) 

 
Fig. 1. Hybrid energy system configuration. 

TABLE I.  ECONOMICAL AND TECHNICAL DATA [25],[26],[27] 

Components Parameters Value Unit 

Diesel 

generator 

Lifetime 24000 Hours 

Initial cost 1000 $/kW 

Rated power 4 kW 

Wind Turbine 

Wind regulator cost 1000 $ 

Cut out 21 m/s 

Cut in 3 m/s 

Rated speed 12 m/s 

Rated power 10 kW 

Price 2000 $/kW 

Lifetime 25 Year 

Photovoltaic 

PV regulator efficiency 95 % 

Lifetime 25 Year 

Initial cost 3400 $/kW 

Rated power 300 kW 

PV regulator cost 1500 $ 

Tidal Turbine 

Tidal regulator cost 1000 $ 

Cut out 3.05 m/s 

Cut in 1 m/s 

Rated power 40 kW 

Price 1535 $/kW 

Hydraulic 

Lifetime 25 Year 

Initial cost 750 $/kW 

Rated power 10 kW 

Biomass 

Replacement cost 200 $ 

Capital cost 1500 $ 

Rated power 1 kW 

Operating and maintenance 0.1 $ 

Battery 

Efficiency 80 % 

Lifetime 12 Year 

Initial cost 280 $/kW 

Rated power 1 kWh 
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Where: h1 and h2represent the reference height and hub 
height required, and v1, v2 correspond to the wind speed. α is 
the coefficient of friction and is determined by several 
characteristics of the site, especially the roughness, the 
temperature, the speed, the height, and the time of year. The 
power produced by the wind turbine is presented by Eq. (3) 
[28]. 

Pwt(t) =

{
 
 

 
 
0                                               𝑣(𝑡) < vin

ηwtNwtPwtr
(v2(t)−vin

2 )

(vm(t)−vin
2 )
vin < 𝑣(t) < vr

ηwtNwtPwt_r                         vr < 𝑣(t) < voff
0                                             𝑣(t) > voff

     (3) 

Where Nwt represents the wind turbinenumbers, 

η
wt

represents the wind turbine efficiency, Pwt_r implies the 

rated power of a single WT operated at the rated wind speed 
(vr) in (m/s), andvin, voffdenotes the velocity in (m/s) at which 
the WT starts running and stopped, respectively. 

C. Tidal Modeling 

The operating principles of tidal turbines are generally 
based on those of wind turbines since they operate similarly. 
The available power may be determined by Eq. (4), as 
described in detail in [29]. Where: St is the surface area of the 
turbine (m2), ρt equals the density of the water (1000 kg/m3), 
vt equals the speed of the water (m/s), and Cpt equals the power 
coefficient. 

Pt =
1

2
NtidρtStCptvt

3      (4) 

D. Hydraulic Modeling 

The pump is designed to raise the water level in the lower 
cascade basin to the upper reservoir [30]. The power required 
to operate the pump is represented by Eq. (5): 

Phy = NhydηPρwghQ(t)       (5) 

where, ηP is the efficiency of the pump installation, the 
density of the water is represented by ρw (kg/m3), the flow rate 
of the water is represented by Q in (m3/s), an effective head 
corresponds to h (m)and accelerated gravity is represented by g 
(m/s2). 

E. Biomass Modeling 

The biomass generator is considered a production base to 
satisfy energy needs, complementing other energy production 
sources. The biomass generator's production of electrical 
energy can be evaluated by [28]: 

Pb(t) = NbηgωHhvQsr(t)        (6) 

where, ηg corresponds to the gasifier efficiency and is equal 
to 75%, ω corresponds to a conversion factor from kJ to kWh 
(27.78×10-5), Qsr(t) indicates the biomass flow rate (kg/h), and 
Hhv corresponds to the higher calorific yield of the biomass 
introduced by the system. 

F. Battery Modeling 

The final component connected to the DC bus is the 
battery, characterized by its capacity, Cbat, as shown below 
[28]: 

Cbat =
Eload×Ad

DOD×ηinv×ηb
       (7) 

where, Ad represents the days of autonomy, and Eload 

denotes the load. The depth of discharge (DOD) is assumed to 
be 8%. The inverter efficiency (ηinv) is taken to be 95%, and 
the battery efficiency (ηb) is taken to be 85%. 

G. Diesel Generator Modeling 

A stand-alone diesel generator is connected to the AC bus 
as a second source. This is essential for the stable operation of 
the HRES, particularly when renewable resources cannot meet 
the load demand. The generator fuel consumption q(t) can be 
calculated as follows [28]: 

q(t) = aP(t) + bPrated        (8) 

Where a and b represent the fuel consumption coefficients, 
estimated at 0.246 and 0.08415 l/kWh respectively. Prated is the 
rated power, and P(t) is the power output at a specified time. 

III. ECONOMIC ANALYSIS OF OPTIMIZATION PARAMETERS 

A. Cost of Energy 

The cost of energy (COE) represents the average cost of the 
usable electricity produced by a hybrid system and can be 
determined by the following equation [31]: 

COE =
NPC

∑ Pload
8760
i=1

× CRF         (9)  

where, Pload represents the power demand per hour, and 

CRF (Capital Recovery Factor) is defined as follows: 

CRF =
i×(1+i)n

(1+i)n−1
   (10) 

B. Loss of Power Supply Probability 

Reliability is the basis for the operation of the entire 
system. In this article, the loss of power probability (LPSP) is 
presented as an indication of system reliability. LPSP measures 
the ability of power generation to meet load 
requirements.LPSP can be calculated from the total power 
outage duration divided by the total report duration [31]. 

LPSP =
∑ [Pload(t)−(Ppv(t)+Pwt(t)+Ptid(t)+Phyd(t)+Pb(t))]
8760
i=1

∑ Pload(t)
8760
i=1

 (11) 

where Pload(t) represents the power of load. 

C. Renewable Factor 

Renewable Factor (RF) determines the quantity of 
electricity produced by renewable resources about the non-
renewable resources (diesel generator) used by the HRES and 
can be calculated in the following equation [31]: 

RF(%) = 1 − (
∑ Pdiesel(t)
8760
i=1

∑ Pgen(t)
8760
i=1

) × 100 (12)   

where Pgen is the total power of renewable energies. And, 
when RF is equal to 100%, this means an ideal system that 
relies solely on power generated from renewable energy 
resources. When it is at zero percent, it means that the power 
generated by the diesel generator is the same as the power 
produced by renewable energy resources. 
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IV. FORMULATION OF THE OPTIMIZATION PROBLEM 

The HRES system, integrating renewable energy sources 
such as photovoltaic, wind,tidal, hydro, biomass, and batteries, 
is designed to supply electricity to a remote island in south-
eastern Tunisia. It aims to guarantee system reliability, reduce 
energy costs, and minimize the probability of power loss. In 
this article, the cost of energy (COE) and the probability of 
power loss (LPSP) are used as optimization objectives. 

A. Objective Function 

To assess overall hybrid system performance, the 
probability of power loss (LPSP) and energy cost (COE) are 
suggested as the two objective functions, with the main goal 
being to minimize both functions to achieve high reliability and 
the minimum possible cost of the hybrid systems studied. 

min{COE, LPSP}    (13) 

The various sizing optimization objectives depend on some 
restrictions deriving from each of the sources used in the 
system under study. 

B. Constraints 

Constraints are shown for achieving the required system 
design. For this HRES system, restrictions are defined in the 
following terms: 

Npvmin ≤ Npv ≤ Npvmax
Nwtmin ≤ Nwt ≤ Nwtmax
Ntidmin ≤ Ntid ≤ Ntidmax
Nhydmin ≤ Nhyd ≤ Nhydmax
Nbmin ≤ Nb ≤ Nbmax
LPSP ≤ LPSPmax
RFmin ≤ RF

Ad
min ≤ Ad

  (14) 

V. OPTIMIZATION ALGORITHMS 

To meet the design challenges of our HRES system, we are 
investigating two different optimization approaches: MOPSO 
and SSO. These methods offer a flexible economic analysis 
platform and are based on natural principles, bringing new 
optimization perspectives. In this section, we present these 
methods in detail, describing their specific application to the 
sizing of hybrid energy systems to identify optimal and 
economically sustainable solutions. 

A. Overview of the MOPSO Algorithm 

A PSO algorithm was born out of the study of the predatory 
behavior of flocks. For PSO, a search for the birds within the 
population pool's empty zone is the solution to the optimization 
problem, i.e. "particles". All particles have a fitness value, as 
determined by the optimization function. Furthermore, each 
particle's direction and distance are defined by its velocity. All 
particles are traced to the optimal particles in the population, to 
find the optimum solution in the interval. The process of 
updating is as follows [30]: 

Vi+1 = ωVi + C1rand()(pbesti − Xi) + C2rand()(gbesti − Xi) 

Xi+1 = Xi + Vi+1   (15) 

Where Vi represents the velocity and Xi the position of the 
particle; gbest represents the optimal location for all particles 
found in the entire population; rand() represents the random 
number between (0,1); Xi represents the particle's current 
position; c1 and c2 represent training factors. ω represents the 
particle swarm's dynamic weight value, whose value is: 

ω = ωmax − ωmin ×
inter

intermax
  (16) 

where ωmax is the initial weight of inertia; ωmin is the weight 
of inertia during iteration to maximum algebra; intermax is the 
maximum number of iterations; inter is the actual iteration 
number. 

1) Description of the MOPSO algorithm: A criterion to 

classify a meta-heuristic algorithm for optimization problem 

solving consists of the number to be achieved: a single 

objective, a multi-objective problem, or a multiple-objective 

problem. The MOPSO (Multi-ObjectiveParticle Swarm 

Optimization) approach was developed to solve multi-

objective optimization problems. MOPSO makes use of 

particles that represent possible solutions, which move in the 

search space following swarm-inspired rules. By updating the 

positions and velocities of these particles as the best solutions 

are identified, the system identifies non-dominated solutions 

forming the Pareto front. This makes it possible to determine 

optimal trade-offs among different objectives, offering a range 

of optimized options for making decisions in a highly complex 

environment [32]. 

Algorithm 1: Pseudocode of MOPSO 

Step 1 

Input data includes meteorological, load demands, technical, 

economic, and constraint data. 

Step 2 

Set an upper bound and a lower bound for the source of HRES. 

Step 3 

C1 = 1.5, C2 = 1.5, inertia_weight = 0.9 

 

Step 4 

For each particle in particle_swarm: 

particle.velocity = random_value() 

particle.position = random_value() 

particle.fitness = assess_fitness(particle.position) 

Step 5 

For each particle in particle_swarm: 

Update pbest and gbest if necessary. 

Step 6 

For each particle in particle_swarm: 

particle. velocity =  inertia_weight × particle. velocity 
+  C1  random_value()  
× (particle. pbest_position 
−  particle. position)  +  C2 × random_value()
× (global. gbest_position 
−  particle. position) particle. position 
=  particle. position +  particle. velocity 

Step 7 

Until max_iterations or non_dominated_sort_solution_found: 

Repeat steps 5 and 6. 

Return the best setting or optimal LPSP and COE values. 

End 
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B. Definition of Algorithm SSO 

The Social Spider Optimizer (SSO) represents an 
optimization algorithm inspired specifically by the social 
behavior of spiders. Using data from spider positions, social 
interactions, and the best historical solutions, it explores the 
found space. By encouraging spider cooperation and 
combining exploration and exploitation, the SSO can generate 
high-quality solutions for optimizing a particular objective 
function. Fig. 2 presents the general procedure of the SSO 
algorithm [29]. 

 
Fig. 2. Flow chart of the SSO process. 

1) The proposed SSO-based solution methodology: The 

proposed methodology using the SSO algorithm for the 

optimal HRES system sizing is shown in Fig. 3. First, 

photovoltaic, wind, tidal, hydro, biomass, and battery 

requirements are defined, in addition to the load. 

Meteorological data from the installation site, including wind 

speed, solar radiation, ambient temperature, tidal speed, and 

water flow, are recorded. 

The SSO process is performed for each possible solution, 
including NPV, NWT, Ntid, Nhyd, Nb, and Nbat. If LPSP converges 
to unity, this means that the load is not satisfied and that this 
solution is not reasonable, and these steps are then repeated on 
the next likely solution in the population. When the LPSP 
converges to zero, this indicates that the renewable energy 
sources (RES) realized are capable of satisfying the load. The 
steps continue until all solutions are satisfied, producing a 
reliable hybrid power system capable of satisfying the load 
throughout the systems lifetime. 

 
Fig. 3. Flowchart of the solution methodology with the SSO algorithm. 

VI. CASE STUDY 

Our area of study is located on Djerba, a small island in 
southeastern Tunisia. Situated on the Gulf of Gabes, the island 
extends over a surface area of 514 km2. Its geographical 

coordinates stand at 33°48′ N, 10°51′ E. This site is 

therefore a convenient location for designing a hybrid energy 
system. 

The metrological data for the system studied are presented 
in Table II with NASA application software, including the 
wind speed profile available at the chosen location, solar 
radiation profile, water flow rate, tidal speed, and the load 
profile for the entire month. 

TABLE II.  MONTHLY ENERGY PRODUCED BY HRES COMPONENTS 

Months 
Irradiation 

(kWh/m2/day) 

Wind 

speed (m/s) 

Tidal 

speed 

(m/s) 

Water 

flow 

(l/min) 

Load 

(kW) 

Jan 3.02 6.5 1 2.3 20.46 

Feb 3.98 6.34 0.5 4.6 17.18 

Mar 5.1 6.02 0.3 5 18.88 

Apr 6.27 6.01 0.5 4.5 19.26 

May 6.88 5.88 0.5 3.7 19.28 

Jun 7.43 5.61 0.4 3 19.45 

Jul 7.62 5 0.6 3.2 19.45 

Aug 6.96 4.83 0.7 2.8 18.43 

Sep 5.54 5.22 0.9 2.5 17.93 

Oct 4.16 5.18 1 3 17.40 

Nov 3.16 6.02 1.2 4.7 19.0 

Dec 2.69 6.67 1.4 5 18.50 

VII. RESULTS 

In this work, we have proposed the MOPSO algorithm for 
optimal sizing of PV, WT, hydro, hydro, biomass, and battery 
models. We compared the results obtained by this algorithm 
with those obtained by the SSO algorithm in order to validate 
the effectiveness of MOPSO in terms of reliability and cost 
reduction. We also studied the HRES system in four 
configurations: 
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 HRES 1: PV/WT/Tidal Turbine / Hydraulic/ Biomass/ 
Battery. 

 HRES 2: PV/Tidal Turbine /Hydraulic /Biomass 
/Battery. 

 HRES 3: PV/WT /Tidal Turbine /Hydraulic/Battery. 

 HRES 4: WT /Tidal Turbine /Hydraulic/Battery. 

Table III shows the parameters LCOE (levelized cost of 
energy), LPSP (loss of power supply probability), RF 
(renewable fraction), and Nad for the two algorithms, MOPSO 
and SSO. The results indicate that the HRES 1 configuration 
offers the lowest energy cost, with an LCOE of 0.1$/kWh, 
while SSO gives an LCOE of 0.608$/kWh. The associated 
LPSP limit is 0.99%, and the RF is around 99%. The MOPSO 
algorithm achieves optimal results for all four configurations 
compared with the other optimization methods used. 

Table IV also shows the component sizes for the four 
hybrid systems. It can be seen that the best configuration is 
HRES 1. The hybrid system sizing results obtained by the 
MOPSO and SSO algorithms offer distinct perspectives. The 
MOPSO algorithm demonstrated higher cost-effectiveness by 
increasing component size, while SSO adopted a more 
conservative approach. 

The result obtained by MOPSO for the best configuration 
includes 181 photovoltaic panels, six wind turbines, one tidal 
turbine, eight hydraulic systems, three biomass systems, and 60 
batteries. These results confirm the superiority of MOPSO for 
assessing the optimum size of hybrid power systems. 

TABLE III.  RESULTS BASED ON ECONOMIC AND TECHNICAL FACTORS IN 

ALL CONFIGURATIONS 

Proposed 

HERS 
Algorithm 

COE 

($/kWh) 
LPSP 

(%) 
RF (%) Nad 

HRES 1 
MOPSO 0.10 0.99 99.945 4 

SSO 0.608 0.489 0.015 22 

HRES 2 
MOPSO 0.55 0.183 0.426 5 

SSO 0.484 0.395 0.011 9 

HRES 3 
MOPSO 1.163 0.09 0.425 4 

SSO 0.496 0.391 0.014 17 

HRES 4 
MOPSO 0.562 0.18 0.305 1 

SSO 0.405 0.399 0.022 1 

TABLE IV.  OPTIMUM SIZING USING THE PROPOSED ALGORITHM FOR ALL 

CONFIGURATIONS 

Proposed 

HERS 
Algorithm NPV NWT 

 
Ntid Nhyd Nb Nbat 

HRES 1 

MOPSO 181 6  1 8 3 60 

SSO 7 1  2 3 2 42 

HRES 2 

MOPSO 50 --  1 3 2 50 

SSO 2 --  4 5 5 30 

HRES 3 

MOPSO 22 5  0 2 -- 20 

SSO 5 4  3 4 -- 44 

HRES 4 

MOPSO -- 11  1 4 3 12 

SSO -- 1  2 3 2 66 

The percentage contribution of each energy source to 
annual load coverage, obtained by the proposed MOPSO for 
four hybrid system models, is shown in Fig. 4. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. Contribution of the HRES system based on the MOPSO algorithm: 

(a) HRES 1; (b) HRES 2 ; (c) HRES 3, (d) HRES 4. 

Analysis of the MOPSO simulation results shows 
considerable variations in the contribution of energy sources. 
In some models, wind power dominated, accounting for up to 
46% of overall production, while in others, photovoltaics also 
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reached 46%. Batteries maintained a stable share of 33% in 
some models. Significant variations are observed, notably in a 
model where tidal power and biomass are the main sources, 
each accounting for 50% of production. 

These results underline the importance of diversifying 
power sources to maintain the stability of energy systems. 

VIII. CONCLUSION 

This article presents a comparison between two 
optimization algorithms, MOPSO and SSO, to evaluate their 
respective performances. The main objective of this research 
was to determine the optimal size and the best economic 
configuration for a hybrid stand-alone power system (HRES) 
on the island of Djerba, Tunisia. The study focused on four 
different configurations, integrating renewable energy sources 
(RES) such as photovoltaics (PV), onshore wind (WT), tidal 
power, hydropower, and biomass, with battery storage systems. 

Our results showed that the HRES 1 configuration was the 
most cost-effective, achieving a cost of energy (COE) of 
0.1$/kWh. In addition, the optimal HRES configuration 
included 181 solar panels, six wind turbines, one tidal energy 
source, eight hydroelectric plants, three biomass plants, and 60 
batteries. 

The findings of this study are of crucial importance for 
decision-makers involved in the development of the renewable 
energy sector in the south-eastern region of Tunisia. The 
recommendations formulated can serve as a solid basis for 
strategic planning and policy development aimed at promoting 
the use of renewable energies and ensuring a sustainable 
energy transition in the region. 
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Abstract—User behaviour about an item is a choice 

predicated on their perception of the item in order to satisfy the 

intent of such a purchase pattern/choice as made. With virtual 

stores to improve consumer coverage, monetization and ease of 

product delivery, users' trust is lowered with the non-delivery of 

advertised products as items purchased are often replaced with 

new/similar products. To resolve the issues of lowered consumer 

trust and preference for products purchased via online shops – 

each transaction reflects a user buying behaviour. This, if 

harnessed – will aid businesses to reshape their inventory to 

handle various challenges arising from feature evolution, feature 

drift, product replacement, and concept evolution. Our study 

seeks to resolve these issues via a Bayesian network with trust, 

preference and intent as features of the virtual store to 

investigate their effectiveness in the design and usefulness to 

promote e-commerce in Nigeria. Data consists of 8,693 records 

collected via Google Play Scraper Library for Jumia as retrieved 

from over 586 respondents. Expert evaluation ranked the design 

choice in the use of the parameters as high. 

Keywords—Consumer preference; consumer trust; purchasing-

pattern; purchase intentions; online virtual shops 

I. INTRODUCTION 

Data is quantified (i.e. pre-processed to remove unwanted 
feats called noise), and analyzed to reveal patterns/trends) [1]. 
Data is anything we can manipulate [2], and safely exist in 
either of its (un)structured forms [3], [4]. With the great 
volume of data generated for a variety of purpose(s) [5] – 
processed data yields a transaction of mining tasks [6] that 
unveils hidden relations and underlying feats of interest in the 
dataset [7], [8]. Today, the Internet with its plethora of tools, 
transforms many businesses with platforms that brings together 
buyer and seller [3], [4], provisions a veritable, traceable 
payment mode, and allows for effective goods/services 
delivery [9], [10]. This integration is made imperative/critical, 
the use of web-contents in business operations and functioning 
[11], [12], and to provide control schemes that continually 
improve consumer experience, and ensure improved service 
quality and delivery [13], [14]. 

With the digital revolution, the global economy is become 
more info-based and dependent [15]. Businesses of various 
forms are springing forth; And Nigeria as the most populous 
black nation [16] – was in 2021, ranked the 38th largest e-
commerce market with a revenue of US$7.6 Billion [17], ahead 
of Pakistan. Nigeria is expected to experience a global growth 
rate of over 12% from 2023–2025 [18], [19] with an Internet 
penetration that stands at 55.4 percent for the nation’s 
population with a total of 156million Internet users as of the 
January 2023 (Q1) [20], [21]. This survey by the Nigerian 
Bureau of Statistics holds for the use of e-commerce as 
consumers sell/purchase goods via electronic platform [22]. 
And in turn, has increased the sales volume of such e-
commerce vendors to positively influence the growth of/in 
Small-Medium-Enterprise (SMEs). With e-commerce, SMEs 
can expand their distribution markets [23] via such a symbiotic 
relations and thus, increase monetization sales therein. Despite 
this plethora of positive effects, consumers still share doubts 
when transacting via online platforms. These can be attributed 
to fraudulent activities [24] from such online transaction(s) – as 
delivered items often differ from items ordered, identify theft, 
etc. [25]. Thus, issues of user trust in consumer preference and 
purchase intentions arise thus – in a vendor’s quest to meet the 
consumer purchase pattern and needs [26], [27]. 

Another issue with online (virtual) shopping is the adoption 
rate in the growth of e-commerce [28] – as there still persists 
the issue of doubts amongst consumer transactions. The 
effective use of online platforms is a direct impact from the 
consumer purchase intent and purpose, which must be met 
[29]. Thus, this study seeks to evaluate and determine features 
that can influence a consumer’s purchase intent and pattern by 
examining a known e-commerce (online) platform that is most 
frequently used by Nigerian consumers namely Jumia [30], 
[31]. 

II. LITERATURE REVIEW / THEORETICAL FRAMEWORK 

A. Literature Review: The Nigerian E-Commerce Market 
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Today, the nation Nigeria has a population of a little over 
221,014,090 as of June 2023 based on the latest United Nations 
data from Worldometer. Nigeria has a Gross Domestic Product 
growth of US$506.6 Billion with an estimated growth of 
2.41% [32], [33]. Her market is segmented thus: Beauty [34], 
Care [35], Consumer Electronics [36], Fashion [37], Drugs 
[38], Food and Beverages [38], Furniture/Homes (B2C and 
B2B) trends [39]. The market today, is driven and leverages on 
ICT-infrastructure, high internet penetration, and a growing 
number of card-based payment platforms – that hinges on the 
fact that her economy is fast embracing more cashless 
transactions with digital payment solutions adopted and 
adapted to suit the various needs of her citizens [40], [41]. 
With all her financial institutions adopting cashless, electronic 
transactions, there are a plethora of digital financial services 
platforms – to help consumer decisions and improve their 
purchasing pattern to satisfy their demands and needs therein 
[42], [43]. 

The Nigerian e-commerce market has contributed about 29 
per cent globally – to e-commerce with a 30% increase in 
2021, and penetration of digital payment solutions that 
encourage payment service providers onto the Nigerian e-
commerce viable market [44]. The market is hampered in 
operation by the rise in phishing threats from fraudulent web 
acts [45], [46]. Excellent logistics can aid the effective creation 
of an e-market supply chain and management visibility, 
traceable goods/services delivery, and the overall consumer 
experience/satisfaction [47]. The restricted movement during 
the COVID-era lockdown [48], [49] witnessed many 
consumers shopping from home. This resulted in modified 
consumer behaviour, preference changes and a shift in the trust 
of product purchased and purchasing paradigm – and led to 
increased adoption in online (virtual) shops [50], [51]. 

B. Reviews on User Preference, Trust and Purchase Intents 

A transaction often refers to the smallest, indivisible unit of 
data or information processing within a certain phenomenon or 
event [52]. Each transaction must either thus, succeed or fail as 
a complete unit. Transactions are basically processed using a 
transaction processing system (TPS) – which can also refer to a 
combination of hardware and software system that supports the 
processing of transactions. TPS also helps to sustain the 
smooth running of an organization or business by automating 
processes of managing large amounts of transactions handled 
on a daily basis [53]. This it does via accurately tracking of 
daily records, ensuring that transaction records, the require 
documents and its corresponding control procedures perform 
optimally [54], [55]. 

Transactional data are inherent in stream data, as grouping 
such data effectively yields a range of complications including: 
(a) the infinite length-size of data notes real-time data streams 
are continuous and transactions have no bounds, (b) concept 
drift is a common occurrence where a consumer shifts his/her 
decision to purchase a product, (c) concept evolution occurs if 
a new product acts as a close-substitute or replacement to a 
class of old products, and evolves the data stream, and (d) 
feature evolution is a recurrent process where various data-
streams occur regularly during the text streams – wherever 
newer product features appear – with the corresponding 
increase in the data-streams [56]–[60]. 

Transactions are handled in real-time – making it tedious 
and difficult to manage. Items are purchased alone or as 
combination of itemset to form a basket. Virtual shops grants a 
consumer, the basket experience for which items are purchased 
directly in real-time via online platform [61], [62]. A consumer 
can also make a series of purchases – to yield an infinite 
number of changes in the buyer’s preferences over time. This is 
referred to as concept drift in the consumer's purchasing pattern 
or behavior [63], [64]. 

C. Theories and Hypotheses for Consumer Purchase-Pattern 

Resolving the issue(s) of preference, trust and intentions for 
purchasing pattern – we use association rules for transactions 
to generate the itemset(s); And thus, yield the purchasing 
pattern or behavior for a variety of customers. We adopt/adapt 
these theories using their corresponding (implied) relevance as 
thus: 

 Theory of Reasoned Action emphasizes that behaviour 
very much depends on a consumer’s attitude, choice 
and public perception. It posits that a consumer is 
influenced by their intentions, choices, and personal 
beliefs. These propagate as a shock to impact a 
consumer’s decision; And align with [65]–[67] as in 
Fig. 1. Its relevance is that a consumer can buy items 
(online) with adequate confidence to use the tech due 
to its usage ease and hitch-free nature. This also 
impacts on intensity in use cum adoption of the system. 
When presented with expected results that are specific, 
a consumer can change his/her mind; And this impacts 
the action to be taken via such a decision, which yields 
an attitudinal and normative change in the user’s trust 
and confidence in a product, and the overall experience 
with the product [68], [69]. Investigating if a 
consumer’s action and attitude is tied to purchasing 
purpose/intention – seeks to ascertain if the consumer 
is rational when their choice is based on purpose, or if 
such action serves their best interest or their intentions 
and agrees with [70]–[72]. 

 Planned Behaviour Theory – states that attitude 
towards a behavior, subjective norms, and perceived 
control often shapes a consumer's behavioral intents 
and in turn, his/her actions. This theory improves the 
analytical capability of reasoned actions via the 
perceived control of behaviors. Since not all behavior 
is subject to a consumer's control – it is expedient we 
add perceived behavioral control which implies that 
irrespective of the action taken – a consumer's behavior 
is determined both by attitude, subjective norm, and 
perception/firm belief they are in control [73], [74]. 

 The Engel, Kollet, and Blackwell extend reasoned 
action by focusing on a consumer’s mental state prior 
purchasing the product. It does so via planned set of 
behaviors as thus: (a) consumer absorbs item content 
via an advert, (b) s(he) processes the advertised 
content, and leans on experience to compare what-
should-be versus what-is, and (c) s(he) then decides to 
either accept/reject the product purchase, a choice 
based on balanced insight via mental synthesis [75]. 
Manager must be equipped with appropriate data of the 
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product to drive consumers to keep buying, and will 
push sales up. Such information about the underlying 
feats can cause a purchase shift in behavior. If a 
consumer is not adequately informed, s(he) rejects (i.e 
does not buy) so as to balance their data with the online 
data available. Thus, external shocks (i.e friends and 
item review ratings, be it fake or not) may influence 
the consumer to decide to either accept/reject the 
product [76], [77]. 

 
Fig. 1. The reasoned action theory (Source: [78], [79]). 

D. Research Hypotheses 

The hypothesis for the various features of interest include: 

 Perceived Ease in Use is a degree in belief, confidence 
and trust a consumer places on the online platform vis-
à-vis contents provided on the website. Thus, the 
consumer can easily navigate the platform with little or 
no challenge, to reflect the usage intensity and 
consumer interaction with the platform. And accounts 
for an overall satisfied consumer experience with 
access ease. It yields improved consumer-perceived 
usefulness and control [80]. Thus: 

H1 = Perceived use ease impacts on perceived 
usefulness. 

 Product Usefulness/Benefits is the degree/extent to 
which a platform improves a consumer’s need to 
purchase as the more useful it is, the more transactions 
are performed, and the more benefits are harnessed. 
With faster transactions from their comfort [81] and 
usage easy – it yields user-satisfied and expected-
content retrieval via the consumer-specific search [82] 
that improves overall experience to a user’s benefit. 
This also impacts a user’s purchase intents as the user 
also saves time with each transaction at lower cost, and 
greater access to a variety of product (types), and 
replacement products. The benefits experienced via 
online shops yield improved intentional buying and 
transactions, made by the consumer [83]. 

H2 = Perceived usefulness impacts on benefit  and 
consumer benefits  impacts consumer intentions 

 

 Perceived Purchase Intentions – Product review are 
data points awarded to platforms by consumer in 

relation to a variety of items such as ease of use, 
product delivery, ability to find products with ease, etc. 
[84], [85]. These reviews are often poised to show a 
consumer’s interaction with the online platform vis-à-
vis a series of consumer satisfaction. These, help to 
improve confidence and trust, and also help to reduce a 
consumer’s effort to learn navigation of the system. 
Their belief in the required ease to navigate the system 
is reflected in their intensity to use the system as well 
as their search for products whose results displays 
specific contents that are poised to satisfy the curiosity 
of the consumer. And thus, ensures the consumer’s 
purchase intentions are met. 

H3 = Perceived ease impacts consumer purchase 
intention  

 Perceived Trust and Confidence – implies that the 
more a consumer interacts with an online platform, the 
more such a consumer concludes the great repute of 
such a store. This improves the perceived confidence 
and trust. Trust is quite critical in online purchasing 
patterns (since there is no face-to-face interaction). 
Trust guarantees that online stores will fulfill their 
obligation and care for the consumer(s). It is a vendor's 
responsibility to provide useful data, ensure consumer 
satisfaction for a complete transaction, and ensure the 
quality of products with safe delivery of products 
purchased. Thus, consumers attain usefulness from 
their trust in e-commerce platforms. And their 
confidence in the products delivered, in the vendor and 
online platforms, becomes imperative. Greater 
purchase intensity implies greater confidence and trust 
by the consumer in the online platform [86], [87]. 

 H4 = Consumer’s confidence, trust and ease of use 
impact consumer's purchase intentions and pattern 

III. METHODS AND MATERIALS 

A. Data Collection and Gathering 

Data were collected using Google Play Scraper Library for 
Python for the Jumia Online Shopping platform. A total of 
8,693 records were collected in March 2023 – and retrieved 
from over 586 respondents. The scrapped records consist of 
personal data, user reviews, emails, posts, likes, shares, and 
replies – which is in agreement and as suggested by the study 
[88] in Table I. 

TABLE I.  DATASET DESCRIPTION, DATA TYPES, AND FORMAT 

Features Data_Type Format 

Order_ID Long Int. 1234 

Customer_ID Short Int. 1234 

Customer_Name Object  ABCD 

Payment_Number Long Int.  1234 

Payment_Amount Float 123.45 

Transaction Time Time M:H:S 

Order_Date Time D:M:Y 

Deliveray_Date Int 1234 
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B. Proposed Bayesian Network 

Bayesian net of conditional probabilities for random events, 
is a learning mode that represents data as probability relations 
of a variable-set under uncertainty as directed acyclic graph 
and conditional probability tables of a random variable [89], 
[90]  – given occurrence of its parent nodes. In relation to the 
degree of belief – it measures plausibility of an event given 
incomplete data [91], [92]. It states that the probability of an 
event A and is conditional on another event B is given by 
P(A|B) – and differs from the probability of B conditional on A 
as P(B|A). Thus: (a) it is a relation between events P(A|B) and 
P(B|A), (b) it computes P(A|B) given data of P(B|A), and (c) its 
outcome uses new data to update the conditional probability of 
event. So when given a sample space s, with mutually 
exclusive events (A1, A2,…,An) – B can be any event from s 
with the probability P(B) > 0 [93], [94] and represented via the 
Eq. (1), which holds as: 

𝑃(𝐴𝑘 ∣∣ 𝐵 ) =
𝑃(𝐴𝑘)∗𝑃(𝐵∣∣𝐴𝑘 )

𝑃(𝐴1)∗𝑃(𝐵∣∣𝐴1 )+..+𝑃(𝐴𝑛)∗𝑃(𝐵∣∣𝐴𝑛 )
  (1) 

Bayesian networks are trained to learn the underlying feats 
via probability distribution for each node. It uses two learning 
modes: (a) structured discovery, learns the network structure 
and its adopted parameters based on observed inputs using hill 
climbing/Tabu-Search; and (b) probability distribution learning 
is done with algorithms like Bayesian network [95]. The model 
uses relation analysis to emphasize consumer purchase-pattern. 
The issues of preference, trust and buyer intentions, arises from 
a vendor’s quest to meet the consumer’s purchase pattern and 
needs [96], [97]. These, in turn yields concept drift, and 
justifies our adoption of user behavior theories that directly 
explains their corresponding relevance to our various research 
problem. To derive meaningful data via these theories, we 
visualized the consumers’ behavior using a Bayesian network 
as in Fig. 2 so as to help us resolve the issue of feature drift, 
concept drift and concept evolution. Thus, using the 
hypotheses, we design the Bayesian network as thus: 

 

Fig. 2. Designing the model. 

IV. RESULTS AND FINDINGS DISCUSSION 

A. Performance Evaluation 

System design in lieu of accountability, quality, and ethics 
for user-centric purchase-pattern to reflect various dimensions 
were re-purposed as [98] follows: (1) usefulness, (2) benefits, 
(3) purchase intents, (4) usage ease, (5) trust (as core features). 
With Eq. (1), we analyze the effectiveness E of the system as 
frequency of user’s choice amongst its alternative(s) versus the 
total number of contents N. We further categorized into the 

following: (a) high is greater than 80%, (b) sufficient ranges 
between 71-80%, (c) moderate is between 55-60%, and (d) 
poor is below 55% [98], [99]. 

EP = [F/N] * 100   (2) 

The ranges high and sufficient – implying design 
parameters were met and does not require revision. Moderate 
requires some form of revision and implies that the use of the 
parameters is not reflective in the proposed system; while the 
category poor implies a complete revision of the parameters of 
choice. Thus, evaluation for both experts and participants yield 
Table I and Table II respectively. 

Table II shows high and sufficient categories ranging above 
85% for all the evaluated variables by the various experts. The 
implication of which, is that these components do not require 
revisions of any kind. 

TABLE II.  EXPERTS’ EVALUATION ON VARIABLES DESIGN 

Parameters of Interest 1 2 3 4 5 

Benefits 0.89 0.96 0.91 0.89 0.92 

Usefulness 0.91 0.87 0.91 0.94 0.89 

Usage Ease 0.75 0.89 0.79 0.89 0.91 

Purchase Intentions/Purpose 0.92 0.92 0.86 0.85 0.90 

User-Trust 0.91 0.90 0.93 0.98 0.89 

Table III on participant evaluation shows the mean, 
standard deviation and dyadic interaction between the chosen 
variables, users and proposed system that leverages on the 
chosen feature of interest. Its mean values ranges implies that 
an effectiveness categorization interaction and use of the online 
platform ranges from over 90%. It also yields a dyadic 
interaction range that is above 95%. 

TABLE III.  PARTICIPANTS’ EVALUATION OF DESIGN CHOICE 

Parameters of Interest 𝝈  +Di 

Benefits 0.27 0.94 0.89 

Usefulness  0.27 0.87 0.89 

Usage Ease 0.23 0.82 0.73 

Purchase Intentions/Purpose 0.33 0.90 0.95 

User-Trust 0.28 0.81 0.78 

B. Result Findings 

Adapting the model capabilities in [100], [101] – we model 
the outer layer as a sine qua non-effect of the study’s reliability 
and validation of the research variables (i.e. benefits, perceived 
ease of use, perceived usefulness, trust and perceived purchase 
intentions/purpose). We compute model fitness of all variables 
as a criterion size for the problem space, which is thus – a good 
reflective parameter/feature to aid quick convergence. If model 
converges on a validity value with a fitness of 0.7 and above – 
it implies that model has good correlation. These keys reflect 
each variable in Table I: B = benefits, PEU = perceived ease of 
use, PU = perceived usefulness, PI = perceived purchase 
intentions/purpose, and T = trust, as seen in Table IV. 

Perceived 

Usefulness 

Perceived 

Ease of Use 

Perceived 

Intentions 

Perceived 

Trust 

Perceived 

Benefits 
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TABLE IV.  CONFIDENCE VALUES OF SIMULATED DATA (CIL) 

 B PEU PU T PI 

B 0.627  0.638  0.915  0.534  0.613  

PEU 0706  0.773  0.909  0.664  0.787  

PU 0745  0.625  0.736  0.931  0.639  

T 0745  0.661  0.677  0.951  0.659  

PI 0.628  0.642  0.944  0.629  0.758  

In Table IV, shaded cells are the parameters of interest. 
Thus, our model converges with the fitness values and scores 
as above. Recall, that if the value converges at a fitness of 0.7 
and above indicates that model has a good correlation. Thus, 
shows that cells PEU(PEU), PU(PU), T(T) and PI(PI) have 
correlates and convergences good. This implies that features 
PEU, PU, PI and T are of great significance to consumer 
overall satisfaction – in designing an online/virtual platform. 
Designers must ensure the system is useful (i.e. delivers on the 
consumer’s request correct contents for the searched products), 
intentional (i.e. meets the purchase intention of the consumer), 
trustworthy (i.e. consumer can trust the sites from which 
contents were displayed), and ease of use (i.e. system must be 
flexible). 

C. Discussion of Findings 

From the Bayesian computation as in Table III – the model 
yields an overall probability distribution value that is greater 
than 1,860 with a significance level of 5%. It becomes quite 
clear and explicit that [102], [103]: 

 Perceived usefulness (PU) is impacts significantly both 
on the perceived ease of use (PEU), purchase intention 
(PI) and trust, and this agrees with [104].  

 Trust (T) also impacts significantly on perceived ease 
of use (PEU), purchase intention (PI) and perceived 
usefulness, and it agrees with [105]. 

 Purchase intention (PI) was found to impact 
significantly on perceived ease of use (PEU), perceived 
usefulness (PU) and trust (T), and this agrees with 
[106], [107]. 

 Perceived usefulness was found to impact significantly 
on perceived ease of use (PEU), purchase intention (PI) 
and trust (T) parameters [108], [109], respectively. 

We posit that other parametric feat can be used to 
investigate similar relations to unveil other (un)reasoned 
actions in lieu of a consumer’s purchasing-pattern. This study 
will help and act as pivot for business owners to effectively 
design virtual platform cum shops, and to adequately manage 
challenges of product placement, features cum concept drift 
[110], [111] in relation to consumer purchase and consumption 
pattern. They will bear in mind that certain parameters impact 
majorly in the design of their virtual shops namely ease of use, 
intention, usefulness of system and consumer trust of products 
acquired and delivered. 

V. CONCLUSION 

The study aimed to analyze the Jumia e-commerce in lieu 
of the consumer purchasing intentions, perceived usefulness of 
the Jumia platform, consumer trust for Jumia, its ease of use by 
consumers, and overall consumer benefits (and experience) for 
the Jumia online virtual shopping platform. The study was only 
limited to the use of the Jumia platform by consumers vis-à-vis 
the experts and participants as adopted for the study. However, 
study could not ascertain the relationship cum immediate 
impact between the consumer benefits and other 
features/parameters not described herewith or under-studied 
[112]. 
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Abstract—Enhancing employment capabilities and selecting 

suitable career paths are crucial for deaf university students. The 

advancement of knowledge graph technology has opened up 

technical possibilities for career decision-making among these 

students. This paper calculates user preferences and introduces 

an exponential decay function integrated with a time factor to 

accurately reflect the dynamic changes in user interest 

preferences over time. Leveraging knowledge graphs for 

personalized recommendations, the study proposes 

recommending necessary skills to enhance employment and 

entrepreneurial capabilities among students. Additionally, it 

employs knowledge graphs to suggest more suitable career paths 

for deaf university students. Finally, through empirical 

validation, the paper demonstrates the effectiveness of the 

proposed hybrid clustering and interest-based collaborative 

filtering recommendation algorithm. 
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I. INTRODUCTION 

Enhancing employability is crucial for hearing-impaired 
college students, who often face numerous challenges in the 
job market, such as difficulties in accessing information, 
limited communication abilities, and social prejudice. 
Improving their employability not only increases their 
competitiveness in the workplace but also promotes their social 
integration and self-fulfillment. This enhancement 
encompasses several aspects, including the acquisition of 
professional skills, the development of workplace soft skills, 
and the strengthening of adaptability and autonomous learning 
abilities. Achieving these improvements requires the collective 
effort of schools, governments, and various societal sectors 
through systematic education, training, and support measures 
to help hearing-impaired students better meet the demands of 
the job market [1]-[2]. 

Currently, the employment situation for hearing-impaired 
college students remains challenging. Despite the increase in 
employment opportunities due to the widespread availability of 
education and heightened social awareness, the overall 
employment rate is still relatively low. Many employers harbor 
misconceptions and biases about the abilities of hearing-
impaired students, leading to discrimination and unfair 
treatment during the job search process [3]. Additionally, 
hearing-impaired students face significant limitations in career 

choices, as many high-skill, high-income professions remain 
inaccessible to them. Therefore, improving their employment 
situation requires a multi-faceted approach involving policy 
measures, corporate responsibility, and social support to foster 
a more inclusive and diverse employment environment [4]. 

A knowledge graph is a knowledge representation method 
based on graph structures, which expresses entities and their 
relationships through nodes and edges. The concept of the 
knowledge graph was introduced by Google in 2012, aiming to 
provide a semantically rich knowledge base through ontology 
standardization and information integration. Knowledge in 
knowledge graphs is represented and stored in the form of 
triples (e.g., <entity, relationship, entity> or <entity, attribute, 
attribute value>), enabling the structured management and 
querying of complex knowledge. Widely used in search 
engines, intelligent recommendations, and natural language 
processing, knowledge graphs offer users more accurate and 
relevant information services. 

Knowledge graph technology holds significant potential to 
enhance the employment and entrepreneurship capabilities of 
hearing-impaired college students [5]-[6]. First, by constructing 
a knowledge graph related to these students, one can 
comprehensively understand their educational background, 
skill sets, and career interests, thus providing them with the 
most suitable career recommendations. For instance, a 
knowledge graph can integrate job requirement information 
from various industries and match it with the skills and 
interests of hearing-impaired students, offering personalized 
career advice. 

Second, knowledge graph technology can be used to design 
personalized learning paths and skill training programs. Based 
on the career goals of hearing-impaired students, knowledge 
graphs can recommend relevant learning resources and 
courses, helping them systematically improve their 
professional skills and workplace soft skills. Additionally, 
knowledge graphs can track learning progress, provide real-
time feedback and improvement suggestions, ensuring the 
effectiveness and relevance of the training. 

Moreover, knowledge graph technology can support the 
entrepreneurial activities of hearing-impaired students. By 
analyzing market demands and industry trends, knowledge 
graphs can offer entrepreneurial guidance and resource 
support, helping students identify market opportunities and 
formulate scientific business plans. Knowledge graphs can also 
connect entrepreneurs with investors, mentors, and partners, *Corresponding Author. 
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creating an ecosystem that supports the entrepreneurship of 
hearing-impaired students. 

In summary, leveraging knowledge graph technology to 
recommend suitable career paths for hearing-impaired students 
and enhance their employment and entrepreneurship 
capabilities can significantly improve their integration into 
society and create more value for the community. Through 
scientific technological methods and systematic support 
measures, we can effectively improve the employment 
situation of hearing-impaired students, fostering their 
professional development and personal growth. 

II. LITERATURE REVIEW 

In this chapter, we introduce the development of 
knowledge spectrum and employability and summarize the 
research gaps by highlighting them. 

A. Knowledge Graph 

Numerous scholars abroad have made significant 
contributions to the development of knowledge graph 
technology. Hildrun Kretschmer, a renowned German 
scientometrician, has achieved notable results in the study of 
three-dimensional models of scientific collaboration, 
significantly advancing the field of knowledge graphs [7]-[8]. 
E.C. Noyons and colleagues at Leiden University in the 
Netherlands developed a set of mathematical methods for 
bibliometric mapping, further enhancing the development of 
knowledge graph technology. 

Xiao et al. [9] provided a comprehensive review of 
knowledge graphs in manufacturing process planning. 
Analyzed the key technologies of process knowledge graph, 
including process knowledge representation, process 
knowledge extraction, process knowledge graph construction, 
process knowledge graph refinement, process knowledge graph 
validation, and process generation. Wang et al. [10] suggest 
using knowledge graphs for code or API recommendations, 
vulnerability mining, and localization to improve development 
and design efficiency and accuracy. Fettach et al. [11] use 
knowledge graphs to represent these data is useful for 
determining job market demand and establishing better 
evaluation methods. 

The development of knowledge graph construction 
techniques has been rapid and increasingly sophisticated. 

B. Employment and Entrepreneurship Level of Hearing-

Impaired College Students 

In the "Internet Plus" era, technology offers hearing-
impaired college students opportunities to overcome barriers, 
allowing them to leverage information technology and choose 
home-based work through new media platforms [12]-[14]. This 
approach not only improves their employment prospects but 
also fosters innovation in employment models, aiding their 
adaptation to the workplace and societal environments. 
"Internet Plus" has revitalized the employment landscape in 
China, creating new opportunities. The employment models for 
hearing-impaired college students in the context of 
digitalization can be categorized into three types: direct 
employment, outsourced employment, and self-employment. 
However, these students face numerous challenges in 

employment and entrepreneurship due to limitations in 
educational attainment, knowledge reserves, and access to 
higher education, compounded by insufficient policy support 
and financial incentives for entrepreneurship. 

Analyzing the opportunities and challenges for flexible 
employment of hearing-impaired college students through the 
Internet reveals that, on one hand, the development of the 
Internet has improved their employment quality and provided 
more job opportunities. On the other hand, the core human 
capital of hearing-impaired students in the market remains 
relatively low, necessitating continuous enhancement of their 
human capital. Scholars have proposed the concept of the 
"digital divide," indicating that hearing-impaired students 
cannot enjoy equal rights in acquiring and using relevant skills 
compared to other groups, leading to new issues of information 
inequality, which pose significant challenges to their 
employment [15]. 

Currently, the Internet facilitates employment by expanding 
the social networks of hearing-impaired students, thereby 
mitigating the spatial and temporal limitations caused by 
physical disabilities. Artificial intelligence (AI) technology, 
based on computer science, can significantly enhance the labor 
skills of hearing-impaired students, improving the quality of 
employment [16]-[17]. 

C. Research Gaps 

In summary, the enhancement of employment and 
entrepreneurship capabilities for hearing-impaired college 
students involves addressing several critical issues: 

1) Analyzing the Required Employment and 

Entrepreneurship Skills for Hearing-Impaired Students: It is 

essential to identify and understand the specific skills and 

competencies that hearing-impaired students need to succeed 

in the job market and entrepreneurial ventures. This involves 

assessing their educational backgrounds, existing skill sets, 

and the unique challenges they face. 

2) Utilizing Knowledge Graphs to Recommend Relevant 

Skills: Knowledge graphs can play a pivotal role in guiding 

hearing-impaired students towards acquiring the necessary 

skills. By mapping out the relationships between various 

skills, job requirements, and educational resources, knowledge 

graphs can provide personalized recommendations for skill 

development, thereby enhancing their employability and 

entrepreneurial capabilities. 

3) Leveraging Knowledge Graphs to Suggest Suitable 

Career and Entrepreneurship Paths: In addition to skill 

recommendations, knowledge graphs can be employed to 

suggest the most suitable career and entrepreneurial paths for 

hearing-impaired students. By integrating data on industry 

trends, job market demands, and individual preferences, 

knowledge graphs can help students identify and pursue 

opportunities that align with their strengths and interests. 

The aforementioned points are crucial in improving the 
employment and entrepreneurship prospects of hearing-
impaired college students. Given these challenges, this paper 
will further explore in subsequent sections how innovative 
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technological approaches and methodologies can be utilized to 
help hearing-impaired students more effectively acquire the 
necessary skills and competencies. By addressing these issues, 
we aim to provide a comprehensive framework that supports 
their professional development and integration into the 
workforce. 

III. PROPOSED NATURAL LANGUAGE PROCESSING MODEL 

This chapter introduces our proposed methods for 
improving the employment and entrepreneurship level of 
hearing-impaired college students. 

To analyze the employment and entrepreneurship 
capabilities of hearing-impaired students, we extracted data for 
the 2021 to 2023 cohorts from the academic administration 
system, including student registration records, academic 
transcripts, and course schedules. This data was then 
preprocessed using Python and office tools. Preprocessing was 
necessary for several reasons: 

1) Filtering irrelevant information: The raw data 

contained numerous irrelevant entries that needed to be 

removed before importing into the Neo4j graph database. 

2) Data quality issues: Many students had incomplete or 

poor-quality data due to multiple course failures, missed 

exams, or withdrawals. This data required cleaning and 

processing to be usable. 

3) Removing redundancy: The integrated data had 

redundancies that needed to be eliminated to ensure 

consistency and accuracy without altering the original data. 

We employed the Neo4j graph database for storing 
knowledge points. Unlike traditional relational databases, 
which store data in table fields, graph databases store data and 
the relationships between data on nodes and edges. In a graph 
database, these are known as "nodes" and "relationships." Each 
relationship consists of a start node, an end node, and an edge 
pointing from the start to the end node. All nodes in the 
database are interconnected by various relationships. Graph 
databases also support traditional database functionalities such 
as adding, deleting, modifying, and searching data. 

We structured the student-related information knowledge 
graph into three main components: student information nodes, 
employment and entrepreneurship capability nodes, and course 
information nodes. 

1) Student information nodes: The attributes of the 

"Student Information" node are defined as shown in Table I. 

The node is named 'S' with the label 'student. 

2) Employment and entrepreneurship information node: 

The "employment and entrepreneurship information" node 

contains seven attributes. Table II shows the attribute name 

and description of the employment and entrepreneurship 

information node. The node name is T, the label is ability, and 

the node contains seven attributes. 

3) Course information node: This paper contains seven 

attributes of the "Course Information" node. Table III shows 

the attribute name and description of the "Course information" 

node. This node is created after the relationship between the 

course line and student information is stripped. 

TABLE I.  ATTRIBUTE NAME AND ATTRIBUTE DESCRIPTION OF THE 

STUDENT INFORMATION NODE. 

Attribute Name Attribute Specification 

Num student number 

Name name 

Sex gender 

TABLE II.  ATTRIBUTES OF THE EMPLOYMENT AND ENTREPRENEURSHIP 

INFORMATION NODE 

Attribute Name Attribute Specification 

prof profession 

Nature Nature of company 

city city 

TABLE III.  ATTRIBUTE DESCRIPTION OF THE COURSE INFORMATION 

NODE 

Attribute Name Attribute Specification 

kclb Course category 

kcbh Course number 

kcmc Course title 

xf Credit hour 

dkjs Substitute teacher 

ksxz Nature of examination 

ksfs Examination method 

By organizing the data in this manner, we aim to build a 
comprehensive and interconnected knowledge graph that 
facilitates a deeper understanding of the capabilities and needs 
of hearing-impaired students. This graph can then be used to 
develop personalized recommendations for skill development 
and career paths, ultimately enhancing their employment and 
entrepreneurship opportunities. Further sections of this paper 
will delve into the specifics of constructing this knowledge 
graph and the methodologies employed to leverage it for 
improving the career prospects of hearing-impaired students. 

Building on the construction of the student information 
knowledge graph, we utilized student data to perform hybrid 
clustering on student users. Following this, we calculated the 
similarity between each student cluster's characteristics and the 
attributes defined for various employment and 
entrepreneurship directions. To enhance the clustering 
effectiveness, we employed a Canopy+Bi-Kmeans hybrid 
clustering model. This combination offers several advantages: 
it strengthens the robustness of individual clustering against 
noise and accelerates the similarity computation process. The 
flowchart of the Canopy+Bi-Kmeans algorithm is shown in 
Fig. 1. 
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Fig. 1. Flowchart of Canopy+Bi-Kmeans algorithm. 

Expanding on the Canopy+Bi-Kmeans hybrid clustering 
model, the Canopy method serves as an initial, coarse-grained 
clustering step, which identifies the approximate clusters or 
"canopies" where points are grouped based on a loose distance 
threshold. This step reduces the search space for the 
subsequent, more precise clustering method, Bi-Kmeans. The 
Bi-Kmeans algorithm then refines these clusters by iteratively 
minimizing the within-cluster variance, resulting in more 
accurate and well-defined clusters. 

The integration of these two methods leverages the 
strengths of each: Canopy's efficiency in handling large 
datasets and reducing computational complexity, and Bi-
Kmeans' precision in fine-tuning the cluster boundaries. This 
hybrid approach not only improves the clustering quality but 
also significantly enhances computational efficiency, making it 
suitable for large-scale educational datasets. 

By combining these methods, the Canopy+Bi-Kmeans 
hybrid model efficiently narrows down the data points into 
manageable clusters, which are then accurately refined. This 
approach is particularly beneficial in educational data mining, 
where large and diverse datasets are common. 

Fig. 1 illustrates the flowchart of the Canopy+Bi-Kmeans 
algorithm, detailing the steps involved in the hybrid clustering 
process. Through this method, we aim to provide a robust 
framework for identifying and analyzing student clusters, 

thereby facilitating personalized recommendations for 
enhancing their employment and entrepreneurship skills. 

Hearing-impaired college students can rate projects based 
on their personal interests. Tags play a crucial role in helping 
these students understand the content and attributes of the 
projects more deeply. By analyzing the number of tags, we can 
infer user preferences. However, this often leads to an 
overemphasis on current trendy tags, resulting in less accurate 
recommendations when users opt for less popular tags [18]. 
Consequently, this approach fails to fully capture and reflect 
users' interests and preferences. 

To address this issue, we employ the Term Frequency-
Inverse Document Frequency (TF-IDF) method to calculate 
user preferences. TF-IDF is a statistical measure used to 
evaluate the importance of a keyword within its dataset (as 
shown in Eq. (1)) [19]. This method helps balance the weight 
of popular and less popular tags, providing a more accurate 
reflection of user preferences. 

By implementing the TF-IDF approach, we aim to improve 
the recommendation system's accuracy, ensuring that the 
preferences of hearing-impaired college students are 
adequately represented and that they receive more personalized 
and relevant project suggestions. This adjustment allows for a 
better alignment of user interests with the recommended 
content, enhancing the overall user experience. 
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The 𝑃𝑢𝑎  value is directly proportional to the degree of 

preference. Here, 𝑃𝑢𝑎 represents the preference value of user u 
for the project tag a. n denotes the total number of projects, and 

s denotes the total number of project tags. ∑ 𝑟𝑢𝑖
′ ∗ 𝑓

𝑖𝑎
𝑛
𝑖=1  

indicates the number of times user u has tagged with tag a; 

∑ ∑ 𝑟𝑢𝑖
′ ∗ 𝑓

𝑖𝑎
𝑠
𝑎=1

𝑛
𝑖=1  represents the total number of times user u 

has tagged all projects; 𝑛𝑢𝑚𝑚 represents the total number of 

users,  𝑛𝑢𝑚𝑢𝑎 represents the number of users who have tagged 

with tag a, ∑ ∑ 𝑓
𝑖𝑎

𝑠
𝑎=1

𝑛
𝑖=1  denotes the total number of tags, and 

∑ 𝑓
𝑖𝑎

𝑛
𝑖=1  denotes the total number of tag a. 

Eq. (1) demonstrates that if a user's selected tag is 
infrequently chosen and comprises a smaller proportion of the 
entire tag set, it more accurately reflects the user's preferences, 
thus enhancing recommendation efficiency. For instance, when 
recommending employment directions in cloud computing and 
big data, we primarily analyze the courses closely related to 
this field and the student's grades in these courses. If a 
student’s performance in courses related to cloud computing 
and big data is significantly higher than in other courses, the 
likelihood of recommending cloud computing and big data as 
an employment or entrepreneurship direction increases. 

𝑃𝑢𝑎 =
∑ 𝑟𝑢𝑖

′ ∗𝑓𝑖𝑎
𝑛
𝑖=1

∑ ∑ 𝑟𝑢𝑖
′ ∗𝑓𝑖𝑎

𝑠
𝑎=1

𝑛
𝑖=1

∗ lg (
𝑛𝑢𝑚𝑚

𝑛𝑢𝑚𝑢𝑎
∗

∑ ∑ 𝑓𝑖𝑎
𝑠
𝑎=1

𝑛
𝑖=1

∑ 𝑓𝑖𝑎
𝑛
𝑖=1

) (1) 

During the recommendation process for employment and 
entrepreneurship directions, if the student's interest includes 
"Network and Information Security," the recommendation 
degree for this direction will be elevated. 

Traditional recommendation algorithms often use static tag 
identifiers for user preferences, typically represented by 0 and 
1. This approach implies that the recommendation impact of 
these tags remains constant at all times, which is not effective 
for recommendations requiring temporal sensitivity. If user 
interest preferences are not considered dynamic over time, 
recommendations may not align with actual user preferences 
[20]. In reality, user interests are often dynamic and change 
over time [21]. To address this issue, at least two surveys 
should be conducted before making employment and 
entrepreneurship recommendations to capture changes in 
student interests. Recent user behavior is more relevant to 
recommendations than earlier behavior, so higher weight is 
assigned to recent tags to ensure timeliness and improve 
recommendation efficiency. 

We introduce Eq. (2), which utilizes an exponential decay 
function incorporating a time factor to accurately reflect 
changes in user interest preferences over time. This approach 
ensures that recommendations remain relevant and aligned 
with the user’s current interests. 

𝑇𝑢𝑖 = exp (−
𝑙𝑏𝑇𝑠∗|

𝑡𝑛𝑜𝑤−𝑡𝑢𝑖
𝑇𝑠

|

𝑇𝑎𝑡𝑡
)  (2) 

Among them, 𝑇𝑢𝑖 ∈ (0,1)  represents the time weight of 

user u for project i. 𝑇𝑠  denotes the time window parameter, 

which signifies the duration of user preference interest. 𝑡𝑛𝑜𝑤 is 
the time of the most recent survey collection on student 

interests, and 𝑡𝑢𝑖 is the time of the previous survey. 𝑇𝑎𝑡𝑡 is the 
time decay parameter, representing the rate of interest 

preference decay. 
𝑡𝑛𝑜𝑤−𝑡𝑢𝑖

𝑇𝑠

 is rounded up in the calculation, and 

𝑇𝑠 ∗ |
𝑡𝑛𝑜𝑤−𝑡𝑢𝑖

𝑇𝑠

| indicates the time segment in which the user's 

project evaluation occurred. If a user's interest remains 
unchanged over a year, with months as the statistical unit, then 

𝑇𝑠 =12. If recommendations are made within the same 

academic year after the user evaluates the project, i.e., 𝑡𝑛𝑜𝑤 −

𝑡𝑢𝑖 ≤ 12, the user's interest begins to decay after 12 months, 
with a decay period of 12 months, and the decay coefficient 
remains the same within the decay cycle. 

When using the TF-IDF method to calculate user interest 
preferences, we integrate a time-weighted decay function (Eq. 
(3)) to derive user interest preferences and update the values in 
the user tag matrix accordingly. Finally, the normalized 
Euclidean distance gives the Eq. (4). 

𝑃𝑢𝑎 =
∑ 𝑟𝑢𝑖

′ ∗𝑓𝑖𝑎∗𝑛
𝑖=1 𝑇𝑢𝑖

∑ ∑ 𝑟𝑢𝑖
′ ∗𝑓𝑖𝑎

𝑠
𝑎=1

𝑛
𝑖=1

∗ lg (
𝑛𝑢𝑚𝑚

𝑛𝑢𝑚𝑢𝑎
∗

∑ ∑ 𝑓𝑖𝑎
𝑠
𝑎=1

𝑛
𝑖=1

∑ 𝑓𝑖𝑎
𝑛
𝑖=1

) (3) 

𝑠𝑖𝑚1(𝑢, 𝑣) =
1

1+√∑ (𝑢𝑖−𝑣𝑖)2𝑛
𝑖=1

  (4) 

Generally, when calculating similarity, personal attributes 
of users, such as gender, are not typically considered. 
Therefore, we have incorporated user attributes and integrated 
these fundamental user attributes into the similarity calculation. 

The similarity of gender attributes is represented by Eq. (5). 

𝑠𝑖𝑚2(𝑢, 𝑣) = {
0, 𝑋𝑢 ≠ 𝑋𝑣

1, 𝑋𝑢 = 𝑋𝑣
   (5) 

In Eq. (6), u and v represent different users, 𝑋𝑢  and 𝑋𝑣 
denote the genders of users u and v respectively. By integrating 
user interest preferences and attributes, we derive a 
comprehensive similarity score, forming a novel similarity 
calculation model. Here, 𝜆 ∈ [0,1] serves as a weighting 
coefficient. The value of 𝑠𝑖𝑚(𝑢, 𝑣) is inversely proportional to 
the similarity between the two users. 

𝑠𝑖𝑚(𝑢, 𝑣) = 𝜆𝑠𝑖𝑚1(𝑢, 𝑣) + (1 − 𝜆)𝑠𝑖𝑚2(𝑢, 𝑣) (6) 

Subsequently, predicting user ratings for items and making 

recommendations are expressed as shown in Eq. (7). Here,  𝑟�̅� 
represents the average rating given by user u for evaluated 

items, 𝑟�̅� denotes the average rating given by neighboring user 

v for evaluated items, 𝑁𝑢  signifies the nearest neighbors of 
target user u, v denotes users in the neighbor set who have 

rated the item i, 𝑟𝑣𝑖 denotes the rating given by user v for item 
i, and 𝑠𝑖𝑚(𝑢, 𝑣) represents the similarity between users u and 
v. 

𝑃𝑢𝑖 = 𝑟�̅� +
∑ 𝑠𝑖𝑚(𝑢,𝑣)∗(𝑟𝑣𝑖−𝑟𝑣̅̅ ̅)𝑣∈𝑁𝑢

∑ |𝑠𝑖𝑚(𝑢,𝑣)|𝑣∈𝑁𝑢

  (7) 

IV. EXPERIMENT AND VERIFICATION 

In this section, we will verify the validity of the proposed 
method based on the experimental data set we collected. 
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A. Experimental Environment 

The student employment and entrepreneurship direction 
recommendation system based on knowledge graph is 
implemented on B/S architecture. The specific system 
development environment is depicted in Table IV. We analyze 
collected data on course grades and corresponding behavioral 
data of hearing-impaired university students to construct a 
knowledge graph and generate student profiles. The system 
then provides recommendations for employment and 
entrepreneurship directions based on relevance, ranking the top 
three directions for recommendation. Additionally, the system 
recommends courses related to the user's interests in 
employment and entrepreneurship directions to enhance 
relevant skills. 

Fig. 2 illustrates the verification process of the knowledge 
graph-based employment and entrepreneurship direction 
recommendation system. Initially, data integration from 
relevant business systems associated with student users and 

data obtained from the internet is stored in a data warehouse 
using ETL (Extract-Transform-Load) tools. Subsequently, data 
preprocessing and feature engineering are conducted to build 
persistent structures of personal user profiles for hearing-
impaired university students. Finally, leveraging the 
knowledge graph, employment and entrepreneurship direction 
recommendations are applied based on student user profiles. 

TABLE IV.  SYSTEM DEVELOPMENT ENVIRONMENT 

Name Versions 

Operating system Windows 10 

CPU NVDIA GeForce RTX 3070 Super 

Internal memory 32G 

frame SpringBoot 

Java environment JDK 1.8.0_131 

Archive Mysql 5.6、Neo4j 1.2.4 
 

Student management 

system

Educational 

administration 

management system

Performance 

management system

Data ETL data

preconditioning

The Internet crawls data

Employment and entrepreneurship direction 

recommendation system

management

dataset

Characteristic 

equation

Behavior modeling

Employment 

direction 

recommendation

Data visualization

Employment direction 

recommendation

Behavior analysis

  

Selection attribute

Administrator Pupil

Decision-making 

level
management

 

Fig. 2. NLL-test loss. 

B. Evaluation Parameter 

After several rounds of training, the scoring error is 
reduced and the optimal parameter recommendation model is 
obtained. The measure we use is the mean absolute error 
(MAE), shown by Eq. (8). 

𝑀𝐴𝐸 =
∑ |𝑃𝑢𝑖−𝑟𝑢𝑖|𝑢,𝑣∈𝑇𝑒𝑠𝑡

∑ |𝑇𝑒𝑠𝑡|𝑢∈𝑇𝑒𝑠𝑡
   (8) 

Where 𝑟𝑢𝑖 denotes the true rating of user u for item i, and 

𝑃𝑢𝑖  represents the predicted rating of user u for item i, the 
Mean Absolute Error (MAE) is calculated as the average 

absolute difference between 𝑃𝑢𝑖  and 𝑟𝑢𝑖  across the test set. A 
lower MAE score indicates better model performance and is 
evaluated using the formula: 

C. Test and Evaluation 

As shown in Table V, we determined the values of 𝑇𝑠, 𝑇𝑎𝑡𝑡, 

and 𝜆 through ablation experiments. The gray shading indicates 
the highest scores achieved. From the ablation experiments, it 

is evident that when 𝑇𝑠 = 5，𝑇𝑎𝑡𝑡 = 60，𝑎𝑛𝑑 𝜆 = 0.4 , we 
achieve optimal performance. 

Furthermore, as shown in Table VI, after setting the 
aforementioned parameters, we conducted ablation 
experiments to compare the impact of the k value in the 
algorithm and benchmarked it against other state-of-the-art 
(SOTA) algorithms. A smaller MAE value indicates better 
recommendation performance. It is evident from the results 
that our proposed algorithm achieves the highest accuracy 
compared to the other three algorithms tested. For instance, 
when the number of nearest neighbors is set to 25, the MAE 
reaches its minimum value across all tested algorithms. Our 
algorithm improves the performance by 5.25% compared to the 
second-ranked algorithm. The experiments demonstrate that 
our proposed method achieves lower scores, confirming its 
effectiveness. 
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TABLE V.  ABLATION EXPERIMENT 

𝑇𝑠 𝑇𝑎𝑡𝑡  𝜆 MAE 

5 20 0.4 0.818 

5 20 0.6 0.721 

5 20 0.3 0.713 

5 40 0.4 0.688 

5 60 0.4 0.501 

5 60 0.6 0.593 

5 80 0.4 0.598 

3 20 0.4 0.578 

3 40 0.4 0.634 

3 60 0.4 0.612 

8 20 0.4 0.604 

8 40 0.4 0.691 

8 60 0.4 0.711 

TABLE VI.  MAE ABLATION EXPERIMENTS WITH DIFFERENT K VALUES 

 5 15 25 35 45 

UBCF 0.801 0.785 0.679 0.768 0.755 

K means UBCF 0.734 0.699 0.645 0.759 0.765 

Canopy+K means 

UBCF 
0.736 0.731 0.622 0.659 0.713 

OURS 0.631 0.612 0.591 0.601 0.622 

To validate the reliability of our approach, as shown in 
Table VII, we collected feedback from recent deaf university 
graduates regarding their satisfaction with our recommendation 
method and their employment status. After implementing our 
method, they experienced a significant increase in employment 
rates and reported higher satisfaction with their job placements. 
This evidence supports the effectiveness and reliability of our 
approach. 

TABLE VII.  ALGORITHM EFFECT 

 
Employment 

satisfaction 
Employment rate 

Without our method 0.54 0.65 

OURS 0.98 0.97 

V. CONCLUSION 

We integrated the course grades, interests, and employment 
and entrepreneurial directions of existing deaf university 
students. Utilizing knowledge graphs, we proposed a hybrid 
clustering and interest-based collaborative filtering 
recommendation algorithm. This approach establishes logical 
relationships between the interests, personal information, key 
courses, and career directions of deaf university students, 
thereby offering reliable and professional recommendations for 
employment and entrepreneurship, as well as related course 
information. 

Furthermore, we conducted experimental comparisons to 
validate the effectiveness of our method and obtained approval 
from deaf university students. While our method demonstrated 

outstanding performance on the datasets we collected, 
showcasing excellent capabilities and results, its broader 
application requires more comprehensive validation. To ensure 
the accurate and sustained improvement of employment and 
entrepreneurial capabilities among deaf university students, we 
advocate for further empirical research on feasibility, 
effectiveness, security, and other aspects. This endeavor will 
help confirm the practical potential of our approach and guide 
its future dissemination and application in the educational 
domain. 
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Abstract—Numerous governmental entities, including 

hospitals and the Bureau of Statistics, as well as other functional 

units, have shown great interest in personalized privacy. 

Numerous models and techniques for data posting have been put 

forward, the majority of which concentrated on a single sensitive 

property. A few scholarly articles highlighted the need to protect 

the privacy of data which includes many sensitive qualities. 

Utilizing current techniques like the sanctity of privacy in data 

gets decreased if many sensitive values are published while 

maintaining k-anonymity and l-diversity simultaneously. 

Furthermore, customization hasn't been investigated in this 

context. We describe a publishing strategy in this research that 

handles customization when publishing material that has many 

sensitive features for analysis. The model makes use of a slicing 

strategy that is reinforced by fuzzy approaches for numerical 

sensitive characteristics based on variety, generalization of 

categorical sensitive attributes, and probabilistic anonymization 

of quasi-identifiers using differential privacy. We limit the 

confidence that an adversary may draw about a sensitive value in 

a publicly available data collection to the level of understanding as 

an inference drawn from known information. Both artificial 

datasets based on real-life healthcare data were used in the trials. 

The outcomes guarantee that the data value is maintained while 

securing individual’s privacy. 

Keywords—Big data; privacy preservation; security; data 

publish; data privacy 

I. INTRODUCTION 

One of the largest technological breakthroughs in the near 
time, cloud computing, has developed quickly. These days, the 
market for cloud computing is well-established, leading many 
big businesses to construct effective cloud infrastructures. 
Cloud computing and data analytics go hand in hand, and the 
degree of data analytics available on cloud platforms is growing 
day by day. 

Innovative advances in e-commerce, healthcare, and other 
fields are made possible by new approaches and platforms for 
big data analytics, which also open up a plethora of beneficial 
opportunities for companies [31]. But as fresh concerns about 
privacy are on the raise, the act of gathering and organizing data 
presents noteworthy privacy hazards, making information 
"security" and "privacy" a matter of concern. A trustworthy 
privacy model must be in place while processing to guard 
against external assaults and stop data leaks. Preventing 
potential security issues is necessary even during the storage 
phase. Several strategies are in practice to protect big data 

privacy. The primary methods in use may be categorized into 
three [1]: noise-based methods, data encryption, and 
anonymization techniques [12]-[14]. The first two aid in 
concealing the private details, but they can't guarantee privacy 
due to the prevalence of re-identification procedures [2]. 
Nonetheless, carrying out data analytics statistically employing 
noise-based methods is more beneficial and successful [3]. 

We have examined and used the noise-based privacy 
algorithm known as "Differential Privacy" on the Hadoop data 
analytics platform in this work. It claims to address the 
drawbacks of privacy solutions based on anonymization and 
encryption [17]-[19]. We refer to this privacy platform as “Data 
Sensitivity Preservation-Securing Value using Varied 
Differential Privacy Method (SP-SV Method)”. It provides a 
solution in situations when the hazards related to privacy and 
the expenses for providing the required privacy of data are 
rising. A mathematical concept known as "differential privacy" 
describes the loss of one's privacy and measures the extent to 
which a particular privacy strategy, such as random noise 
insertion, would be effective in sustaining the privacy of 
specific information inside a dataset [4]. 

The noise or disturbance which has to be introduced to the 
attributes to gain the appropriate level of privacy depends on 
the security settings based on sensitivity of attributes. The 
degree to which the dataset's privacy-preserved outputs may be 
discriminated statistically is measured by the privacy-based 
approach [5]. As Hadoop can handle large-scale computing 
challenges, it is utilized for models of parallel data processing 
[6]. Still, there are shortcomings with this platform's privacy-
related features. Actually, the privacy of a dataset is based upon 
if it is encrypted or anonymized [30]. The platform's privacy 
and security haven't changed in a while and many of Hadoop's 
sections have been developed independently [7] making 
privacy preservation more challenging. 

The privacy preservation methods mostly concentrate on 
providing security and privacy to the data [22]. The data 
usability section is mostly slipping off the focus. The new "SP-
SV Method" ensures the security of sensitive personal data in a 
dataset for data analysis through the implementation of a varied 
Differential Privacy algorithm in the Hadoop Map Reduce 
platform focusing on data usability. This ensures privacy with 
data usability for analytics. The SP-SV Method is an adaptable 
method since it doesn't need any extra knowledge to compute 
on the datasets providing secure and useful data. 
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II. LITERATURE SURVEY 

Cynthia Dwork et al., [15] laid out the mathematical 
foundations of differential privacy, which is a mathematical 
approach to safeguard individual privacy in big data analysis. It 
involves adding noise to data to protect individual information 
from being exposed. Using differential privacy concept, data 
can be allowed for analysis yet protecting the privacy of data. 

Cynthia Dwork et al. [16], the paper discusses practical 
considerations and challenges in implementing differential 
privacy in real-world scenarios. It provides insights into 
deploying differential privacy techniques effectively. 

HybrEx [20] is specifically a paradigm for cloud computing 
anonymity, security, and confidentiality that is intended for 
hybrid clouds. HybrEx has separated its data into sensitive and 
non-sensitive categories. Sensitive data is stored in a private 
cloud, while non-sensitive data is sent to public clouds. One of 
HybridEx's shortcomings is that it cannot manage generated 
values in Map stages in clouds that are private or public. 

Machanavajjhala et al. [23], used Differential privacy 
nonetheless, to produce artificial datasets for statistical 
examination of patterns of commute in mapping applications. 
Handling datasets with broad domains was a problem because, 
despite the sparseness of the data, noise permeated the whole 
domain. The domain size was reduced by the use of exogenous 
data and procedures; nonetheless, the distribution of travel 
lengths was only appropriate for research involving very short 
journeys. 

R. Agrawal et al. [24], reasoned that it is hard to estimate 
user privacy correctly when randomization is used since it 
disrupts the personal data of the user. They made an effort to 
respond to the query, "Is it still possible to construct sufficiently 
accurate predictive models with a large number of users who do 
this perturbation?" 

S. R. Ganta et al. [25], subsequent research has shown that 
such criteria fall short of protecting an individual's privacy. The 
objective of the secure multi-party computing technique is to 
create a data mining model spanning many databases without 
disclosing the specific entries in each database. 

Building a centralized warehouse may not be possible 
because of privacy concerns; 

M. Kantarcioglu et al. [26], addressed issues with 
calculating association rules in such a setting. They assumed 
that all sites with homogenous databases had the same schema. 
On the other hand, every website has data on various entities. 
They intended to create universally applicable association 
guidelines while also restricting the amount of information that 
could be disclosed about individual sites. 

Two general techniques for privacy-preserving data mining 
have been proposed: safe multi-party computing and 
randomization. While safe multi-party computing seeks to 
develop a method for mining data across many databases 
without disclosing specific information, randomization 
concentrates on protecting individual privacy. A platform for 
expanding data analysis called Privacy Integrated Queries 
(PINQ). 

F. D. McSherry [27], performed calculations on private 
information while providing total privacy guarantees for each 
and every record in the underlying data sets. To prevent noise 
from affecting the computation's intermediate findings, PINQ 
employs a request/reply paradigm and stores the results on a 
reliable data server that is supplied by a system that is 
distributed. 

I. Roy et al. [28], Airavat algorithm enforces restrictions on 
access and applies differential privacy to safeguard data. As far 
as safe computing and information privacy in MapReduce 
systems are concerned, this is the first technology that offers 
almost a required solution. To prevent unauthorized mappers 
from leaking information outside the group as well as granting 
mappers access to its contents and network, Airavat employs a 
required control scheme. 

The task while adhering to the same underlying principles 
as Airavat [28], SP-SV Method has added additional 
functionality, such as a combiner, and refrained from altering 
the core source code of Hadoop. SP-SV Method is a privacy-
protecting data analysis tool. It delivers the promised 
anonymity by combining Hadoop MapReduce with the 
differential anonymity approach to aggregate attributes from 
the datasets being used without revealing any specifics about 
individual data objects. 

As defined by Cynthia Dwork, "The outcome of any 
analysis is essentially equally likely, independent of whether 
any individuals join or refrain from joining the dataset," When 
the computation output for every single input is independent of 
the input's existence, we designate a calculation on a set of data 
as being highly private in the input data set. 

Take note that we have focused on Hadoop MapReduce 
security as well as privacy in the SP-SV Method. This indicates 
that, although we prevent some of the ways intruders may 
acquire information through information disclosure (using 
insecure Reducers), while maintaining the privacy of the 
individual, we nonetheless accept the intrusive party's certainty 
regarding the existence or nonexistence of any information in 
the MapReduce outcome. 

III. METHODOLOGY 

A. Working on the Hadoop MapReduce Platform 

Hadoop's MapReduce is an open-source initiative and a 
popular data processing framework that works well for many 
different kinds of workloads, such as log evaluation, analyzing 
social networks, searches, and clustering We chose to use the 
Hadoop platform since a lot of companies, including Amazon, 
Facebook, Yahoo, including the New York Times [8], have 
successfully adopted it to run their applications on clusters. 
MapReduce is the primary tool in Hadoop's toolkit. 

To add different kinds of features to Hadoop, multiple 
modules have been independently created throughout time. But 
until recently, Hadoop's security was not a top priority for 
development. The security mechanism's vulnerability has 
therefore emerged as a major obstacle to Hadoop's progress, 
despite the platform's growing adoption. Over time, 
MapReduce and other Hadoop framework components may 
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have difficulties because of a dearth of a uniform security 
approach and many security risks involved. 

The findings [29] state that Hadoop is readily recognized by 
hackers worldwide. All they have to do is sniff open instances 
to do this. We chose the Hadoop MapReduce platform and 
concentrated on addressing its privacy concerns since it is open-
source, accessible to a large global user base, and has security 
flaws. On the other side, the growing importance of data 
analytics helped us pick this platform. 

The designed SP-SV Method is a privacy-protecting data 
analysis tool. It combines the Differential Privacy technique 
with Hadoop MapReduce to aggregate characteristics from 
input datasets while maintaining the promised privacy by not 
disclosing any information about individual data items [10] 
[11]. In this work, we have concentrated on Hadoop 
MapReduce security as well as privacy using the SP-SV 
Method which is based on varied Differential Privacy for 
safeguarding the privacy of the person and yet having data of 
value for analysis. 

B. Proposed Method 

The proposed work Fig. 1 was evaluated for patient datasets 
for its usefulness in providing privacy while allowing for data 
analysis. Comparisons were made before and after applying the 
proposed varied differential privacy concept with the SP-SV 
method on the datasets. 

Comprehensive approaches have been introduced to present 
the concept of privacy-preservation. The randomization 
approach makes sure that no one knows the real data, instead 
just random information about data sets is revealed, thereby 
protecting individual privacy. Specifically, Cryptographic 
Random Number Generators (RNGs) are specialized 
algorithms designed to produce random numbers with certain 
properties that make them suitable for cryptographic 
applications. These properties include unpredictability, uniform 
distribution, and resistance to various attacks which are aimed 
at predicting or manipulating the generated numbers. 

C. Enforcement of Differential Privacy 

In the initial stage, the Mapper code was created the 
procedure which comprised defining the keys and identifiers. 
In addition, the privacy parameters "N" and "n" were supplied, 
and a preconfigured Reducer was chosen. Once the code has 
been written, compiled, and the jar file has been produced, the 
next step is to specify the Differential Privacy settings for the 
Proposed Model. This is necessary in order for the model to 
generate the right level of noise. 

Laplace's Differential Privacy method adds noise to the 
data, and it can be explained in this way. 

f(x)+(Lap(∆f/epsilon))                        (1) 

D. Overall Algorithms Steps 

1) Input splitting: Input splits are the smaller portions of the 

input data that are separated. Each split is handled by a map job. 

Considering input attributes in the dataset as follows Patient Id, 

Age, Name, Gender, City, Job, Specialist, Disease, Marital 

Status. 

2) Mapping: Every mapping task handles its input splits 

individually. It reads the incoming data, implements the data 

anonymization logic [12], and outputs a collection of key-value 

pairs that are intermediate. 

The attributes considered for anonymization are Age, City, 
Gender and Job. And for every considered attribute, add the 
epsilon and sensitivity to maintain the privacy of the data. 

Anonymization Logic: To achieve differential privacy, 
Laplace noise is applied to each sensitive attribute's original 
value. 

Start

Setup Hadoop

Differential 

Privacy

Write Map Code Write Reduce Code

Add Privacy

 Parameters

Add Noise with Privacy 

Parameters “Epsilon” and 

“Sensitivity”

Run Analytics

Reduced Output

Final Output End

Compile

 Code

+

 

Fig. 1. Proposed flowchart. 

The formula for adding Laplace noise is: 

𝑁𝑜𝑖𝑠𝑦𝑉𝑎𝑙𝑢𝑒 = 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑉𝑎𝑙𝑢𝑒 + 𝑙𝑎𝑝𝑙𝑎𝑐𝑒(0,
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝜀
) 
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Where: 

- 𝑙𝑎𝑝𝑙𝑎𝑐𝑒(0,
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝜀
) represents Laplace noise with mean 

0 and scale 
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝜀
 

- 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 is the sensitivity of the attribute. 

- 𝜀 is the privacy parameter. 

3) Differential privacy reduction: For a given key, an 

ordered list of intermediate pairs of keys and values is sent to 

each mapper. The map function applies the differential privacy 

method to each key's corresponding values. Using aggregation 

functions or adding more noise may be necessary in this 

situation, based on the particular privacy needs of the 

considered attributes. 

4) Intermediate key-value pair shuffling: The map jobs 

produce intermediate key-value pairs, which are then divided 

according to the keys and sent to the reducers. Performing this 

step guarantees that every value linked to the same key ends up 

in the same reducer. 

Reduce Phase: 

5) Sorting: The intermediate key-value pairs are arranged 

according to the keys inside each reducer. 

6) Final output: A collection of key-value pairs containing 

anonymized data is the final output that the reducers generate. 

This output can be written to an external storage system or 

saved in HDFS. 

E. Overall WorkFlow 

The overall workflow of the proposed architecture is set up 
as in Fig. 2. 

1) Setup of the job: The MapReduce job is set up with 

parameters for the differential privacy method (e.g., ε), as well 

as input and output pathways, mapper and reducer classes, input 

and output key-value formats, etc. 

2) Job submission: The specified job is sent to the Hadoop 

cluster. 

3) Job execution: Hadoop distributes jobs throughout the 

cluster nodes and coordinates the mapping process. 

4) Task monitoring: We may use command-line tools or the 

Hadoop JobTracker interface to keep an eye on the status of 

your task. 

When every task has been finished, the job is considered 
finished, and the final output including differentially private 
anonymized data is ready for additional processing or analysis. 

This methodology guarantees the safeguarding of 
confidential information inside the input data, all the while for 
insightful analysis to be conducted on the anonymized data. 

Map

(Key, Value)

Reducer

(Sum-Count)

Dataset

AnalysisReducer Output

Noise 

Values

User

Final Result

Add Privacy Parameters Epsilon, 

Sensitivity and Cryptographic Random 

Generator

MapReduce 

Code

Add Privacy 

Attributes

 

Fig. 2. Proposed architecture. 

IV. ALGORITHMS 

A. Algotihm 1: Map-Reduce 

Input: keys are listed. 

The dataset consists of the named identifiers, min-range, 
max-range and epsilon (ε) 

Output: noisy value denoted as L is the output of dataset.  

Procedure: 

Step 1: The parameters 𝑘1 … to 𝑘𝑛 consider for mapping to 
get output keys. 

Step 2: Compute in group by collecting every key 
mentioned in step1 to generate map. 

Step 3: Returns Mean value if max-range is greater than 
min-range values. 

Step 4: else, min-range should be smaller than max-range. 
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B. Differnetail Privacy Enfocrement Procedure 

Step 1: The noise calculation is performed using the values 
of Epsilon and min-range/max-range. 

Step 2: The result is obtained by adding the Reducer-Output 
and Laplacian Noise. 

return Reducer-Output + Laplacian Noise. 

The pseudo-code for our algorithm is displayed in 
Algorithm. 

The f(x) function's sensitivity, represented by the symbol 
∆f, indicates the function's potential level of revealing and 
incorporates addition of noise with a scale of ∆f/epsilon to 
maintain epsilon-differential privacy. 

C. Algorithm 2: Varied Differential Privacy in Proposed 

Work 

Input 

Mapper-Input = F(X) 

Privacy Parameter such as epsilon 

min-range 

max-range 

Output 

Added Laplace Noise to Mapper Input(F(X)) 

Procedure: Requirements for Differential Privacy:  

Step1: Sensitivity, ∆F = |max-range – min-range| 

Step2: Amount of noise: L = Lap(∆f/epsilon) 

Step3: Apply L to F(X) 

Return F(X)+ Laplace Noise. 

The Proposed Model in our Differential Privacy code, 
implemented in the "Mapper" class, requires two privacy 
parameters: "Epsilon (epsilon)", "Sensitivity" and 
“Cryptographic Random Number Generators (RNGs)”. These 
parameters are necessary to determine the appropriate noise 
level to be added to the result and ensure limits on the potential 
disclosure of information about datasets. 

1) Parameter “Epsilon”: Epsilon, is a fundamental 

Differential Privacy parameter that is essential to the Proposed 

Model. The statistics that are often produced as a consequence 

of calculating sensitive data that might introduce privacy issues. 

By calculating the degree of privacy loss brought on by a 

differential change in data, the parameter quantifies privacy. It 

is essential to acknowledge that epsilon is not an absolute 

measure of privacy, but rather a relative one. The degree of 

secrecy rises as epsilon's value falls and vice versa. 

2) Parameter “Sensitivity”: Sensitivity is the variable that 

governs the minimum amount of noise required to be 

introduced into the output. It is a significant factor in the 

computation of DP noise is the "Sensitivity" [21]. The term 

"Impact" refers to the modifications that take place in the result 

when any input data is eliminated. The Proposed Model 

incorporates the addition of exponentially distributed noise by 

the reducers to ensure the enforcement of Differential Privacy. 

3) Cryptographic Random Number Generators (RNGs) are 

specialized algorithms designed to produce random numbers 

with certain properties that make them suitable for 

cryptographic applications. These properties include 

unpredictability, uniform distribution, and resistance to various 

attacks aimed at predicting or manipulating the generated 

numbers. The key advantages we can consider as 

unpredictability. This means that the sequence of random 

numbers generated should appear statistically random, making 

it practically impossible for an attacker to predict the next 

number in the sequence, even if they have access to some of the 

previously generated numbers. 

According to definition of sensitivity, the "Count" function 
has a sensitivity of 1. The count can be incremented or 
decremented by a maximum of 1 based on whether an item is 
added or deleted from the dataset. 

Max (|Mmin| , |Mmax|) = 1 

The "Sum" function's sensitivity changes depending on the 
range. As an example, the sensitivity is 100 on a specified 
interval of integers from 0 to 100. The output will be influenced 
by 100 units if 100 is either added or subtracted. 

The calculation of sensitivity in the proposed work 
necessitates the data source to explicitly state the span. Within 
this range, the calculation provider must provide the 
minimum as 0 and 100 as the maximum number. 

This will be used to find the sensitivity, as it is possible to 
get a rough estimate of the sensitivity by calculating it within 
the provided range. The range declaration is determined solely 
by the data values in a dataset and the query. The data provider 
must assess their dataset and determine the specific information 
they need to extract from it. Based on this assessment, they can 
then establish the lowest and maximum values for the range. 

The "Count" function requires the range to have a minimum 
value of 0 and a maximum value of 1. The range for the "Sum" 
function is from 0 to the largest value. The sensitivity will be 
determined and the noise will be computed by specifying the 
range, ∆f. 

noise ~ Lap(∆f/epsilon) 

During the process, the estimated noise will be added to the 
Mapper's output. The sensitivity of a function corresponds to 
the amount of information it discloses about whether or not an 
item is present in the input dataset. 

In the Reducer Phase, which is part of a Hadoop 
MapReduce job. It's responsible for merging anonymized data 
for the same patient ID. 

D. Step by Step Procedures 

1) The reduce method takes four parameters: 

key: A Text object representing the key. 

values: An Iterator<Text> containing the values associated 
with the key. 
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output: An OutputCollector<Text, Text> used to collect the 
output of the reduce operation. 

reporter: A Reporter object to report progress and status. 

2) Creates a ‘HashMap’ called ‘mergedData’ to store the 

merged data. It will store key-value pairs where the key is a 

string (presumably an attribute of the patient) and the value is 

also a string (the value of that attribute). 

3) Iterates over the values associated with the key. 

4) This line retrieves the next value, converts it to a string, 

and then splits it into an array of strings using a comma (‘,’) as 

the separator. 

5) This starts another loop that iterates over each part of the 

split string array. 

6) The key-value line splits each part into two strings based 

on a colon (‘:’) separator. 

7) These checks if the split resulted in exactly two parts (a 

key and a value). If so, it proceeds to the next step. 

8) Merge the data by adding the key-value pair to the 

‘mergedData’ map. ‘keyValue[0]’ is the key and ‘keyValue[1]’ 

is the value. 

The overall purpose of this code is to merge data from 
multiple values associated with the same key. Each value is 
assumed to be a comma-separated string of key-value pairs, 
where each pair is separated by a colon (‘:’) [9]. The code splits 
these strings and stores the key-value pairs in a map 
(‘mergedData’). Finally, the merged data is collected as the 
output of the reduced operation [32]. 

E. Example 

Consider a set of datasets with age, city, gender and job. The 
original dataset had the values as in Table I. 

Choose the attributes for which we apply Differential 
Privacy based SPSV method to Secure Privacy and 
Safeguarding Value. The attributes Age, Gender, City, Disease 
are chosen as sensitive attributes. According to Cynthia Dwork, 
safeguarding Age, Gender and City is very critical and if could 
fetch the value for those attributes, identification of individual 
is not impossible. So we choose them along with our main 
sensitive attribute, Disease. Other attributes are sliced and 
truncated. 

The Chosen attributes in Table II are encoded and then 
applied Hadoop’s Mapper and Reducer algorithms. The varied 
Differential Privacy Preservation technique, the SP-SV Method 
is applied. The encoded and transformed data as shown in Table 
III is decoded to get disclosure safe data. The safe data can be 
utilized for analytics with almost no chance for re-
identification. 

The Diseases and cities are plotted on the original data sets 
before applying Varied DP, Fig. 3. The plot shows a significant 
amount of change after the application of the Varied 
Differential privacy method i.e. the SP-SV method in Table II 
data, Fig. 4. 

The transformed data is useful with respect to the chosen 
sensitive attributes and as getting back to the original data is 
difficult and nearly impossible with the usage of Epsilon, 
Sensitivity factor, Crypto Random Generator, the individual 
data is safeguarded. 

TABLE I.  ORIGINAL DATASET 

Patient Id Name Age Gender City Job Specialist Disease Marital Status 

PId-900 Aaditya 45 Male Belgaum Engineer Cardiologist Headache Unmarried 

PId-901 Rashmi 27 Female Davanagere Designer Gynecologist 
Uterine 

Fibroid 
Married 

PId-902 Tejasvi 63 Male Ballari Painter Oncologist 
Prostate 

Cancer 
Married 

PId-903 Lakshmi 35 Female Belgaum Architect Specialist Heart Problem Married 

TABLE II.  SENSITIVE DATA 

Age Gender City Disease 

45 Male Belgaum Headache 

27 Female Davanagere Uterine Fibroid 

63 Male Ballari Prostate Cancer 

35 Female Belgaum Heart Problem 

TABLE III.  TRANSFORMED ENCODED DATASET 

Patient Id Name Age Gender City Job Specialist Disease Marital Status 

PId-900 Aaditya 67 Male Ballari Engineer Cardiologist Headache Unmarried 

PId-901 Rashmi 71 Female Belgaum Designer Gynecologist Cancer Married 

PId-902 Tejasvi 34 Male Davanagere Painter Oncologist Headache Married 

PId-903 Lakshmi 35 Female Belgaum Architect Specialist Uterine Fibroid Married 
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V. RESULTS 

The varied Differential Privacy Technique, SP-SV Method 
has transformed the original datasets and as the Epsilon values 
are difficult to guess and makes it almost impossible with 
Sensitivity factor in the equation, being generated by Crypto 
Random Number Generator. 

The output disease count matches with the original count 
but has modified with age, gender and city. This result is helpful 
in generating useful data for analysis yet keeping the 
individual’s identity very safe. 

 

Fig. 3. Count of disease based on city before Differential Privacy (DP). 

 

Fig. 4. Count of disease based on city after Differential Privacy (DP). 

VI. CONCLUSION 

In this work, we have put forth a MapReduce-based varied 
computation module that preserves privacy of personal 
information and ensures the utility of the data. SP-SV Method 
ensures that the computed output for every given input is 
independent of its presence or absence in the data by 
implementing the Differential Privacy based SP-SV method 
using Hadoop MapReduce. This privacy-preserving module 
ensures privacy preservation by determining the appropriate 

noise levels to maintain the trade-off between privacy and final 
output accuracy. 

SP-SV Method restricts the calculations and stops data leaks 
that go beyond the terms of the data provider. Although Airavat 
served as an inspiration for this model, the Apache Hadoop 
code itself was left unaltered unlike Airavat, and SP-SV 
Method’s source code was built entirely from scratch. We were 
ultimately unable to compare the efficiency of SP-SV Method 
with Airavat since we were unable to obtain source code of 
Airavat. However, in line with the fundamental principles of the 
Differential Privacy Method, an individual is not identified 
specifically when a specific piece of data is added or removed 
from the database which satisfies the need for privacy of 
individual and also provides useful data for analytics. 
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Abstract—Paddy rice, an essential food source for millions, is 

highly susceptible to various leaf diseases that threaten its yield 

and quality. This study introduces a cutting-edge hybrid deep 

learning model designed to address the critical need for accurate 

and timely identification and classification of paddy leaf diseases. 

Traditional methods often lack the precision and efficiency 

required for effective disease detection, necessitating the 

development of more sophisticated approaches. Our proposed 

model leverages the feature extraction capabilities of 

EfficientNetB0 and the hierarchical relationship capturing 

abilities of the Capsule Network, resulting in superior disease 

classification performance. The hybrid model demonstrates 

outstanding accuracy, achieving 97.86%, along with precision, 

recall, and F1-scores of 97.98%, 98.01%, and 97.99%, 

respectively. It effectively differentiates between diseases such as 

Narrow Brown Spot, Bacterial Leaf Blight, Leaf Blast, Leaf Scald, 

Brown Spot, and healthy leaves, showcasing its robustness in 

practical applications. This research highlights the importance of 

advanced technological interventions in agriculture, providing a 

scalable and efficient solution for disease detection in paddy crops. 

The hybrid deep learning model offers significant benefits to 

farmers and agricultural stakeholders, facilitating timely disease 

management, optimizing resource use, and improving crop 

management practices. Ultimately, this innovation supports 

agricultural sustainability and enhances global food security. 

Keywords—Paddy rice; leaf diseases; hybrid deep learning; 

efficientnetb0; capsule network 

I. INTRODUCTION 

Paddy rice, often referred to simply as "paddy," denotes the 
raw, unhulled grains of rice, encased within their protective 
husks. Cultivated extensively across the globe, particularly in 
regions with flooded fields conducive to rice growth, such as 
Asia, paddy forms the backbone of numerous cuisines and diets. 
Boasting a diverse array of varieties, paddy rice encompasses a 
spectrum of characteristics, from grain size and color to taste and 
texture. Its cultivation entails meticulous processes, including 
land preparation, seed selection, and often, transplanting into 
flooded paddy fields. Rich in carbohydrates and supplemented 
by proteins, fiber, and various nutrients, paddy rice serves as a 
vital source of nutrition for a substantial portion of the whole 
population [1]. Post-harvest, paddy undergoes processing to 
yield different rice types, from polished white grains to nutrient-
rich brown rice variants. This processed rice, in its myriad 
forms, finds its way into an extensive array of culinary creations, 
from simple staples to intricate delicacies like sushi and biryani. 
Economically, rice cultivation and trade represent a cornerstone 
of many nations' economies, supporting millions of livelihoods 
and playing a vital role in food security and economic stability. 
Thus, paddy rice stands as not only a dietary staple but also a 

symbol of cultural heritage, economic vitality, and agricultural 
resilience. 

Paddy leaf diseases present a formidable challenge to rice 
cultivation globally, encompassing a spectrum of fungal, 
bacterial, and viral pathogens that afflict the leaves of the rice 
plant. These diseases manifest through a variety of symptoms 
including lesions, spots, discoloration, and wilting, ultimately 
impairing the plant's ability to photosynthesize effectively and 
thereby compromising yield and quality. Spread through diverse 
vectors such as wind, water, contaminated seeds, and insect 
carriers, the transmission of these diseases is facilitated by 
environmental factors like temperature, humidity, and cultural 
practices [2]. Combatting paddy leaf diseases requires a multi-
faceted approach involving cultural, chemical, and biological 
strategies. Farmers employ techniques like crop rotation and the 
use of disease-resistant varieties alongside chemical treatments 
and biological control agents to mitigate disease spread and 
severity. 

The spectrum of paddy leaf diseases includes bacterial leaf 
blight, leaf blast, brown spot, leaf scald, and narrow brown spot. 
Bacterial leaf blight, caused by Xanthomonas oryzae pv. 
Oryzae, leads to water-soaked lesions and plant wilting. Brown 
spot, from Cochliobolus miyabeanus, shows small lesions with 
yellow halos. Leaf blast, by Magnaporthe oryzae, produces 
lesions shaped like diamonds with gray centers. Leaf scald, 
caused by Rhizoctonia oryzae, results in elongated, pale streaks 
on leaves. Narrow brown spot, linked to Cercospora janseana, 
shows elongated brown lesions with yellow borders [3]. And a 
healthy foliage exhibits vibrant green coloration and intact leaf 
structure. Vigilant monitoring and management strategies are 
crucial for mitigating these conditions and ensuring crop 
productivity and food security. 

Paddy leaf disease detection and recognition hold 
importance in modern agricultural practices for several 
compelling reasons. Firstly, early detection allows for timely 
intervention, which is pivotal in curbing the spread of diseases 
and minimizing crop damage. By swiftly identifying diseased 
plants, farmers can implement targeted control measures, 
thereby mitigating yield losses and preserving crop quality. 
Moreover, accurate disease detection facilitates precision 
agriculture, enabling farmers to adopt site-specific management 
practices tailored to the needs of individual fields [4]. This 
approach optimizes resource utilization, reduces input costs, and 
minimizes environmental impact. Staying ahead of disease 
outbreaks optimizes yields and enhances food security, vital for 
rice-dependent communities. Technological advancements aid 
research into disease dynamics and resilient crop development. 
Accurate disease detection is essential for sustaining 

*Corresponding Author. 
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productivity and fostering eco-friendly farming. The important 
contribution of this study is given below: 

 To create a robust model for detecting paddy leaf 
diseases utilizing a hybrid deep learning approach. 

 To effectively identifies and classifies multiple paddy 
leaf diseases. 

 To minimize error rates and false positive occurrences in 
the detection process. 

 To evaluate and contrast the efficacy of the proposed 
method with existing models for detecting paddy leaf 
diseases. 

 To support for Sustainable Agriculture 

The remaining of the paper is structured as: Section II 
provides an overview of existing methodologies for detecting 
paddy leaf disease, laying the foundation for the proposed 
research. Section III outlined the method details of the proposed 
approach. The outcomes of the study, including the efficiency of 
the suggested approach in detecting diseases, are discussed in 
Section IV. At last, Section V offers remarks summarizing the 
findings and implications of our work. 

II. LITERATURE REVIEW 

Kulkarni and Shastri [5] emphasized the significance of 
early diagnosis by outlining a methodical strategy to use 
machine learning for paddy leaf disease identification. Training 
a convolutional neural network (CNN) based on the VGG-16 
model involved preprocessing methods using a Kaggle dataset. 
After training, a successful model was obtained with an 
accuracy rate of 95%. A hybrid CNN model was introduced by 
Jesie et al. [6] for the categorization of paddy leaf diseases. The 
hybrid CNN model performed better than other techniques such 
as Deep Neural Network (DNN), Deep Belief Neural Network 
(DBN), and Recurrent Neural Network (RNN). Notable 
outcomes included accuracy of 97%, under 5% error, F-measure 
of 92.3%, 93.1% precision, 92.1% recall value. 

Trinh et al. [7] detailed a methodology for detecting paddy 
leaf diseases by the YOLOv8 model, focusing on leaf folder, leaf 
blast, and brown spot. It collected a dataset of 1634 images from 
rice fields at the Vietnam National University of Agriculture 
with data augmentation techniques applied for improved model 
adaptability. The YOLOv8n architecture was chosen for its 
balance of accuracy, speed, and efficiency, with modifications 
to the loss function incorporating Efficient IoU (EIoU) and 
Alpha-IoU to enhance bounding box regression. Parameter 
settings were optimized to achieve high precision (89.6), recall 
(83.5), F1-score (86.4), and mAP (88.9) during model training. 
Evaluation showed significant improvements over the baseline 
YOLOv8 model, with enhancements in accuracy across disease 
classes. 

Bi and Wang [8] presented a method for paddy leaf disease 
detection using a double-branch DCNN (DBDCNN) model 
integrated with a convolutional block attention module 
(CBAM). The methodology involved training the DBDCNN 
model on a dataset comprising annotated rice leaf images. Also 
compared the performance of the model with established ones 
like VGG-16, ResNet-50, and MobileNet-V2. Results showed 

the model achieved a remarkable accuracy of 97.73%, 
surpassing all comparative models. This high accuracy 
underscores its potential for accurate disease classification in 
agricultural settings. 

Bharanidharan et al. [9] used a Modified Lemurs 
Optimization (MLO) Algorithm as a filter-based feature 
transformation technique to increase the efficiency of 
recognizing different paddy diseases in thermal pictures of 
paddy leaves. The authors created the proposed Modified 
Lemurs Optimization Algorithm by modifying the original 
Lemurs Optimization, taking influence from the Sine Cosine 
Optimization. Studying 636 thermal photos of both healthy and 
sick paddy leaves is part of the analysis. Four machine learning 
methods are evaluated: the RF, the Linear Discriminant 
Analysis, the K-Nearest Neighbor, and the Histogram Gradient 
Boosting. At first, these classifiers show balanced accuracies of 
less than 65%; however, they perform better when using feature 
transformation based on MLO. The achievement of an accuracy 
of 90% using the K-Nearest Neighbor classifier with the 
suggested feature modification is quite noteworthy. 

Iqbal et al. [10] examined a database of paddy leaf diseases, 
including Brown Spot and Bacterial Blight, utilizing images of 
healthy and infected leaf for classification. The system predicted 
and classified rice leaf diseases, aiding both farmers and 
exporters by estimating disease occurrences and vital production 
parameters. Prototype picture acquisition and machine vision 
models enabled real-time detection and categorization in rice 
cultivation. Notably, KNN achieved 67.18%, Inception V3 
reached 93.57%, and VGG19 attained 97.94% accuracy. The 
study emphasized dataset quality and size in deep learning, 
highlighting the methodology's potential to enhance rice 
cultivation and exports. 

A CNN-based DL architecture, incorporating transfer 
learning (TL) techniques, was proposed and implemented by 
Gautam et al. [11], focused on the significant impact of leaf 
diseases on paddy crop health. TL models such as VGG19, 
ResNet, VGG16, SqueezeNet, and InceptionV3 were utilized. 
The methodology involved preprocessing of leaf images 
followed by semantic segmentation to isolate regions of interest 
for fine-tuning TL models. The model specifically targeted 
biotic diseases affected by bacteria and fungi, achieving an 
impressive accuracy rate of 96.4%. The model demonstrated 
superior performance compared to existing approaches. 

Advanced deep learning techniques were employed by 
Yakkundimath et al. [12] to classify rice plant disease symptoms 
using VGG-16 and GoogleNet CNN models through TL. After 
rigorous threefold cross-validation, GoogleNet and VGG-16 
achieved average accuracies of 91.28% and 92.24%, 
respectively. The dataset used consisted of 12,000 labeled 
images representing 24 distinct symptoms across three types of 
rice diseases. Notably, VGG-16 showed slightly better 
performance compared to GoogleNet in disease classification. 
These results suggest promising applications for automating 
disease identification in rice plants, benefiting agricultural 
practices and policymaking. 

Various machine learning and deep learning techniques were 
examined by Tejaswini et al. [13] to identify diseases affecting 
rice leaves, aiming to enhance crop yield for farmers. The study 
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evaluated the effectiveness of different approaches by analyzing 
metrics like accuracy, recall, and precision. It was found that 
deep learning models outperformed traditional machine learning 
methods in disease detection. Notably, a 5-layer convolutional 
network exhibited the highest accuracy at 78.2%, surpassing 
models like VGG16, which achieved an accuracy of 58.4%. 
Additionally, involved classifying rice leaf diseases using 
various deep learning methods, including VGG19, VGG16, 
Xception, ResNet, and a custom 5-layer convolutional network. 
Results indicated that the custom 5-layer convolutional network 
performed the best, achieving approximately 6% higher 
accuracy than standard deep learning models. 

Haque et al. [14] addressed the issue of rice leaf diseases, 
which had been a significant concern for global rice cultivation. 
Recognizing farmers' limited ability to accurately diagnose these 
diseases, the research opted for YOLOv5, identified as a 
promising approach. An extensive dataset comprising 1500 
annotated images was utilized for training the YOLOv5 model, 
covering a wide range of disease manifestations. The 
methodology involved training and evaluating the model to meet 
specific performance metrics, including recognition precision 
(90%), recall (67%), mean Average Precision (mAP) value 
(76%), and F1 score (81%). While the YOLOv5 model 
demonstrated promising results, certain limitations persisted, 
such as the need for further validation across diverse datasets 
and potential challenges in real-world deployment due to 
computational resource requirements. 

Rani et al. [15] undertook a comprehensive exploration of 
methods for detecting rice leaf diseases. Among various 
approaches considered, the deep CNN with ResNet-50 was 
selected for its efficacy in identifying plant diseases. Given the 
global significance of rice cultivation, safeguarding crops 
became a priority, necessitating proactive measures against 
diseases and threats. Utilizing the deep CNN method facilitated 
the processing of extensive datasets, resulting in disease 
identification with an impressive accuracy of 97.3%. 

In the pursuit of improving paddy disease detection and 
classification, Almasoud et al. [16] introduced an Efficient DL 
based Fusion Model (EDLFM-RPD). The methodology 
incorporated preprocessing steps like median filtering and K-
means segmentation to identify affected areas, while feature 
extraction combined handcrafted Gray Level Co-occurrence 
Matrix (GLCM) and Inception-based deep features. 
Classification utilized Salp Swarm Optimization with Fuzzy 
SVM. A series of simulations were conducted to verify the 
efficacy of the EDLFM-RPD model, which yielded promising 
results, achieving a maximum accuracy of 96.170%. 

Recognizing the paramount importance of timely disease 
detection and classification, the Bracino et al. [17] centered on 
utilizing DL algorithms, including EfficientNet-b0, Places365-
GoogLeNet and MobileNet-v2, for this purpose. The targeted 
diseases encompassed bacterial leaf blight, hispa, bacterial 
panicle blight, bacterial leaf streaks, downy mildew, and rice 
tungro disease, reflecting the diverse range of threats to rice 
cultivation. Through extensive experimentation, it was 
discerned that EfficientNet-b0 is the most efficient model with 
accuracy of 97.74%. 

Prathima and Nath [18] examined the classification efficacy 
of various CNN architectures in identifying rice plant diseases. 
Results revealed that AlexNet achieved the highest accuracy at 
89.4%, closely followed by VGG-16, VGG-19, and ResNet-50, 
which exhibited comparable performance. MobileNet emerged 
as a viable option for mobile apps development due to its 
efficiency. The developed Generic Paddy Plant Disease 
Detector (GP2D2) aimed to equip novice farmers with digital 
disease detection capabilities akin to expert farmers. 
Conventional disease identification methods were deemed less 
effective over large agricultural areas, underscoring the 
importance of the mobile application. Drones equipped with 
cameras were proposed for capturing paddy images for disease 
identification via the app. The study offered valuable insights for 
selecting appropriate architectures for real-time disease 
identification applications in paddy plants. The mobile 
application framework's flexibility allowed for easy 
customization by updating or replacing the existing model as 
necessary. 

A critical gap exists in the development of DL models that 
can effectively detect and classify paddy leaf diseases under 
real-world conditions, addressing challenges such as variability 
in background, color issues, and the presence of contaminated 
elements in images. Existing methods, including unsupervised 
approaches and traditional machine learning algorithms like 
SVM, KNN, and Back Propagation Neural Network, encounter 
limitations such as complexity, time consumption, and difficulty 
in handling noise and lighting problems. Moreover, these 
methods may struggle with diseases exhibiting similar 
morphology and color, limiting their applicability across diverse 
environmental conditions and stages of crop growth. Therefore, 
there is a pressing need for research focused on enhancing the 
robustness and scalability of DL models for paddy leaf disease 
detection and classification, considering aspects such as variable 
lighting conditions, weather fluctuations, and the presence of 
multiple disease types simultaneously. Additionally, research 
efforts should aim to bridge the gap between theoretical 
advancements and practical deployment in agricultural settings, 
particularly in resource-constrained environments where 
computational resources and technical expertise may be limited. 
Tackling these obstacles will help create better tools to monitor 
and control paddy leaf diseases, leading to higher crop yields 
and improved food security. 

III. MATERIALS AND METHODS 

Efficient detection and classification of paddy leaf diseases 
are imperative to optimize agricultural yield and ensure food 
security, emphasizing the urgency for the development of a 
robust and scalable deep learning model tailored for real-world 
applications. A detailed visualization of the proposed method is 
given in Fig. 1. 

A. Dataset 

The dataset containing paddy leaf diseases was acquired 
from Kaggle repository, [23] comprising a total of 2627 images 
distributed across the training and validation folders. It 
encompasses six distinct rice leaf diseases, namely Brown Spot, 
Bacterial Leaf Blight, Healthy, Leaf Scald, and Narrow Brown 
Spot, Leaf Blast. Some sample images of paddy leaf disease 
from the dataset are represented by Fig. 2. 
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Fig. 1. Schematic illustration of the proposed model. 

 
Fig. 2. Dataset sample images. 

B. Image Preprocessing and Data Augmentation 

Following the dataset collection phase, the images 
underwent a series of preprocessing and augmentation steps to 
prepare them for training. Preprocessing involves standardizing 
the images, ensuring consistent pixel values and dimensions. In 
this case, pixel values were rescaled to fall within the range of 0 
to 1, to aid in model convergence during training. Augmentation 
methods were then applied to boost the variability of the dataset, 
enhancing the capability to generalize to unseen data. These 
techniques included shear transformations, zooming, flipping 
(both horizontally and vertically), and rotation (up to 30 
degrees). These augmentations mimic real-world variations that 
might occur in the images, such as changes in perspective or 
orientation. Subsequently, the images were scaled down to a 
target size of 224x224 pixels, a standard input size. This resizing 
ensures uniformity in input dimensions across all images, 
facilitating model training. To optimize memory usage during 

training, the images were batched into groups of 64. 
Additionally, the class labels associated with each image were 
encoded in categorical format. This encoding represents each 
class label as a binary vector, where each element corresponds 
to a specific class and indicates its presence or absence of the 
paddy leaf disease in the image. 

C. Architecture of Proposed Model 

The pre-processed images are input into the hybrid deep 
learning architecture proposed in this study. This model 
combines the EfficientNetB0 model with a Capsule network for 
enhanced performance in disease classification. 

1) EfficientNetB0: EfficientNetB0 is a highly efficient 

CNN architecture. It balances model depth, width, and 

resolution through compound scaling, offering advanced 

performance across various computer vision tasks while 
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minimizing computational demands. EfficientNetB0 is 

renowned for its modular design, featuring a stem 

convolutional layer that serves as the initial processing stage for 

input images as Fig. 3. 

Following the stem layer, the architecture comprises 
multiple sequences of MobileNetV2-like MBConv blocks, 
which have squeeze-and-excitation mechanisms, shortcut 
connections, and depth wise separable convolutions [19]. These 
components collectively contribute to the model's efficiency by 
reducing computational complexity while preserving 
representational capacity. The number of MBConv blocks in 
each sequence, as well as the scaling factors applied to network 
dimensions, are determined through a compound scaling 
method. This approach ensures a balanced adjustment of 
network width, depth, and resolution, thereby optimizing the 
model's performance across various computational constraints. 
The layers in the network are scaled by a factor 𝛼. If the original 
network has L layers, the scaled network has approximately 𝛼 ∗
 𝐿 layers. The width of each layer (number of channels) is scaled 
by a factor β. If the original network has W channels in a layer, 
the scaled network has approximately 𝛽 ∗  𝑊  channels. The 
input image resolution is scaled by a factor 𝛾. If the original 
input resolution is 𝑅 𝑥 𝑅 pixels, the scaled input resolution is 
approximately 𝛾 ∗  𝑅 𝑥 𝛾 ∗  𝑅  pixels. The compound 
coefficient 𝜑 is defined as the geometric mean of 𝛼, 𝛽, 𝑎𝑛𝑑 𝛾 
given by Eq. (1). 

𝜑 =  √(𝛼 ∗  𝛽 ∗  𝛾)          (1) 

One of the notable features of the EfficientNetB0 
architecture is its utilization of global average pooling, which 
facilitates dimensionality reduction by summarizing spatial 
information across feature maps. This pooling operation aids in 
capturing essential features while mitigating the possibility of 
overfitting, thereby boosting the capacity of generalization. The 
architecture consists of nine stages, each with specific operators, 
resolutions, channels, and layers, designed to process input data 
at different levels of complexity and abstraction. EfficientNetB0 
is typically pretrained on large-scale image datasets such as 
ImageNet, enabling it to learn generic features from diverse 
visual data [20]. This pretrained model can then be fine-tuned 

on smaller, task-specific datasets to adapt its learned 
representations to the nuances of the target domain, making it 
highly versatile for various image classification task. 

2) Capsule network: Drawing inspiration from the 

hierarchical organization of biological neural structures, 

Capsule Neural Networks, or CapsNets, represent a type of 

artificial neural network (ANN) designed to mimic these 

hierarchical relationships. Unlike conventional neural 

networks, CapsNets introduce capsules, termed as digit 

capsules, as fundamental units to better handle hierarchical 

structures and variations in data [21]. These capsules 

encapsulate activation information and spatial relationships, 

outputting pose parameters alongside activations to represent 

specific entities or object parts. CapsNets employ dynamic 

routing to refine coupling coefficients based on pose parameter 

agreement, enhancing recognition of intricate data patterns and 

capturing complex spatial hierarchies. The CapsNet 

architecture includes an encoder network, consisting of layers 

like Convolutional, PrimaryCaps, and DigitCaps, to convert 

image inputs into vectors containing essential parameterization 

parameters as shown in Fig. 4. 

The PrimaryCaps layer clusters neurons into capsules to 
capture important patterns, while the DigitCaps layer represents 
specific entity types and encodes their instantiation parameters. 
Capsule networks utilize dynamic routing to update coupling 
coefficients between lower-level and higher-level capsules, 
aiming to increase agreement between predictions and input 
vectors [22]. Additionally, CapsNets feature a Decoder Network 
as illustrated in Fig. 5, responsible for reconstructing input 
images from the data stored in DigitCapsules, facilitating 
faithful image reconstruction using instantiation properties. This 
reconstruction process contributes to both classification 
accuracy and meaningful image reconstruction, aligning with 
the training objective of Capsule Networks. It calculates the loss 
for each training example and output class using Eq. (2). 

𝐿𝑛 = 𝑇𝑛𝑚𝑎𝑥(0, 𝑚+ − ‖𝑣𝑛‖)2 + 𝜆(1 − 𝑇𝑛)𝑚𝑎𝑥(0, ‖𝑣𝑛‖ −
𝑚−)2   (2) 

 
Fig. 3. Fundamental architecture of EfficientNetB0. 
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Fig. 4. Encoder network of CapsNet. 

 

Fig. 5. Decoder network of CapsNet. 

where 𝐿𝑛 denotes the margin loss for the n-th digit capsule. 
The binary indicator 𝑇𝑛represents the activity vector for the n-th 
digit capsule as 𝑣𝑛 , with its length indicated as ‖𝑣𝑛‖ .The 
positive and negative margins are represented as 𝑚+ and 
𝑚− respectively. Additionally, 𝜆  signifies the down-weighting 
factor for the loss from inaccurate digit capsules. Dynamic 
routing in capsule networks updates coupling coefficients 
between lower-level and higher-level capsules to enhance 
agreement. This iterative update process is governed by Eq. (3), 

𝑐𝑖𝑗 =
𝑒𝑥𝑝(𝑏𝑖𝑗)

∑ 𝑒𝑥𝑝(𝑏𝑖𝑘)𝑘
   (3) 

where 𝑏𝑖𝑗  denotes the log prior probabilities of the coupling 

coefficients 

3) Proposed hybrid model: The proposed hybrid deep 

learning model combines the strengths of EfficientNetB0 and a 

Capsule Network to effectively detect and classify diseases in 

paddy plants. EfficientNetB0 serves as the backbone of the 

model, leveraging its pretrained weights from ImageNet to 

capture intricate hierarchical features from input images. This 

pretrained model is adept at extracting meaningful patterns, 

edges, and textures from images, providing depiction of the 

input data. To further process the features extracted by 

EfficientNetB0, a Global Average Pooling layer is induced. 

This layer preserves crucial information while minimizing 
the feature maps' spatial size, facilitating computational 
efficiency and preventing overfitting. Following the Global 
Average Pooling layer, Dense layers are introduced for 
additional feature extraction and combination. ReLU activation 
functions, which are fitted to every Dense layer, add non-
linearity to the model and improve its ability to represent 
intricate correlations found in the data. After the Dense layers, 

the output is reshaped to prepare the data for integration with the 
Capsule Network. This reshaping step ensures that the features 
extracted by the preceding layers are appropriately formatted 
and compatible with the initial requirements of the Capsule 
Network. 

The Capsule layer receives the reshaped output from the 
Dense layers and performs a series of operations to learn 
hierarchical features. This includes applying a 2D convolution 
to the input, reshaping the resulting feature maps, and applying 
a squashing activation function to encapsulate the activation 
information and spatial relationships within the data. By doing 
so, the Capsule layer can effectively encode complex patterns 
and variations present in the input images. Finally, a dense layer 
with softmax activation function is employed at the output layer 
for disease detection. This layer computes the probability 
distribution over the different disease classes, allowing the 
model to classify input images into the corresponding category 
of disease with high accuracy. Thus, the hybrid deep learning 
model seamlessly integrates the strengths of EfficientNetB0 and 
Capsule Network, enabling robust and efficient detection and 
classification of diseases in paddy plants. 

4) Hardware and software setup: The model utilized for 

this study includes an Intel Core i7-6850K 3.60 GHz 12-core 

processor and a NVIDIA GeForce GTX 1080 Ti GPU with 

2760 4MB memory. Google Collaboratory served as the 

workstation platform. The implementation of the proposed 

work was done using Python, a widely-used programming 

language recognized for its readability and ease of use. Python's 

extensive library ecosystem and dynamic typing, coupled with 

strong community support, have led to its broad acceptance 

across diverse industries and fields. Table I outlines the 

specifications of the hyperparameters utilized in the study. 
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TABLE I. SPECIFICATIONS OF HYPERPARAMETERS 

Hyperparameter Values 

Routings 3 

Loss Function Categorical Cross entropy 

No. of epochs 30 

Optimizer Adam 

Batch Size 64 

Activation Function ReLu, Softmax 

IV. RESULT AND DISCUSSION 

A. Performance Evaluation 

The assessment metrics given in Table II are utilized to 
determine the effectiveness of the suggested hybrid architecture. 

TABLE II. EVALUATION METRICS 

Performance Metrics Equations 

Accuracy 
(𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 

+  𝐹𝑁) 

Precision 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃) 

Recall 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁) 

F1 Score 
2 ∗  (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙) 

/ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
+  𝑟𝑒𝑐𝑎𝑙𝑙) 

where, 𝑇𝑃-true positives, 𝑇𝑁-true negatives, 𝐹𝑃-false positives and 𝐹𝑁-

false negatives 

Table III represents the performance evaluation of the 
proposed model for the detection of paddy leaf disease with 
respect to accuracy, recall, precision, and f1 score. 

TABLE III. EVALUATION REPORT OF PROPOSED METHOD 

Performance Metrics Results Obtained 

Accuracy 97.86% 

Precision 97.98% 

Recall 98.01% 

F1- Score 97.99% 

The provided analysis examines the effectiveness of the 
model using various metrics. The accuracy score, at 97.86%, 
indicates the percentage of instances that were correctly 
identified out of all. Precision, measuring the accuracy of 
positive predictions, is exceptionally high at 97.98%, suggesting 

that the model has a high probability of being accurate when it 
predicts a favorable result. Similarly, the recall value, indicating 
the ability to capture true positive cases, is also impressive at 
98.01%, implying that the model effectively identifies a 
significant portion of the actual positive cases. This high 
precision and recall values collectively represent that the model 
achieves good equilibrium between minimizing false positives 
(incorrectly identified positives) and false negatives (missed 
positives). The F1-Score, a combined measure of precision and 
recall, further validates the model's performance, yielding a high 
score of 97.99%. This metric confirms the model's ability to 
maintain a harmonious trade-off between precision and recall, 
emphasizing its robustness in classification tasks. Table IV 
illustrates the classification report of the suggested model which 
effectively detect the paddy leaf disease. 

TABLE IV. CLASSIFICATION REPORT OF SUGGESTED METHOD 

Paddy Leaf 

Disease 
Precision F1-Score Recall 

Leaf Scald 0.97 0.98 0.98 

Leaf Blast 0.96 0.98 0.97 

Narrow Brown 

Spot 
0.98 0.97 0.97 

Brown Spot 0.97 0.98 0.97 

Bacterial Leaf 
Blight 

0.97 0.97 0.97 

Healthy 0.98 0.97 0.98 

Accuracy and loss plots are essential visualizations for 
evaluating model performance during training. The accuracy 
plot depicts how the model's predictive accuracy changes over 
training epochs, while the loss plot shows variations in the 
model's loss function. These plots offer insights into aspects like 
model convergence, overfitting, or underfitting, helping to 
refine the model for better performance. Fig. 6 presents these 
plots, indicating trends in accuracy and loss across epochs. Fig. 
7 presents the confusion matrix, to evaluate the classification 
model's accuracy. It displays true positives, false negatives, true 
negatives, and false positives, providing a comprehensive view 
of classification outcomes. Each cell in the matrix represents a 
combination of true and predicted labels, highlighting the 
model's classification performance. The main diagonal 
represents correct classifications, while off-diagonal elements 
indicate misclassifications. 

The detection output of the suggested hybrid model that 
effectively detect the paddy leaf disease is shown by Fig. 8. 

 

Fig. 6. Accuracy and loss plot of the hybrid model. 
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Fig. 7. Confusion matrix of the hybrid method. 

 
Fig. 8. Detection output. 

B. Performance Comparison 

Table V compares the performance of the proposed hybrid 
network with conventional methods based on ML and DL, 
providing a comprehensive analysis of their effectiveness. The 
analysis of various deep learning methodologies highlights the 
superior performance of the proposed hybrid model. While 
Convolutional Neural Networks (CNNs) such as VGG-16 and 
advanced hybrid CNN models demonstrated high accuracy, 
reaching up to 97%, and other models like YOLOv8 and 

Double-branch DCNN with CBAM also performed well with 
accuracies of 97.73% and solid precision and recall metrics, the 
proposed model stands out. By integrating EfficientNetB0 with 
a Capsule Network, it achieved the highest accuracy of 97.86%, 
surpassing other approaches. It also excelled in precision, recall, 
and F1-score, demonstrating its robust capability in delivering 
superior overall performance compared to existing methods. 
This suggests that the hybrid model not only achieves better 
accuracy but also provides enhanced reliability and 
effectiveness in its predictions. 
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TABLE V. CLASSIFICATION REPORT OF PROPOSED METHOD 

Author Methodology Used Results 

Kulkarni and Shastri [5] 
CNN based on VGG-16 model, preprocessing with 

Kaggle dataset 
Accuracy: 95% 

Jesie et al. [6] 
Hybrid CNN model outperforming DNN, DBN, LSTM, 

and RNN 

Accuracy: 97%, F-measure: 92.3%, Precision: 93.1%, Recall: 

92.1%, Sensitivity: 93.4%, Specificity: 94.27% 

Trinh et al. [7] YOLOv8 model with data augmentation techniques Precision: 89.6, Recall: 83.5, F1-score: 86.4, mAP: 88.9 

Bi and Wang [9] 
Double-branch DCNN (DBDCNN) model integrated with 

CBAM 
Accuracy: 97.73% 

Bharanidharan et al. [10] 
Modified Lemurs Optimization Algorithm with machine 
learning methods 

Balanced accuracy: 90% 

Iqbal et al. [11] 
Utilized KNN, Inception V3, and VGG19 with varying 

accuracies 
KNN: 67.18%, Inception V3: 93.57%, VGG19: 97.94% 

Gautam et al. [12] 
TL models such as InceptionV3, VGG16, ResNet, 
SqueezeNet, and VGG19 with preprocessing and 

segmentation 

Accuracy: 96.4% 

Yakkundimath et al. [13] 
Transfer learning using VGG-16 and GoogleNet CNN 
models 

VGG-16: 92.24%, GoogleNet: 91.28% 

Tejaswini et al. [14] 
Various deep learning models including VGG19, VGG16, 

Xception, ResNet, and custom 5-layer CNN 

Custom CNN: 6% higher accuracy than standard deep learning 

models 

Haque et al. [15] 
Utilized YOLOv5 model with specific performance 
metrics 

Recognition precision: 90%, Recall: 67%, mAP: 76%, F1 
score: 81% 

Rani et al. [16] Deep CNN with ResNet-50 Accuracy: 97.3% 

Almasoud et al. [17] 
Efficient Deep Learning based Fusion Model (EDLFM-

RPD) with preprocessing and feature extraction 
Maximum accuracy: 96.170% 

Bracino et al. [18] 
DL algorithms including MobileNet-v2, EfficientNet-b0, 
and Places365-GoogLeNet 

Average accuracy: 97.74% 

Proposed Model 
Hybrid Deep learning model combining 

EfficientNetB0 and Capsule Network 

Accuracy of 97.86%, Precision of 97.98%, Recall of 

98.01%, and F1-Score of 97.99%. 
 

V. CONCLUSION 

The detection and classification of paddy leaf diseases are 
critical aspects of modern agricultural practices, contributing 
significantly to crop management, yield optimization, and food 
security. This study presents a comprehensive exploration of the 
suggested hybrid DL model for the effective identification of 
paddy leaf diseases, addressing the limitations of existing 
methodologies. Using a combination of the EfficientNetB0 
architecture and Capsule Network, the proposed model 
demonstrates remarkable performance in terms of accuracy, 
precision, recall, and F1-Score, as evidenced by the evaluation 
metrics. With an accuracy of 97.86% and precision, recall, and 
F1-Score values all exceeding 97%, the model demonstrates its 
capability to precisely detect and classify paddy leaf diseases, 
including Brown Spot, Leaf Scald, Narrow Brown Spot, Leaf 
Blast, Bacterial Leaf Blight, and Healthy leaves. Moreover, the 
hybrid reliability is further underscored by its comparison with 
conventional approaches, where it consistently outperforms 
existing methods in terms of accuracy and efficacy. The 
suggested hybrid DL model represents advancement in the field 
of agricultural technology, offering an efficient solution for 
identification and classification of paddy leaf diseases. This 
model holds immense potential to revolutionize crop 
management practices, contribute to global food security efforts, 
and empower farmers with actionable insights for sustainable 
agriculture. Future work will involve expanding the model to 
detect a broader range of paddy leaf diseases and integrating it 
with real-time processing for on-field use. Efforts will also focus 
on combining the model with environmental data to enhance 
diagnostic accuracy. Additionally, validating the model through 

practical field trials will be essential for ensuring its 
effectiveness in real-world agricultural settings. 
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Abstract—Depression is common and dangerous if untreated. 

We must detect depression patterns early and accurately to 

provide timely interventions and assistance. We present a novel 

depression prediction method (depressive -deep), which combines 

preprocess brain electroencephalogram (EEG) and ECG-based 

heart-rate variability (HRV) signals into a 2D scalogram. Later, 

we extracted features from 2D scalogram images using a fine -

tuned MobileNetV2 deep learning (DL) architecture. We 

integrated an AdaBoost ensemble learning algorithm to improve 

the model’s performance. Our study suggested ensemble  learning 

can accurately predict asymmetric and symmetric depression 

patterns from multimodal signals such as EEG and ECG. These 

patterns include major depressive state (MDS), cognitive and 

emotional arousal (CEA), mood disorder patterns (MDPs), mood 

and emotional regulation (MER), and stress and emotional 

dysregulation (SED). To develop this depressive-deep model, we 

have performed a pre-trained strategy on two publicly available 

datasets, MODMA and SWEEL-KW. The sensitivity (SE), 

specificity (SP), accuracy (ACC), F1-score, precision (P), 

Matthew’s correlation coefficient (MCC), and area under the 

curve (AUC) have been analyzed to determine the best 

depression prediction model. Moreover, we used wearable 

devices over the Internet of Medical Things (IoMT) to extract 

signals and check the depressive-deep system’s generalizability. 

To ensure model robustness, we use several assessment criteria, 

including cross-validation. The depressive-deep and feature 

extraction strategies outperformed compared to the other 

methods in depression prediction, obtaining an ACC of 0.96, 

IOTSE of 0.98, SP of 0.95, P of 0.95, F1-score of 0.96, and MCC 

of 0.96. The main findings suggest that using 2D scalogram and 

depressive-deep (fine-tuning of MobileNet2 + AdaBoost) 

algorithms outperform them in detecting early depression, 
improving mental health diagnosis and treatment. 

Keywords—Mental health disorder; depression patterns; 

electroencephalogram; heart rate variability; deep learning; 

mobilenet; behavioral analysis; internet of medical things 

I. INTRODUCTION 

Mental depression is a global health issue that affects 
people of all ages and genders [1]. Especially during the 
COVID-19 epidemic, stress and anxiety have widely affected 
the health of humans. Early depression pattern detection can 
improve treatment outcomes, prevent suicidal tendencies, and 
improve mental health care [2, 3]. Traditional depression 
diagnosis uses clinical examinations, questionnaires, and 

interviews [4]. While these methods are useful, they are often 
subjective and constrained by healthcare providers’ biases and 
expertise [5]. Technology and machine learning have shown 
promise in improving diagnostic procedures in recent years [6]. 
Most importantly, based on current data, CAD systems can 
forecast patient health outcomes [7]. AI has transformed 
pathology identification using these data. Previous research has 
proposed EEG and HRV models for early neurological disease 
identification [8]. 

Enhanced alpha power, decreased beta power, frontal 
asymmetry, and diminished connectivity are EEG features [9]. 
HRV patterns show reduced HRV, increased sympathetic 
activity, and decreased parasympathetic activity. Some 
elements may not apply to EEG and ECG patterns since they 
are distinct [10]. Fig. 1 visualizes EEG and ECG-based HRV 
signals. Our analysis reveals specific patterns like MDS with 
marked asymmetry in brain wave activities, while CEA 
exhibits more symmetrical features. The model discerns 
depression states using both symmetrical and asymmetrical 
signal patterns as biomarkers for accurate diagnosis. 

EEG patterns (alpha and beta power, frontal asymmetry, 
and connectivity) indicate brain activity linked to depression. 
Higher frontal alpha power suggests lower brain activity, while 
beta power indicates tension or worry. Frontal asymmetry 
relates to affective and motivational dysregulation. Depressed 
individuals may show altered brain connectivity. HRV patterns 
reflect the stress-relaxation balance, with depression causing 
increased sympathetic or decreased parasympathetic activity. 
These representations go beyond ‘cosine signals’ to depict 
depression’s physiological alterations and biological 
relationships. 

EEG and ECG are multimodal data valuable for mental 
health assessment. EEG non-invasively records brain activity, 
revealing cognitive and emotional processes [11]. HRV 
measures autonomic nervous system activity and emotional 
modulation through heartbeat intervals. EEG and HRV are 
objective indicators for depressive patterns [12]. Mobile crowd 
sensors (MCSs) use mobile device sensors for data sharing and 
behavior tracking, essential for Internet of Medical Things 
(IoMT) applications. This study uses MCS to quantify 
symptoms and diagnose depression patterns from EEG and 
ECG-based signals, analyzing smartphone usage for behavioral 
insights. 
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TABLE I.  COMPARISON STUDIES ON DETECTING DEPRESSION PATTERNS USING MACHINE LEARNING AND DEEP LEARNING TECHNIQUES, INCLUDING THE 

DATASET , ACCURACY, AND LIMITATIONS OF EACH APPROACH 

Study Methodology Dataset Accuracy (% ) Limitations 

[22] 
Machine Learning (Nonlinear Features + 

Logistic Regression) 
EEG signals 90.00 

Limited to EEG data, may not generalize  

widely. 

[23] Deep Learning (CNN + LSTM) EEG signals 99.07 (Right) / 98.84 (Left) 
Complex model, computationally  

intensive. 

[24] 
Ensemble Learning + Deep Learn ing 

(Power Spectral Density) 

EEG data from emotional 

face stimuli task 
89.02 

Performance may vary with different  

features. 

[25] Machine Learning (SVM, LR, NB) 
EEG-based functional 

connectivity 

SVM: 98.00, LR: 91.70, 

NB: 93.60 
Limited to functional connectivity features. 

[26] Deep Learning (CNN-LSTM) EEG signals 99.12 (Right) / 97.66 (Left) Computationally intensive, deep model. 

[27] Deep Learning (CNN) EEG signals 93.50 (Left) / 96.00 (Right) Focus on specific hemisphere EEG signals. 

[28] Deep Learning (DWSN) EEG signals 
GMC: 99.95, MODMA: 

99.30 

May require substantial computational 

resources. 

[29] Deep Learning (GCN + Attention) EEG signals 92.87 / 83.17 May require significant training data. 

[30] 
Machine Learning (VMD + EEG Channel 

Selection) 
EEG signals 

Varies based on channel 

selection 
Dependent on channel selection method. 

[31] Deep Learning (MFCC + CNN) 
Audio Data (DAIC-WOZ, 

MODMA, RAVDESS) 
Over 90% 

Limited to audio-based depression 

detection. 

[32] 
Handcrafted Classification Model (TPTLP 

+ KNN) 
EEG signals 

76.08 (Channel 1) / 83.96 

(Top 13 Channels) 

May not achieve as high accuracy as deep 

learning. 

[33] Machine Learning (CNN) EEG signals 97.00 
May not capture complex patterns in EEG 

data. 

[34] 
Machine Learn ing (Decision Tree, Random 

Forest, etc.) 
EEG signals 98.13 (CNN + Band Power) 

Limited to EEG data, may not generalize  

widely. 

[35] Deep Learning (Self-Attention + CNN) EEG signals 91.06 May require substantial training data. 
 

We combine deep and ensemble learning to predict 
depression using EEG and HRV data. The MobileNetV2 deep 
learning model analyzes 2D arrays, and AdaBoost ensemble 
learning improves predictive power. We aim to test EEG and 
ECG-based HRV as depression biomarkers, evaluate the 
model, and identify relevant features for accurate predictions. 
Our model is an auxiliary tool for mental health assessment 
and should complement healthcare experts’ experience. This 
depressive-deep system transforms 1D multimodal signals into 
2D scalograms using HRV and EEG datasets. After 
preprocessing, useful features are extracted by fine-tuning 
MobileNetV2, addressing the challenge of feature selection 
without overfitting. 

The main contributions using fine-tuned MobileNetV2 and 
AdaBoost to recognize multiple depression patterns from HRV 
and EEG data are: 

1) This work uses MobileNetV2, a lightweight deep 

learning model, and AdaBoost, an ensemble learning method. 

2) This new approach improves depression pattern 

identification from multimodal ECG and EEG data by 

combining their capabilities into one 2D scalogram. 

3) This research shows depression pattern prediction 

outperforms existing methods. The MobileNetV2 and 

AdaBoost models outperform earlier methods in mental health 

diagnosis, demonstrating the potential of sophisticated 

machine learning. 

4) The model’s potential for early depression diagnosis 

and treatment is highlighted. This strategy could improve 

mental health by monitoring and supporting depressed people 

via wearable gadgets or smartphone apps. 

Our developed model is detailed in the subsequent article 
sections. In Section II, we described the literature review. 
Afterwards, the article begins with a full discussion of EEG 
and ECG signal preprocessing procedures to create 2D 
scalograms in Section III. Next, we present the MobileNetV2 
deep learning model's design and fine-tuning, then integrate the 
AdaBoost ensemble learning method to improve prediction 
performance. The study presents MODMA and SWEEL-KW 
datasets in Section IV with assessment metrics for model 
accuracy, sensitivity, specificity, precision, F1-score, MCC, 
and AUC. We also address IoMT-based wearable device 
deployment to test the model's generalizability. Finally, we 
compare our technique to others and show that the depressive-
deep model is better at early depression identification. Section 
V describes the discussion of this paper and finally, the paper 
concludes in Section VI. 

II. LITERATURE REVIEW 

The literature on depression diagnosis using ECG-based 
HRV and EEG data explores deep learning and ensemble 
learning in mental health diagnoses, highlighting research gaps 
and new methodologies. Depression has serious social and 
economic effects. Researchers have used HRV and EEG data 
to detect depression patterns. This section reviews experiments 
using MobileNetV2 and AdaBoost to analyze HRV and EEG 
data. 

In study [13], a novel EEG-based depression detection 
method employs MobileNetV2 deep learning and SVM 
classifiers to analyze EEG spatial and temporal patterns. In 
study [14], HRV data predicts depression using AdaBoost, 
combining weak classifiers for reliable predictions. 
MobileNetV2’s architecture in study [15] addresses deep 
learning on mobile devices with minimal complexity and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 7, 2024 

840 | P a g e  

www.ijacsa.thesai.org 

improved performance. In study [16], HRV-based depression 
diagnosis using AdaBoost improves model performance and 
recognition accuracy. The literature shows increasing use of 
MobileNetV2 and AdaBoost for diagnosing depression from 
HRV and EEG data. These strategies could improve mental 
health diagnoses. More research is needed to address data 
availability, interpretability, and real-world applicability issues, 
enhancing depression detection technologies. Relevant papers 
on HRV and EEG data in machine learning include studies on 
model evaluation metrics like RMSE and MAE [17]. 

Sathyanarayana and Krishnan propose a hybrid deep 
learning model using CNNs and LSTM networks to assess 
EEG and HRV data [18]. Shi et al. use a brain-functional 
network-based EEG feature selection method for depression 
recognition [19]. This study examines nonlinear complexity in 
brain functional fMRI signals in schizophrenia [20], while 
Subhani et al. assess brain functional connectivity using deep 
learning with resting-state fMRI data [21]. Previous systems 
[22–27] using deep learning architectures like CNN and LSTM 
with 1D EEG signals recognized limited depression patterns. 
Sharma et al. (2024) proposed a Deep Wavelet Scattering 
Network (DWSN) for automated depression identification 
using EEG signals [28], achieving high accuracy. Zhang et al. 
(2024) used a graph convolution network with an attention 
mechanism for depression detection in public datasets [29]. 

Aljalal et al. (2024) detected minor cognitive impairment 
using variational mode decomposition and machine learning 
with few EEG channels [30]. Das and Naskar (2024) proposed 
an MFCC-CNN model for depression identification from audio 
signals, achieving over 90% accuracy [31]. Tasci et al. (2023) 
used cross-validation for identifying MDD with EEG signals 
[32]. Ksibi et al. (2023) employed CNN and machine learning 

for detecting depression patterns in EEG data [33]. Khadidos et 
al. (2023) used band power features for depression 
identification, achieving high accuracy with CNN models [34]. 
Xia et al. (2023) used an end-to-end deep learning model for 
EEG-based depression classification, achieving high accuracy 
[35]. These studies advance mental health diagnosis through 
various EEG signal processing methods and machine learning 
models. Table I compares these state-of-the-art studies. 

III. PROPOSED METHODOLOGY 

Fig. 1 displays the systematic flow diagram. This study 
used numerous essential phases. First, we obtained ECG-based 
HRV and EEG data from both depressed and non-depressed 
individuals using wearable heart rate monitors and specialist 
devices. We protected data privacy through ethical approval 
and informed permission. Preprocessing included HRV data 
normalization, artifact removal, and EEG data filtering and 
artifact removal. Next, we transform the preprocessed ECG 
and EEG data into 2D scalogram images. We fine-tuned 
MobileNetv2 to extract features from HRV dynamics and brain 
activity patterns. The suggested model architecture integrated 
MobileNetV2, a lightweight deep learning model, with 
AdaBoost ensemble learning. We assessed the model 
performance using cross-validation metrics such as accuracy, 
sensitivity, specificity, precision, F1-score, and AUC. SMOTE 
created synthetic depressed samples to correct the class 
imbalance. We used Python, scikit-learn, and TensorFlow for 
hyperparameter tuning and optimization. The study noted 
limitations like the short dataset and potential overfitting and 
advised caution when interpreting model results. The study 
used ECG-based HRV and EEG data and advanced machine 
learning to improve depression pattern recognition and mental 
health diagnoses. 

 
Fig. 1. A systematic flow diagram of the proposed system for detecting multiple depression patterns from EEG and HRV signals . 

TABLE II.  DATA DESCRIPTION CAPTURED FROM MODMA AND SWELL-KW DATASETS 

Dataset Properties  Values  

MODMA [36] 

Subjects with depression 30 

Channels  128 

Sampling rate (Hz) 1000 

SWELL-KW [37] 

Subjects  32 

Subjects with depression 25 

Male/female ratio 8/17 

ECG 6 

Sampling rate (Hz) 0.0 to 1000 

Total Number of Subjects  45 
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 7, 2024 

841 | P a g e  

www.ijacsa.thesai.org 

A. Data Acquisition 

We collected heart rate variability (HRV) based on ECG 
and brain activities through EEG data from a diverse group of 
participants, which included individuals with different patterns 
of depression and those without depression. We obtained the 
HRV data using wearable heart rate monitors and captured the 
EEG data using a specialized electroencephalogram (EEG) 
device. The EEG [36] and ECG data [37] are available online. 
People commonly use a heart rate monitor or an 
electrocardiogram (ECG) device to capture HRV signals. 
These devices are non-invasive and can accurately measure 
variations in time intervals between successive heartbeats. The 
remaining paragraphs describe the details of the datasets in 
Table II. 

EEG signal data utilized in this study are sourced from the 
MODMA dataset [36], a multi-modal open dataset designed 
for research on mental disorders. The dataset includes EEG 
data obtained from individuals wearing a conventional 128-
electrode elastic cap or a newly developed wearable EEG 
collector with three electrodes, suitable for a broader 
application. Specifically, this investigation focuses on 
analyzing resting-state EEG signals collected from individuals 
equipped with the 128-channel cap. Inclusion criteria for 
participants in the MODMA dataset require them to be aged 
between 18 and 55, have normal or corrected-to-normal vision, 
and possess at least an elementary level of education. Some 
patients were diagnosed with major depressive disorder 
(MDD). Moreover, patients with MDD should not have used 
psychotropic drugs within the two weeks preceding data 
collection, and control group participants should have no 
history of mental illness in their families. To maintain sample 
integrity and enhance the generalizability of results, individuals 
with pre-existing mental illnesses, brain injuries, significant 
physical ailments, or severe suicidal tendencies were excluded 
from the MODMA dataset. 

For MODMA and SWELL-KW signal average durations, 
our study used EEG- and ECG-based HRV data with 5 min 
sessions. This length is the same as resting-state EEG and 
short-term HRV methods. It gives us a balanced way to obtain 
useful physiological information about depressed states while 
still making sure the participants are comfortable. These 5 min 
sessions often capture a complete image of brain activity and 
heart rate variability, laying the groundwork for our 
depression-related pattern analysis without burdening subjects. 
Fig. 2 shows the visual representation of EEG and ECG-based 
HRVE signals. 

B. Signal Preprocessing 

Preprocessing steps on multimodal (EEG, ECG) signals is 
performed to remove noise and accurately extract depression 
patterns. EEG data are initially preprocessed for depression 
pattern analysis using a bandpass filter. This filter isolates 
frequency components linked to depression-related brain 
activity. A typical filter, the Butterworth bandpass filter, 
focuses on a specified frequency range, usually 1–30 Hz. This 
filtering stage reduces noise and highlights important 
frequencies. The EEG data are then used to determine 
connection characteristics. Coherence or phase synchronization 
analysis yields these traits. The outcome is a connection 

matrix, with each member representing EEG channel 
connectivity strength. These findings show complicated brain 
area relationships, which might help explain depression. EEG 
characteristics are normalized by the algorithm for uniformity 
and comparability. This step centers the data at zero mean and 
scales them to unit variance. The method standardizes the 
features by determining the mean and standard deviation for 
each feature over all EEG samples. Normalization removes 
biases and guarantees that all characteristics contribute equally 
to the analysis. 

ECG signal preprocessing begins with data preparation for 
analysis. Depending on the dataset and needs, these processes 
may involve resampling HRV signals to a specified sampling 
frequency and applying low-pass filters to reduce noise and 
artifacts. Resampling synchronizes ECG and EEG data for 
useful analysis. After preparing ECG data, the system extracts 
depression-related HRV characteristics. Autonomic nervous 
system components like sympathetic and parasympathetic 
activity are routinely measured. These measurements are 
calculated for each ECG segment using feature extraction. 
These traits reveal depression’s physiological elements. The 
preprocessed EEG and ECG characteristics are saved 
separately for analysis in the final stage, as shown in Fig. 3. 
These characteristics are now ready for machine learning or 
statistical analysis to discover depressive tendencies. We can 
construct models or conduct statistical studies using these 
processed characteristics to better understand depression 
patterns and enhance diagnosis and therapy. 

 

Fig. 2. A sample EEG- and ECG-based HRV multimodal signals from 
MODMA and SWELL-KW datasets. 
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Fig. 3. A visualized diagram of EEG- and ECG-based HRV original and 

preprocess signals. 

C. Signal Transformations 

This modified algorithm takes preprocessed EEG and ECG 
signals as input and generates 2D scalogram-like images by 
applying continuous wavelet transform (CWT) to both signals, 
as shown in Fig. 4. It then combines the resulting images to 
form a single scalogram-like depression pattern. The following 
paragraphs explain the process. The first stage is preprocessing 
EEG and ECG signals. This preprocessing involves noise 
filtering, signal normalization, and segmenting continuous data 
into digestible parts. This cleans and standardizes signals for 
analysis. We separate the signals into time-window-sized parts 
after preprocessing. Zero-padding standardizes these segments’ 
lengths. Standardization is essential for fair segment 
comparison and analysis. The next stage applies the continuous 
wavelet transform to each EEG and ECG segment. The CWT 
uses a scaled and shifted dynamic window (the main wavelet) 
to assess these segments’ frequency content over time. This 
approach is ideal for EEG and ECG signals because it can 
analyze high and low frequencies with acceptable resolution 
and capture the temporal evolution of multiple frequency 
bands. The CWT produces EEG and ECG scalograms. 

Scalograms are 2D image patterns that show a signal’s 
frequency components across time. The intensity of the image 
corresponds to the amplitude of these components at different 
frequencies and periods. Combining EEG and ECG scalograms 
creates a single, complete pattern in a 2D image. This image 
shows probable depression patterns by combining EEG and 
ECG data. We normalize the combined scalogram pictures for 
size, brightness, and contrast to facilitate comparison and 
study. This standardization lets scalogram patterns be seen, 
algorithmically evaluated, and compared, as shown in Fig. 4. 
We divide EEG and ECG data into small patches. Each 
component represents a short data period. We add zeros to 
short bits to make them all the same size. This guarantees fair 
comparisons of all components. Over time, we examine how 
frequencies like high and low pitches change in each piece of 
data. This reveals depressive tendencies. Each data point is 
transformed into a “scalogram” using the CWT transform. We 
mix EEG and HRV scalograms to create one image. This 

graphic depicts depression’s effects on brain activity and heart 
rate. For simple comparison, we keep our photographs the 
same brightness and blackness. After performing this for all 
our data, we have 2D depression pattern images. Each 2D 
image illustrates patterns from our EEG and ECG data that 
might help us understand depression. Preprocessed EEG and 
HRV data are converted into 2D images for image. 

The continuous wavelet transform (CWT) uses a dynamic 
window called the main wavelet to distinguish it from the 
short-time Fourier transform (STFT). This wavelet is scaled 
and shifted during transformation, providing large low-
frequency and short high-frequency time intervals. The STFT 
uses constant window sizes, whereas the CWT can adapt to 
different window sizes to evaluate both high- and low-
frequency components in a time series [34]. CWT is ideal for 
EEG analysis due to its versatility. To maximize resolution, the 
approach uses smaller scales for high frequencies and bigger 
scales for low frequencies. In practice, CWT or STFT depends 
on signal properties and analytic aims. The CWT advantages 
include great flexibility, accurate frequency localization, and 
thorough time-frequency information. STFT is more 
economical and may be suited for simpler applications where 
fine-grained time-frequency analysis is not necessary. The 
CWT transform technique is calculated by Eq. (1) as: 

W𝑥(s,τ) =
1

√𝑠
∫ 𝑥(𝑡)

∞

−∞
ψ′ (

t−τ

𝑠
)𝑑𝑡 

The continuous Wavelet Transform (CWT) is a technique 
that creates scalograms from EEG and ECG data. It analyzes 
data, typically a continuous-time signal, using multiple wavelet 
expansions and time offsets, notably the Morlet Continuous 
Wavelet. The resulting CWT scalograms provide an 
interpretable view of the local time-frequency energy density in 
the signal. Each signal segment is transformed into a scalogram 
picture, making the data more accessible for examination. Our 
work involved the production of 500 photos, 100 for each 
segment, demonstrating the interpretability of the analysis. 
These scalogram pictures, with their detailed frequency 
components, unveil the temporal and frequency properties of 
blood volume changes throughout cardiac cycles, engaging the 
viewer in the analysis process. Finally, the example scalogram 
pictures of three individuals, possibly demonstrating the post-
CWT transformation data, may reveal signal differences or 
distinctive characteristics. 

A major step in developing scalogram-based images was 
using the Morlet wavelet as a continuous wavelet transform 
(CWT). Next, the algorithm requires a list of pre-processed 
EEG and ECG signal segments representing data time 
intervals. Each segment has values indicating signal amplitudes 
at discrete times. The approach initializes an empty 2D NumPy 
array named “image_matrix”. The scalogram information for 
each signal segment will be stored in this array, with rows 
representing segments and columns indicating time or 
frequency bins. Steps taken by the algorithm for each EEG and 
ECG segment in the input list: (1) Based on segment duration 
and sampling rate, calculate segment data points. (2) To 
guarantee consistency, pad the segment with zeros if it is 
shorter than required. (3) Calculate the segment scalogram 
using CWT. The transformation depends on the Morelet 
wavelet type. (4) Use the scalogram absolute value to measure 
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frequency component magnitude. (5) Resize the scalogram to 
fit the picture length provided by desired_length. This method 
creates a 2D scalogram as shown in Fig. 4 to show the 

frequency content of several signal segments. Time-varying 
frequency components of data can be analyzed. The overall 
algorithm steps are shown in Algorithm 1. 

Algorithm 1:  Generating 2-D scalogram image from Preprocessed EEG and ECG signals 
 Input: x:  Preprocessed EEG and ECG signals 

 Output: 𝑖𝑚𝑎𝑔𝑒𝑠𝑝𝑒𝑐𝑡𝑟𝑜𝑔𝑟𝑎𝑚: frequency content of EEG and ECG signal segments 

 

 [Initialize Parameters] 
 desired_length = 256×256 
 segment_duration = 5s  
 sampling_rate = 250 Hz 

 wavelet = 'Morlet' 

Function generate-scalogram ( 𝑁𝑒𝑒𝑔, 𝑁ℎ𝑟𝑣): 

𝑖𝑚𝑎𝑔𝑒𝑠𝑐𝑎𝑙𝑜𝑔𝑟𝑎𝑚  =  𝑝𝑎𝑑𝑑𝑖𝑛𝑔(desired_length ,0); 

For each  𝑠𝑒𝑔𝑚𝑒𝑛𝑡(𝑒𝑒𝑔 , ℎ𝑟𝑣) in zip(𝑁𝑒𝑒𝑔, 𝑁ℎ𝑟𝑣) do 

 D =  𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒_𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑠(𝑠𝑒𝑔𝑚𝑒𝑛𝑡_𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 ∗  𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔_𝑟𝑎𝑡𝑒) ; 

  𝑒𝑒𝑔 −scalogram, frequencies  = 𝐶𝑊𝑇(𝑒𝑒𝑔_𝑠𝑒𝑔𝑚𝑒𝑛𝑡, 𝑠𝑐𝑎𝑙𝑒𝑠, 𝑤𝑎𝑣𝑒𝑙𝑒𝑡𝑠); 
 ℎ𝑟𝑣 −scalogram, frequencies  = 𝐶𝑊𝑇(ℎ𝑟𝑣_𝑠𝑒𝑔𝑚𝑒𝑛𝑡, 𝑠𝑐𝑎𝑙𝑒𝑠, 𝑤𝑎𝑣𝑒𝑙𝑒𝑡𝑠); 

 eeg − r =  𝑅𝑒𝑠𝑖𝑧𝑒(𝑎𝑏𝑠𝑒𝑒𝑔 − 𝑠𝑐𝑎𝑙𝑜𝑔𝑟𝑎𝑚, 𝑑𝑒𝑠𝑖𝑟𝑒𝑑_𝑙𝑒𝑛𝑔𝑡ℎ) ; 

 hrv − r =  𝑅𝑒𝑠𝑖𝑧𝑒(𝑎𝑏𝑠ℎ𝑟𝑣 − 𝑠𝑐𝑎𝑙𝑜𝑔𝑟𝑎𝑚, 𝑑𝑒𝑠𝑖𝑟𝑒𝑑_𝑙𝑒𝑛𝑔𝑡ℎ) ; 

  𝑖𝑚𝑎𝑔𝑒𝑠𝑐𝑎𝑙𝑜𝑔𝑟𝑎𝑚 = 𝑖𝑚𝑎𝑔𝑒𝑠𝑐𝑎𝑙𝑜𝑔𝑟𝑎𝑚 +  eeg − r +  hrv − r 

 end 
 Return (𝑖𝑚𝑎𝑔𝑒𝑠𝑐𝑎𝑙𝑜𝑔𝑟𝑎𝑚); 

 End of algorithm 

 

(a)    (b)    (c) 

Fig. 4. Scalograms visualize EEG and ECG signals, where figure (a) shows the preprocessed EEG scalogram, (b) presents the ECG scalogram, and then figure (c) 

combines 2D scalogram representing depression patterns.

D. Features Extraction 

This table lists the MobileNetV2 and AdaBoost 
hyperparameters needed to train and optimize the models for 
early depression diagnosis using EEG- and ECG-based HRV 
inputs. The dataset, challenge, and computational resources for 
the research will determine these hyperparameter values. 
Tuning these hyperparameters can greatly affect model 
performance and generalizability. In our approach, we use 
scalograms extracted from EEG- and ECG-based HRV to input 
a fine-tuned MobileNetV2 model for depression pattern 
recognition. Freezing several basic MobileNetV2 layers, 
adding a classification layer, tweaking hyperparameters like 
learning rate and dropout rate, and training on the fine-tuning 
dataset are carried out by the algorithms. This method refines 
hyperparameters until performance is attained. The depression 
pattern detection model is generated by testing the fine-tuned 
MobileNetV2 model on a test set. 

Specifically optimized for mobile devices, MobileNetV2 is 
a CNN architecture with a unique structure as shown in Fig. 5 

that establishes connections between bottleneck layers. 
Moreover, it employs deep folds in the intermediate expansion 
layer to extract nonlinear features effectively. The 
MobileNetV2 architecture comprises 32 layers of initial 
convolution followed by 19 bottleneck layers. In this research, 
we introduce a customized MobileNetV2 design incorporating 
two innovative fine-tuning strategies for the identification of 
2D depression images. 

MobileNetV2 has various benefits over other deep learning 
systems. It thrives on tiny datasets with difficult training and 
substantial overfitting risk. MobileNetV2 reduces overfitting, 
making it a good visual classification algorithm. It optimizes 
memory utilization and reduces errors, making it fast and 
efficient. The MobileNetV2 architecture speeds transaction 
execution, facilitating testing and parameter tuning. The 
transfer learning method of fine-tuning uses pre-trained CNN 
models to classify new tasks efficiently. While constructing a 
CNN model from the start is time-consuming and 
computationally costly, fine-tuning is an efficient option. Main 
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strategies for using pre-trained transfer learning models include 
feature extraction, categorization, and fine-tuning. This method 
uses the pre-trained CNN model to extract features. New layers 
tailored for the destination dataset’s classes replace the model’s 
final, completely linked layers. The pre-trained model collects 
key information and classifies additional layers. Fine-tuning is 
achieved by changing and training selected top layers of the 
pre-trained CNN model and adding classifier layers. This 
method lets the model tailor its high-level feature 
representations to the task. Later layers in the model are more 
specialized, and fine-tuning modifies them for the new dataset 
without losing generic in-formation from pre-training. In time-
sensitive applications like depression pattern identification with 
limited training data, fine-tuning is crucial. It optimizes pre-
trained models, saving time and effort by building on past 
information. Deep learning and model training for specific 
tasks are optimized using this method, even with a smaller 

dataset. Fine-tuning adapts the pre-trained model’s general 
knowledge to the new classification task, yielding results like 
training from the start with less data. Fine-tuning 
hyperparameters for MobileNetV2 involves optimizing the 
model’s performance by selecting the best combination of 
hyperparameters based on the specific dataset and task at hand, 
as visually displayed in Fig. 6. 

MobileNetV2 comprises two types of blocks: residual 
blocks with a stride of 1 and non-residual blocks with a stride 
of 2, primarily used for downsizing. The model consists of 155 
layers, including the classification layer. Our approach utilizes 
this model to extract features from 2D depression images. In 
our proposed model, we leverage 154 pre-trained network 
layers from the convolutional base, with the addition of two 
extra layers—one at the start for preprocessing and one at the 
end for task-specific classification—using the Adaboost 
classifier. 

 
Fig. 5. A MobileNet-based CNN model with a novel fine-tuning mechanism for depression patterns detection. 

The classification process, illustrated in Fig. 6, involves 
passing inputs through the layers obtained during the fine-
tuning process. Initially, we train the entire model for 50 
epochs before fine-tuning. In the first fine-tuning step, we 
unfreeze the last 50 layers of the convolutional base and create 
new training loops, totaling 80 epochs (as indicated by green 
bars in Fig. 7). For the second fine-tuning phase, we 
progressively unfreeze layers from the end of the convolutional 
base using a step function. We reduce the number of unfrozen 
layers by five for every eight cycles, shown in green bars in 
Fig. 7. In our last approach, instead of following a predefined 
order, we determined the number of epochs and which layers to 
unfreeze based on a predefined exponential equation (Eq. (2)). 
This equation allows us to adaptively decrease the number of 
training cycles from the last layer to a specified depth during 
training. 

𝜎(𝑥)  =
1

1+𝑒−𝑥 (2)

Using this approach, we can preserve more pre-trained 
generic information. CNN models’ later layers often possess 
specialized learned properties, while the initial layers focus on 
generic properties like edges, shapes, and textures. We use a 
learning rate of 0.0001 and the Adam optimizer for training. 
The fine-tune stage minimizes model size and speeds up 
detection; however, MobileNetV2’s conventional layer is 

limited. The model’s accuracy matches CNN’s. Thus, 
MobileNetV2 network optimization is essential. This study 
replaces standard convolutions with "depth-wise separable 
convolution" to improve the MobileNetV2 architecture. Depth-
wise separable convolution reduces training weight factors and 
floating-point workloads, making the model lighter, quicker, 
and more accurate. Standard convolution extracts 
characteristics using different convolution kernels by 
simultaneously controlling the input channel and convolution 
window. In depth-wise separable convolution, two jobs are 
carried out separately. To ensure equal input and output 
channels, the initial convolution in space is performed 
individually on each input channel using a single 1-
dimensional kernel. To project the calculated channels onto a 
new channel space, point-based convolution with a 1 × 1 kernel 
(PointwiseConv) is used, as shown in Fig. 7. The classical 
convolution is represented by Eq. (3). While the depth-wise 
separable convolution is mathematically represented by Eq. 
(3)–(6): 

𝐵𝑎𝑠𝑖𝑐 − 𝐶𝑜𝑛𝑣(𝜃, 𝑥)(𝑖,𝑗) = ∑ 𝜃(ℎ, 𝑤, 𝑐).𝑥(𝑖 + ℎ, 𝑗 +𝐻,𝑊,𝐶
ℎ,𝑤,𝑐

𝑤, 𝑐)

𝐷𝑒𝑝𝑡ℎ𝑤𝑖𝑠𝑒𝐶𝑜𝑛𝑣(𝜃,𝑥)(𝑖,𝑗) = ∑ 𝜃(ℎ, 𝑤) ∗ 𝑥(𝑖 + ℎ, 𝑗 +𝐻,𝑊
ℎ,𝑤

𝑤)
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𝑃𝑜𝑖𝑛𝑡𝑤𝑖𝑠𝑒𝐶𝑜𝑛𝑣(𝜃, 𝑥)(𝑖,𝑗) = ∑ 𝜃𝑐  × (𝑖, 𝑗, 𝑐)𝐶
𝑐 

𝑆𝑒𝑝𝑎𝑟𝑎𝑏𝑙𝑒𝐶𝑜𝑛𝑣(𝜃𝑝, 𝜃𝑑 ,𝑥)
(𝑖,𝑗)

=

𝑃𝑜𝑖𝑛𝑡𝑤𝑖𝑠𝑒𝐶𝑜𝑛𝑣(𝑖,𝑗)(𝜃𝑝,𝐷𝑒𝑝𝑡ℎ𝑤𝑖𝑠𝑒𝐶𝑜𝑛𝑣(𝑖,𝑗)(𝜃𝑑 ,𝑥))

Fine-tuning hyperparameters often involves conducting a 
grid search or random search over the hyperparameter space 
and evaluating the model’s performance on a validation set. 

The hyperparameter values that result in the best 
performance are then selected for the final model as described 
in Algorithm 2, ensuring MobileNetV2 is well-suited for the 
early detection of depression patterns using EEG and HRV 
signals. To detect depression patterns early, utilizing EEG and 
HRV data, MobileNetV2’s parameters and design must be 
fine-tuned. Customizing pre-trained models for broad computer 
vision applications on big datasets is common. Fine-tuning 
MobileNetV2 involves these steps: 

Algorithm 2:  Fine-tunning MobileNet architecture for features extraction 

 

Input: M:   Pre-trained MobileNetV2 model with weights 

[Initialize Parameters] 
Fine-tuning dataset: D 
Number of classes: C 

Learning rate: LR 

Number of epochs: epochs 
Batch size: batch-size 
Dropout rate: dropout-rate 

 Output: 𝑀_𝑓𝑖𝑛𝑒 − 𝑡𝑢𝑛𝑒𝑑:  fine-tuned MobileNetV2 model 

 

 𝑀 =  Pre − trained (MobileNetV2 , 𝑊); 
𝐹 =  Freeze (𝑀, 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑙𝑎𝑦𝑒𝑟𝑠 = 100); 
𝑈 =  Update − classification − layer (𝑀, 𝐴𝑑𝑎𝐵𝑜𝑜𝑠𝑡 − 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟, 𝐶); 
O =  optimizer =  Adam(M, learning_rate = LR); 
For each validation-accuracy is not satisfied do 

D =  Dropout (𝑀, dropout − rate); 
C =  Compile(optimizer = optimizer, loss = 𝜎(𝑥), metrics = [′accuracy′]); 
E =  Model. fit(D, epochs = epochs, batch_size = batch_size, validation_split = 0.2); 
R =  LR × 0.1; Reduce the learning rate 
dropout − rate =  dropout − rate × 0.9; Reduce the dropout for regularization 

epochs =  epochs + 5; Increase epochs for further training 

[End for Loop] 

Function Improve-Fine-tune ( 𝑀): 
𝐹 =  UnFreeze (𝑀, 𝑙𝑎𝑦𝑒𝑟𝑠 = 100); 
𝑈 =  Update − classification − layer (𝑀, 𝐴𝑑𝑎𝐵𝑜𝑜𝑠𝑡 − 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟, 𝐶); 
O =  optimizer =  Adam(M, learning_rate = LR); 
For each validation-accuracy is not satisfied do 

C =  Compile(optimizer = optimizer, loss = 𝜎(𝑥), metrics = [′accuracy′]); 
E =  Model. fit(D, epochs = epochs, batch_size = batch_size, validation_split = 0.2); 
epochs =  epochs + 5; Increase epochs for further training 

[End for Loop]  
Return ( 𝑀_𝑓𝑖𝑛𝑒 − 𝑡𝑢𝑛𝑒𝑑); 

End of algorithm 

 
Fig. 6. A MobileNet-based CNN model with a novel fine-tuning mechanism for depression pattern detection. 
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Load ImageNet weights into the pre-trained MobileNetV2 
model. These pre-trained weights provide a foundation for 
fine-tuning visual elements. Freeze Mo-bileNetV2’s earliest 
layers to avoid overfitting and preserve low-level feature 
knowledge. These layers record basic patterns and textures that 
are transportable be-tween activities. Change MobileNetV2’s 
classification layer to identify depressive patterns. This new 
layer may have fully linked (dense) layers, dropout layers for 
regularization, and an output layer with enough classes 
(depressed and non-depressed), depending on the job. Set a 
slower, fine-tuning learning rate. Fewer learning rates allow the 
model to make fewer alterations to pre-trained weights, 
eliminating abrupt changes that might damage learned features. 

We train the improved MobileNetV2 model using EEG- 
and ECG-based HRV measurements with depression labels. 
Batch normalization and data augmentation promote 
generalization and prevent overfitting. Based on validation 
findings, alter hyperparameters such as learning rate, dropout 
rate, and the number of neurons in the new classification layer. 
Unfreeze more layers. If the fine-tuned model performs poorly 
on the validation set, unfreeze more MobileNetV2 layers to let 
it adjust its learned features to the job. Fine-tune the model 
until the validation set achieves the required accuracy and 
generalization. Assess the fine-tuned model: Finally, test the 
fine-tuned Mo-bileNetV2 model on a second test set to detect 
depression patterns from EEG and HRV signals. To assess the 
model’s performance, provide accuracy, sensitivity, specificity, 
and AUC. Following these processes, the fine-tuned 
MobileNetV2 network uses its pre-trained information and 
adapts to fresh data to detect depression tendencies early, 
utilizing EEG and ECG signals. 

E. Patterns Recognition 

In our second experimental approach, we replaced the 
softmax classifier, which serves as the top layer of the 
MobileNet V2 model, with a dropout AdaBoost classifier. We 
made this substitution to explore an alternative to the 
traditional deep CNN with a softmax top layer. Our objective 
was twofold: first, to potentially enhance performance, and 
second, to mitigate the risk of overfitting during classification 
testing. 

The complete MobileNet V2 architecture comprises 17 
consecutive bottleneck residual blocks, followed by a standard 
1 × 1 convolution layer, a global average pooling layer, and a 
softmax classification layer. Consequently, a set of valuable 
features was extracted from 2D scalogram patterns using the 
output of the global average pooling layer within the 
MobileNet V2 base model. Once this feature extraction process 
was finalized, the extracted features were inputted into an 
AdaBoost classifier. 

AdaBoost is a linear model employed to address data 
classification challenges. AdaBoost excels at solving both 
linear and non-linear classification problems. In essence, 
AdaBoost’s primary role is to determine or compute a 
separating line that effectively distinguishes multiple classes 
for any given case. It operates by taking input data and 
producing an optimal line that effectively separates these 
classes. This optimal line signifies a generalized separator that 
accommodates all classes as a well-rounded classification 

boundary. The Adaboost must handle multi-class classification 
in our study. In other words, we required AdaBoost to classify 
five depression patterns, each containing 500 distinct 
depression classes. AdaBoost resolves multi-class 
classification problems by transforming the single multi-class 
problem into numerous binary classification problems, 
processing them using a standard AdaBoost linear 
classification approach via the one-versus-all methodology. 
The one-versus-all approach involves building binary 
classifiers that distinguish between one specific label and all 
other labels. It is important to note that AdaBoost predictions 
yield outcomes similar to those obtained using the softmax 
function. However, the distinction lies in AdaBoost’s emphasis 
on finding the maximum margin between data points from 
different classes, whereas the softmax function minimizes 
cross-entropy or maximizes log-likelihood. 

Our approach uses an ensemble learning approach based on 
a fine-tuned MobileNet architecture with an AdaBoost 
classifier to accurately predict depression patterns like major 
depressive state (MDS), cognitive and emotional arousal 
(CEA), mood disorder patterns (MDP), mood and emotional 
regulation (MER), and stress and emotional dysregulation 
(SED). These depression patterns have been gathered from two 
publicly available datasets, MODMA and SWEEL-KW. Real-
time signal processing on wearable IoT devices requires 
computational efficiency, which MobileNetV2 provides due to 
its lightweight architecture. Therefore, this model balances 
processing speed and prediction accuracy with depth-wise 
separable convolutions. AdaBoost, an ensemble learning 
technique, improves the model’s predictive accuracy by 
combining numerous weak learners to produce a strong 
predictive model, minimizing bias and variation to assure 
prediction dependability. This methodological fusion 
outperformed other depressive pattern prediction methods. 

It is also important to discuss how the amount of the 
extracted pattern affects model performance. Our ensemble 
learning-enhanced model may steadily improve its prediction 
ability by absorbing more patterns. While a limited number of 
patterns may initially limit performance, the model’s design 
enhances its predictive abilities with increased data exposure, 
thereby improving its ability to identify depressive states. 

IV. EXPERIMENTAL RESULTS 

Several important parts make up the experimental setup for 
finding early signs of depression using machine learning and 
deep learning with scalogram-like patterns. This section 
outlines the experimental design, model training, evaluation, 
and performance metrics used in the study. To detect 
depression patterns early, utilizing machine learning and deep 
learning using EEG and ECG-based HRV inputs in the form of 
a 2D scalogram, software libraries, frameworks, and hardware 
must be configured. Here are the main environment setup 
tasks: Create a Python environment, ideally virtual, to separate 
project dependencies. Install Python 3.6.15. Download 
TensorFlow or PyTorch, a deep learning framework for neural 
network training. These frameworks provide MobileNetV2 
pre-trained models and fine-tuning tools. Jupyter Notebook 
provides interactive and repeatable research. You can combine 
code, graphics, and markdown in one document. CPU, RAM, 
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and storage must fulfill the computational needs of training 
deep learning models on the given dataset. Consider GPUs for 
quicker training if available. 

Table III lists the study’s MobileNetV2 and AdaBoost 
hyperparameters for depression detection. MobileNetV2 
settings include learning rate (0.001), batch size (128), epochs 
(40), dropout rate (0.3 or 0.5), optimizer (Adam), convolutional 
layer filters (128), alpha (width multiplier, 0.75), and input 
picture size (224 × 224). The base estimator (logistic 
regression), number of estimators (200), learning rate (0.1), 
loss function (exponential), and maximum depth of weak 
learners (5) are AdaBoost settings. The model’s learning and 
depression pattern recognition depend on these 
hyperparameters. 

Image classification requires loss function and accuracy 
during transfer learning (TL) training. Optimizers optimize 
network weights and learning. This step minimizes DL layer 
training loss functions. In this work, ADAM, SGD, Adadelta, 
AdaBelief, and RMSprop optimizers changed each pre-trained 
TL model layer's weight and acceleration time. The optimizer 
in DL algorithms controls weight and bias during network 
fitting. The optimizer prioritizes this. We choose the best layer 
feature map, filter size, activation function, pool size, dropout, 
and fine-tuning hyperparameters. To get the best settings, 
optimization was done. The role of each optimizer in deep 
learning is explained. In contrast, AdaBelief optimization 
chooses deep learning framework assessment hyperparameters. 
This research employs 12 hyperparameters. Studying 
hyperparameters and fine-tuning layers, including freezing the 
top or bottom network layer. To find the best layers and 

hyperparameters, automated and fine-tuning approaches are 
being tested. When assessing the hyperparameter and fine-
tuning pre-trained layers, AdaBelief sets a default value. The 
second stage analyzes transfer learning (TL) models after 
automatic hyperparameter tweaking and fine-tuning against all 
TL models using different optimizations. The third section 
evaluates TL with frozen layers during automated 
hyperparameter adjustment. Every TL model has 
hyperparameters and fine-tuning. 

Table IV compares the average processing time for transfer 
learning (TL) algorithm stages and the suggested architecture 
on the MODMA and SWELL-KW datasets. We tested 
VGG16, AlexNet, Xception, MobileNet, Inception, and 
MobileNet-Finetune. We present preprocessing, feature 
extraction, training, prediction, and processing time for each 
approach. This stage prepares the data for analysis. AlexNet 
(20.4 s), Xception (19.2 s), MobileNet (15.3 s), Inception (12.7 
s), and MobileNet-Finetune (2.8 s) preprocess faster than 
VGG16 (24.9 s). Data feature extraction selects relevant 
characteristics. VGG16 has the longest feature extraction time 
at 17.4 s, followed by AlexNet (15.5 s), Xception (16.2 s), 
MobileNet (14.2 s), Inception (12.5 s), and MobileNet-
Finetune (2.3 s), the last being the fastest. 

This stage trains the model with the extracted 
characteristics. At 220.5 s, VGG16 takes the longest to train, 
followed by AlexNet (230.5 s), Xception (235.5 s), MobileNet 
(230.5 s), Inception (268.5 s), and MobileNet-Finetune (120.5 
s). Prediction relies on the training model. VGG16 takes 12.8 s 
to forecast, followed by AlexNet (10.8 s), Xception (7.8 s), 
MobileNet (9.8 s), Inception (8.8 s), and MobileNet-Finetune  

TABLE III.  HYPERPARAMETERS USED IN THIS STUDY ARE OUTLINING MOBILENETV2 AND ADABOOST FOR IDENTIFICATION OF DEPRESSION PATTERNS 

Model Hyperparameter Description Possible Values 

MobileNetV2 Learning rate Step size for updating model parameters  0.001 

 
Batch size Number of samples used in each training batch 128 

 
Number of epochs Number of times the model iterates over dataset 40 

 
Dropout rate Fraction of neurons to randomly drop during training 0.3, 0.5 

 
Optimizer Algorithm for optimizing model weights  Adam 

 
Number of filters Number of filters in convolutional layers  128 

 
Alpha Width multiplier to reduce model size 0.75 

 
Input image size Dimensions of the input image 224 × 224 

AdaBoost Base estimator The weak learning model used in boosting Logistic Regression 

 
Number of estimators Number of weak learners in the ensemble 200 

 
Learning rate Weight of each weak learner in the ensemble 0.1 

 
Loss function The loss function used for boosting Exponential 

 
Maximum depth Maximum depth of the weak learners (trees) 5 

TABLE IV.  AVERAGE PROCESSING TIME ON TRANSFER LEARNING (TL) ALGORITHMS COMPARED TO PROPOSED ARCHITECTURE BASED ON ALL SELECTED 

PATTERNS (MAJOR DEPRESSIVE STATE (MDS), COGNITIVE AND EMOTIONAL AROUSAL (CEA), MOOD DISORDER PATTERNS (MDPS), MOOD AND EMOTIONAL 

REGULATION (MER), AND STRESS AND EMOTIONAL DYSREGULATION (SED)) FROM MODMA AND SWEEL-KW DATASETS 

Method Preprocessing 
Feature 

Extraction 
Training Prediction Overall 

VGG16 24.9 s  17.4 s 220.5 s 12.8 s 275.6 s 

AlexNet 20.4 s  15.5 s 230.5 s 10.8 s 277.2 s 

Xception 19.2 s  16.2 s 235.5 s 7.8 s 278.7 s 

MobileNet 15.3 s  14.2 s 230.5 s 9.8 s 269.8 s 

Inception 12.7 s  12.5 s 268.5 s 8.8 s 302.5 s 

MobileNet-Finetune 2.8 s 2.3 s 120.5 s 2.6 s 128.2 s 
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TABLE V.  THIS TABLE REPRESENTS THE COMPUTATIONAL COMPLEXITY BASED ON TYPICAL ASPECTS LIKE THE NUMBER OF PARAMETERS, FLOATING-POINT 

OPERATIONS PER SECOND (FLOPS), AND MEMORY REQUIREMENTS 

Model Number of Parameters  FLOPs  Memory Requirement 

VGG16 138 million 15.5 billion High 

AlexNet 60 million 1.5 billion Moderate 

Xception 22 million 8.4 billion Moderate 

MobileNet 4.2 million 569 million Low 

Inception 23 million 5.7 billion Moderate 

MobileNet-Finetune 3.2 million 1.3 billion Low 
 

(2.6 s), the fastest. All stage processing times are in this 
column. The longest processing time is 275.6 s for VGG16, 
followed by AlexNet (277.2 s), Xception (278.7 s), MobileNet 
(269.8 s), Inception (302.5 s), and MobileNet-Finetune (128.2 
s), the shortest. This table shows that MobileNet-Finetune is 
the most efficient solution for the investigated datasets due to 
its faster processing time across all stages. 

It is vital to note that computational complexity depends on 
model architecture, implementation, and evaluation hardware. 
Based on the above hardware characteristics, we are 
calculating explicit computational processes. 

Table V shows that earlier, more parameterized models like 
VGG16 and AlexNet had higher computational complexity and 
memory needs. Modern models like MobileNet are efficient, 
reducing computational and memory needs. The proposed 
“MobileNet-Finetune” denotes a custom-tuned version of 
MobileNet with computational complexity and memory 
demand tailored to specific workloads to maintain efficiency 
and optimize performance. FLOPs and memory needs are 
described in this table. 

 
(a)       (b) 

Fig. 7. Loss versus accuracy curves for training and validation with respect to epochs for pro-posed depressive-deep system, where figure (a) shows the training 

and validation loss curves, (b) represents the training and validation accuracy curves. 

 

(a)       (b) 

Fig. 8. Area under the curve (AUC) for depression patterns identification based on collected scalogram, where depressive -deep AUC (a) without fine-tune curve, 

and (b) with fine-tune net-work. 
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By following these steps, the proposed system is ready for 
the early detection of depression patterns using ML and DL 
with an ensemble of scalogram-like EEG- and ECG-based 
patterns. This setup allows researchers to experiment with 
different models and hyperparameters systematically, ensuring 
reproducibility and facilitating further research in the field of 
mental health diagnostics. We evaluated the proposed system 
using these criteria and compared it to pre-trained transfer 
learning techniques. We also utilized AUC to demonstrate the 
training and validation dataset’s efficacy with a 10-fold cross-
validation test. Fig. 7 shows the proposed SqueezeNet-Light 
model’s best plot loss, accuracy, AUC, and recall on the train 
and validation sets with data augmentation across 40 epochs. 

Fig. 8 illustrates the loss and accuracy trends concerning 
the epochs during the training and validation phases of the 
proposed depressive-deep system. The loss curve shows model 
parameter optimization as the loss function decreases after 
training. The model’s prediction performance on both the 
training and validation datasets improves as the accuracy curve 
rises across epochs. These graphs reveal Deep’s training 
dynamics and generalization capabilities in recognizing 
depressed patterns. This study trains its deep learning model 
via backpropagation. The right optimizer is chosen to 
guarantee this deep learning model converges. The deep 
learning literature uses optimizers like SGD, RMSprop, and 
adaptive moment estimation (Adam). Because adaptive 
optimizers are beneficial, the Adam optimizer with an initial 
learning rate of 10–4 was used for this investigation. Due to 
computer memory limits, the batch size was twenty, with 29 
steps. Model training lasted 40 epochs. 

Fig. 9 illustrates the confusion matrix depicting the results 
obtained by the proposed depressive-deep model in comparison 
to normal human assessments for the identification of various 
depression patterns, including major depressive state (MDS), 
cognitive and emotional arousal (CEA), mood disorder patterns 
(MDPs), mood and emotional regulation (MER), and stress and 
emotional dysregulation (SED). This matrix shows how the 
model performs across different depression patterns, allowing 
comparisons with human assessments and revealing areas of 
agreement and disagreement. In this figure, our study includes 
a ‘normal’ class with depression patterns to evaluate the 
depressive-deep model’s diagnostic skills. This categorization 
helps the model discriminate between depressed states and 
non-depressive states. This class dataset, with the same size as 
other depression patterns, was collected from publicly 
available datasets (MODMA and SWEEL-KW). By comparing 
the model’s predictions to human evaluations, we want to show 
that it may help mental health practitioners identify people 
without depression for early intervention and individualized 
therapy. 

The confusion matrix in Fig. 10 shows the results of the 
suggested depressive-deep model for identifying MDS, CEA, 
MDP, MER, and SED depression patterns compared to non-
depressive or normal patterns. This matrix provides a detailed 
analysis of the model’s predicted accuracy and opportunities 
for improvement across depression categories. 

Table VI presents the performance evaluation of the 
proposed depressive-deep model for the identification of five 

distinct depression patterns. Each row represents a different 
combination of feature extraction (f) and classification (c) 
methods. The metrics assessed include accuracy (ACC), 
sensitivity (SE), specificity (SP), precision (P), F1-score, and 
Matthew’s correlation coefficient (MCC). The results indicate 
that the depressive-deep model, utilizing fine-tuned MobileNet 
V2 for feature extraction and AdaBoost for classification, 
achieved the highest performance across all metrics, with an 
accuracy of 0.96, sensitivity of 0.98, specificity of 0.95, 
precision of 0.95, F1-score of 0.96, and MCC of 0.96. 
Currently employed clinical diagnostic tests exhibit significant 
limitations, particularly in terms of the false negative rate. The 
false positive and false negative rates of a model can be 
visualized using specificity and sensitivity scores. 

Table VII for depression pattern identification reveal 
notable trends. The SOTA comparisons were performed on 
various current studies, which we had implemented and tested 
on selected depression patterns. While traditional machine 
learning approaches like those in [22] achieve respectable 
accuracies (90.00%) with nonlinear features and logistic 
regression on EEG data, they may lack generalizability. Deep 
learning models such as the CNN + LSTM model in [23] 
achieve impressively high accuracies (99.07% right, 98.84% 
left) on EEG signals but are complex and computationally 
intensive. Similarly, ensemble learning coupled with deep 
learning, as seen in [24], achieves competitive accuracies 
(89.02%) but may be sensitive to feature selection. Methods 
focusing on specific EEG features like functional connectivity 
in [25] or specific patterns in [27] yield high accuracy (up to 
96.00%) but may be limited in scope. Meanwhile, more 
advanced deep learning architectures like the DWSN model in 
[28] achieve near-perfect accuracy (up to 99.95%) but may 
require substantial computational resources. In contrast, the 
proposed depressive-deep architecture achieves competitive 
accuracy (up to 96.00%) while potentially addressing issues of 
computational complexity and feature scope present in some 
state-of-the-art methodologies. 

 
Fig. 9. Confusion matrix for results obtained by a proposed depressive-deep 

model with various identification of depression patterns such as major 

depressive state (MDS), cognitive and emotional arousal (CEA), mood 

disorder patterns (MDPs), mood and emotional regulation (MER) and stress 
and emotional dysregulation (SED) patterns. 
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However, when we applied these state-of-the-art systems to 
five different depression patterns and utilized our dataset, they 
achieved very low accuracy, as described in Table VII. For 
comparison, we have selected a diverse set of studies 
representing different methodologies for depression pattern 
identification. These include traditional machine learning 
approaches such as machine learning with nonlinear features 
and logistic regression [22], as well as more advanced deep 
learning architectures like deep learning with CNN and LSTM 
[23] and deep learning with DWSN [28]. Studies focusing on 
specific EEG features like functional connectivity [25] and 
specific hemispheres [27] also include ensemble learning 
methods. Additionally, the comparison encompasses various 

combinations of machine learning algorithms such as SVM, 
LR, and NB [25], as well as hybrid models like CNN-LSTM 
[26]. This selection provides a comprehensive overview of the 
methodologies employed in the field of depression pattern 
identification, allowing for a thorough evaluation of the 
proposed depressive-deep architecture against state-of-the-art 
approaches. The table compares different models used for 
identifying depression patterns based on their performance 
metrics. Each model is assessed for its accuracy, sensitivity, 
average processing time, and number of parameters. Among 
the models, the proposed depressive-deep architecture, 
employing MobileNet V2, stands out with a high accuracy 
score of 0.96 and sensitivity of 0.98. Importantly, it achieves 

 
Fig. 10. Confusion matrix for results obtained by a proposed Depressive-Deep model with various identification of depression patterns compared to normal 

human. Those patterns are major depressive state (MDS), cognitive and emotional arousal (CEA), mood disorder patterns (MDP),  mood and emotional regulation 
(MER) and stress and emotional dysregulation (SED). 
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these impressive results while requiring substantially fewer 
parameters (12.54 million) compared to other models. This 
suggests that the proposed architecture offers a promising 
approach for accurately detecting depression patterns with 
efficiency. The NeuroSky Mind Wave headset serves as the 
primary brain–computer interaction (BCI) device [38,39] 
utilized in this study, offering a single-channel interface for 
EEG signal acquisition. Coupled with a Raspberry Pi board, an 
example of an IoT device, the MindWave headset enables the 
capture of EEG signals, while ECG signals are obtained using 
the MikroElektronika Heart Rate Variability (HRV) ECG 

sensor. To check model generalizability, we have included five 
patient signals. These devices are lightweight and non-
invasive, making them suitable for continuous monitoring 
throughout the day. Our first findings indicate that shorter, 
carefully planned sessions might provide substantial predictive 
utility, while longer monitoring periods may improve model 
performance by recording a wider variety of physiological 
responses. We observed that several-hour sessions can produce 
enough data to uncover depressive trends in this investigation. 
This period balances comprehensive data with gadget wear in 
daily living. 

TABLE VI.  PERFORMANCE OF PROPOSED DEPRESSIVE-DEEP FOR IDENTIFICATION OF FIVE HEART AND BRAIN PATTERNS BASED ON ENSEMBLE-BASED 

SCALOGRAM IMAGES 

Model (Features Extraction (f) + Classification(c) * ACC * SE  * SP * P * F1-Score * MCC 

f = MobileNet V2, c = Softmax 0.90 0.87  0.88 0.87 0.88 0.90 

f = CNN, c = MobileNet2 0.91 0.89  0.88 0.90 0.89 0.90 

f = MobileNet V2, c = AdaBoost 0.92 0.88  0.89 0.90 0.91 0.91 

Depressive-Deep: f = Fine-tune MobileNet 2,c = AdaBoost 0.96 0.98  0.95 0.95 0.96 0.96 

TABLE VII.  STATE-OF-THE-ART COMPARISONS FOR IDENTIFICATION OF BRAIN AND HEART PATTERNS 

Study Model * ACC * SE Average Time (s) Parameters 

[22] Logic Regression 0.74 0.76 5.242 -- 

[23] CNN + LSTM 0.86 0.80 3 20.24 M 

[24] Ensemble DL 0.97 0.91 2.5 248.35 M 

[25] SVM-LR-NB 0.86 0.96 6.5 -- 

[26] CNN-LSTM 0.88 0.88 3.136 24.56 M 

[27] CNN 0.91 0.91 4.5 267.20 M 

[28] DWSN 0.90 0.90 4 343.67 M 

Proposed MobileNet V2 0.96 0.98 0.043 12.54 M 

* SE: sensitivity, ACC: accuracy. 

These signals are then processed to extract patterns 
indicative of depression. For the classification of depression 
patterns, a fine-tuned and lightweight MobileNetV2 model, 
integrated with an Adaboost network, was employed. The 
model was trained and evaluated using TensorFlow on the 
Colab Google platform. To enable deployment on IoT devices 
[40], like Raspberry Pi boards, the TensorFlow model was 
further optimized into a TensorFlow Lite model. 

The described study focuses on the use of IoMT-based 
wearable devices for identifying depression patterns through a 
proposed model called depressive-deep. This model is 
designed to detect various types of depression patterns, 
including major depressive state (MDS), cognitive and 
emotional arousal (CEA), mood disorder patterns (MDPs), 
mood and emotional regulation (MER), and stress and 
emotional dysregulation (SED). The results obtained from the 
depressive-deep model are visualized in two figures. Fig. 11 
illustrates the distribution of each category of depression 
patterns, providing insights into the prevalence or occurrence 
of different types of depression. This result helps researchers 
and practitioners understand the depressive-deep model’s 
performance and effectiveness in identifying depression 
patterns using IoMT-based wearable devices. On average, 96% 
accuracy is achieved by the proposed system. 

 
Fig. 11. IoMT-based wearable identification depression patterns results 

obtained by proposed depressive-deep model with various identification of 

depression patterns such as major depressive state (MDS), cognitive and 

emotional arousal (CEA), mood disorder patterns  (MDPs), mood and 

emotional regulation (MER) and stress and emotional dysregulation (SED). 

Figure (a) shows the distribution of each category of brain and heart 

depression patterns. 
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V. DISCUSSIONS 

This work used an ensemble of EEG and HRV data in 2-D 
scalogram pictures to detect depressive patterns using machine 
learning and deep learning. These new computational tools can 
help diagnose and treat depression early, improving mental 
health outcomes. 

MobileNetV2 and AdaBoost ensemble learning showed 
promising depression prediction results. The lightweight 
MobileNetV2 architecture handled HRV and EEG data and 
performed well. Using AdaBoost in ensemble learning made 
the model more accurate, sensitive, specific, precise, and 
higher in F1-score and AUC, making it a strong depression 
classifier. The 96% accuracy shows that these methods may 
early detect depression and provide therapy. Fig. 4 shows the 
suggested Depressive-Deep model's scalogram. This scalogram 
shows major depressive state (MDS), cognitive and emotional 
arousal (CEA), mood disorder patterns (MDP), mood and 
emotional regulation (MER), and stress and emotional 
dysregulation. The scalogram shows these different depression 
patterns holistically by integrating EEG and HRV data, 
revealing the intricate relationships and dynamics of depressed 
states. 

The data analysis section describes how machine learning 
and deep learning using an ensemble of scalogram-like EEG 
and HRV patterns may detect depressive patterns early. This 
method allows researchers to systematically test different 
models and hyperparameters, ensuring repeatability and 
advancing mental health diagnosis. Fig. 5 shows the loss and 
accuracy trends during training and validation of the proposed 
Depressive-Deep system, demonstrating model parameter 
optimization and prediction performance improvement. The 
discussion also covers deep learning model training, stress 
optimizer selection, and model convergence. In Fig. 8, the 
AUC values for recognizing depression patterns from 
scalograms show the Depressive-Deep system's discriminatory 
capability before and after network fine-tuning. Confusion 
matrices in Fig. 9 an Fig. 10 show how well the model 
identifies depressive patterns, allowing comparisons with 
human judgments. Table V further compares the suggested 
Depressive-Deep model's accuracy and sensitivity across 
feature extraction and classification approaches, showing its 
superiority. Comparing the proposed Depressive-Deep 
architecture to state-of-the-art depression pattern identification 
methods shows that it achieves competitive accuracy while 
addressing computational complexity and feature scope issues. 
Finally, Table VII compares model performance 
characteristics, showing that the Depressive-Deep architecture 
is more accurate and efficient. These findings demonstrate the 
depressive-deep system's ability to detect depressive patterns 
early, advancing mental health diagnoses. 

Despite the encouraging results, this study admits some 
limitations that should be addressed when interpreting the data. 
Small datasets may limit the model's generalizability; 
therefore, validation on bigger, more diverse datasets is 
necessary. Deep learning models like MobileNetV2 are 
difficult to comprehend, requiring greater study into ways to 
explain their judgments. 

Future studies can use neuroimaging and self-report 
questionnaires to better understand depression trends. 
Additional deep learning architectures and transfer learning 
methods may increase model performance and interpretability. 
Actual specialists and mental health professionals will help 
translate the suggested model into actual practice to improve 
depression identification and treatment. The new study re-fines 
the machine learning and deep learning models for early 
depression identification, utilizing EEG and HRV data. The 
research team is optimizing hyperparameters, im-proving 
feature selection, and testing the interpretation of model 
predictions. We are also validating the model on larger and 
more diverse datasets to ensure its resilience and 
generalizability across populations. To assess the model's 
clinical applicability, mental health specialists and clinical 
experts are working together. The study team is using domain 
expert comments to make the model more practical and 
adaptable to clinical situations. This iterative approach 
guarantees that the model meets clinical demands and 
integrates seamlessly into the healthcare system. 

Future studies will go beyond EEG and HRV depression 
identification. The team wants to use neuroimaging, self-
reported questionnaires, and wearable sensor data to measure 
mental health holistically. The model can capture more 
physiological and behavioral indicators related to mental health 
issues by using several data modalities, resulting in a more 
accurate and tailored diagnosis. To increase model 
performance and interpretability, transfer learning and deep 
learning architectures are another possibility. We can fine-tune 
pre-trained models for depression identification using EEG and 
HRV data, potentially enhancing efficiency and accuracy. 

Implementation of the suggested concept into user-friendly 
applications or tools for mental health professionals and 
individuals is underway. The objective is to create an accurate 
and easy-to-use tool for early depression identification and 
continuous monitoring to enhance mental health outcomes and 
reduce the burden of global mental health problems. The study 
team also plans to undertake longitudinal studies to test the 
model's ability to forecast depression onset and track treatment 
success. Understanding the model's predictive powers beyond 
diagnosis will help identify depression risk fac-tors and enable 
focused therapy. 

Current and future work aims to transform mental health 
diagnosis using machine learning and deep learning. The 
research aims to produce a tool that aids early diagnosis and 
provides mental health providers with significant information 
for tailored treatment planning by refining and expanding the 
model. The ultimate objective is to enhance mental health 
diagnosis, management, and treatment worldwide to improve 
well-being and results. The model was accurate, although the 
study acknowledged a tiny dataset. The model needs additional 
validation on larger and more diverse datasets to be more 
generalizable. Exploring various deep learning architectures 
and transfer learning methods may increase model performance 
and interpretability. Smartphones are essential for people. 
Mobile Crowd Sensors (MCS) uses mobile device sensors and 
computing [12]. MCS lets users exchange data and get insights 
to measure and track shared activities. This strategy is essential 
for the development of IoT applications. MCS will be used to 
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identify depression-like characteristics in the future. Moreover, 
a future study will compare multi-day and single-day 
observations to determine the minimal time for reliable 
forecasts. We want to find the best balance between model 
accuracy and user convenience. We appreciate your ideas and 
believe that studying measurement length and prediction 
accuracy is essential for BCI and IoT-based mental health 
monitoring system implementation. 

Our research compares accuracy, sensitivity, specificity, 
precision, F1-score, MCC, and AUC of the proposed 
depressive-deep model to state-of-the-art depression detection 
techniques to demonstrate its benefits. Our model outperforms 
existing approaches with a 96% accuracy rate using the 
lightweight and efficient MobileNetV2 architecture and the 
AdaBoost ensemble learning algorithm. EEG and HRV data 
integrated into 2D scalograms provide a holistic view of 
depressive patterns, allowing the model to capture intricate 
relationships and dynamics in the data, making early 
depression detection more comprehensive and effective. 

The findings suggest that machine learning and deep 
learning can detect depression patterns in EEG and HRV data 
early. A visual diagram of a scalogram generated by a 
proposed Depressive-Deep model to embed all depression 
patterns such as major depressive state (MDS), cognitive and 
emotional arousal (CEA), mood disorder patterns (MDP), 
mood and emotional regulation (MER), and stress and 
emotional dysregulation (SED) into one scalogram using EEG 
and ECG-based HRV signals. The model's accuracy and 
interpretability make it a viable tool for mental health providers 
to diagnose depression quickly and individually. The study lays 
the groundwork for mental health diagnostics research and 
stresses the worldwide impact of AI-based technologies. This 
work shows that machine learning and deep learning may 
detect depression patterns in EEG and HRV data early. The 
model uses MobileNetV2 and AdaBoost and is accurate and 
interpretable, revealing depression's physiological signs. While 
there are still issues, this research sets the groundwork for 
mental health diagnostics and shows how AI-based tools might 
improve global mental health outcomes. 

VI. CONCLUSION 

In this study, we introduce depressive-deep, a novel 
approach for predicting depression using a combination of 
preprocessed EEG and ECG-based HRV signals. We generated 
a 2D scalogram by combining ECG and EEG signals. These 
accurate predictions were made using the MobileNetV2 deep 
learning architecture and AdaBoost ensemble learning. They 
were for major depressive state (MDS), cognitive and 
emotional arousal (CEA), mood disorder patterns (MDPs), 
mood and emotional regulation (MER), and stress and 
emotional dysregulation (SED). We made sure the system 
could be used by anyone by pre-training the depressive-deep 
model on the MODMA and SWELL-KW datasets and using 
wearable IoMT devices to collect signals. Rigorous validation 
through cross-validation and other criteria demonstrated the 
robustness of our model. With a remarkable 96% accuracy in 
depression prediction, surpassing previous methods, our 
approach highlights the potential of machine learning in early 
depression detection, thereby enhancing mental health 

diagnosis and treatment outcomes. We require further research 
and validation to enhance our strategy and guarantee its clinical 
effectiveness. 

Small datasets may limit the model's generalizability, 
requiring validation on bigger and more diversified datasets. 
DL models like MobileNetV2 are difficult and require further 
study to enhance forecast interpretability. 
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Abstract—Computerized knowledge assessments have become 

increasingly popular, especially since COVID-19 has transformed 

assessment practices from both technological and pedagogical 

standpoints. This systematic review of the literature aims to 

analyze studies concerning the integration of adaptive assessment 

techniques and algorithms in Learning Management Systems 

(LMS) to generate a global vision of their potential to enhance the 

quality and adaptability of learning, and to provide 

recommendations for their application. A review of international 

indexed databases, specifically Scopus, was conducted, focusing on 

studies published between 2000 and 2024. The PICO framework 

was used to formulate the search query and the PRISMA 

(Preferred Reporting Items for Systematic Reviews and Meta-

Analyses) framework to select 66 relevant studies based on 

inclusion and exclusion criteria such as publishing year, document 

type, subject area, language, and other factors. The results reveal 

that integrating adaptive assessments positively impacts the 

quality of learning by generating short tests dynamically adapted 

to students’ skills, learning styles, and behaviors. Furthermore, 

the findings identify various techniques and algorithms used, as 

well as their main features and benefits. These tools tailor adaptive 

learning programs to meet students’ specific needs, preferences, 

and proficiency levels, thereby enhancing student motivation and 

enabling them to engage with material that matches their 

knowledge and abilities. In conclusion, the systematic review 

emphasizes the significance of integrating adaptive assessments in 

educational environments and offers tailored recommendations 

for their implementation to provide adaptive learning. These 

recommendations can be adopted and reused as guidelines to 

develop new and more sophisticated assessment models. 

Keywords—Adaptive assessment; adaptive learning; test; 

education; techniques 

I. INTRODUCTION 

Adaptability changes the method of delivering education, 
and learners use adaptive learning systems (ALS) as part of 
blended learning or fully online learning, it can be obligatory 
with credit or optional courses without any credit [1]. The aim 
of ALS is to alter instructions using a set of predefined rules to 
provide learning materials adapted to the needs and behavior of 
the student [2]. In addition, learner assessment is one of the 
principal moments in the educational process [3], it offers the 
possibility to construct a continuous and reversible process, over 
the learning life cycle of the student. According to OECD [4], 
assessment is the process of measuring and/or collecting and 
using evidence and proof about the outcomes of students. 

Many people usually imagine when they first hear the word 
assessment that it solely refers to the collecting and analyzing of 
some information about a learner. However, assessment can also 

involve interpreting and acting on information gathered about a 
learner’s understanding and/or performance in relation to 
educational goals. 

Given the critical importance of adaptive assessment in 
enhancing educational outcomes and the evolving landscape of 
personalized learning [5], it is imperative to develop effective 
assessment mechanisms that can adapt to individual learner 
needs. Adaptive assessment systems have emerged as a 
promising approach to improve the precision and relevance of 
student evaluations. These systems utilize advanced algorithms 
and theoretical frameworks to dynamically adjust the difficulty 
and content of assessments based on real-time analysis of 
student performance and behavior [6]. Furthermore, assessment 
can also involve interpreting and acting on information gathered 
about a learner’s understanding and/or performance in relation 
to educational goals. The principal challenge posed is not just 
the availability of learning content to learners but also the ability 
to present knowledge in the right place, time, and form. 

Despite the promising potential of adaptive assessment to 
transform educational practices, comprehensive and systematic 
research in this domain remains limited. This study aims to 
address this gap by conducting a thorough literature review of 
the current state-of-the-art in adaptive assessment. The findings 
will provide valuable insights for researchers and practitioners, 
helping them understand current research trends, identify gaps, 
and develop more effective adaptive assessment tools. 
Ultimately, this research seeks to contribute to the advancement 
of adaptive assessment systems, which are essential to modern 
educational environments, thereby enhancing student learning 
experiences and outcomes. 

This research stems from the need to understand the most 
recent advances in adaptive assessment within educational 
practices. The main contribution of this study is to identify how 
various assessment implementations and methods naturally 
emerge to meet the demand for measuring learning outcomes. 

To achieve this objective, a systematic review of numerous 
studies collected from the Scopus database was conducted, 
employing inclusion and exclusion criteria. Subsequently, 
through the analysis of our selected studies, a framework was 
derived for an effective integration of adaptivity in knowledge 
assessment. The necessity for developing adaptive assessment-
driven framework stems from the significant dropout rates 
observed in traditional assessment offered to students. In 
response to this challenge, a framework that offers adaptive, 
personalized advanced learning assessment was embraced, 
helping to place the student at the center of the learning process 
to maximize learning outcomes. 
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Following the review and examination of the 66 studies 
included in the research, three key themes were identified. These 
themes encompass the role of knowledge assessment in learning 
and education as a scaffolding instrument, the identification of 
the most used adaptive assessment theories, algorithms, and the 
proposed guidelines for defining the main characteristics of an 
effective adaptive assessment. 

The paper is organized into several key sections to offer a 
comprehensive understanding of adaptive assessment in 
educational practices. Section II examines adaptive learning in 
detail, addressing its definition, role, advantages, and various 
assessment methods. Section III outlines the research approach, 
detailing the formulation of research questions, search strategy, 
and criteria for selecting studies. Section IV provides a thorough 
analysis of the included studies, covering statistical descriptions, 
key theories and models underlying adaptive assessment, and 
recommendations for future directions. Section V presents a 
discussion that synthesizes the findings, highlighting the 
strengths, and practical implications of the reviewed adaptive 
assessment methods. Finally, the conclusion summarizes in 
Section VI, the significance of adaptive assessment in enhancing 
ALS, providing a clear and detailed perspective on the role and 
influence of adaptive assessment in contemporary education. 
This structure is designed to offer a comprehensive overview 
and critical analysis of adaptive assessment's impact on 
educational practices. 

II. LITERATURE REVIEW 

Adaptive learning has revolutionized educational practices 
by tailoring the learning experience to individual student needs. 
This section explores the different aspects of adaptive learning, 
focusing on its definition, role, advantages, approaches, and 
various assessment methods. 

A. Adaptive Learning 

Adaptive learning, by definition, is a methodology to adjust 
and personalize a learning process notably content to a learner, 
in order to fit to different situations and circumstances [7]; thus, 
adaptive learning gives the possibility to make a learner a 
collaborator in the process of education instead of a passive 
recipient of information [8] because each learner has a specific 
optimal learning path composed of many connected dots and 
each dot represents a knowledge component or a skill [9]. 
Adaptive learning considers many aspects, such as the learner’s 
current level [10], individual needs [11], the learning style [12], 
and different interactions with students to individualize all 
components of the learning process: content, interface, learning 
style and assessment [13]. Therefore, adaptive learning allows a 
student to progress to more challenging material based on their 
performance, while providing additional support to others to 
help them master skills. This approach ensures that learners are 
not constrained by the class pace but can follow their own 
individual learning pace [9]. Thus, the instructor and learner can 
make the right decision at the right moment by following the 
learning curve and learning trajectories [14]. In summary, 
adaptive learning seeks to tailor the educational experience to 
help students achieve their learning objectives by emulating the 
personalized, one-on-one interaction between a teacher and a 
learner. 

B. The Role of Assessment in Adaptive Learning 

“What we assess is what we value. We get what we assess, 
and if we don’t assess it, we don’t get it” is a statement declared 
by psychologist Lauren Resnick [15] which shows the 
importance of the assessment as the main and the critical step in 
the educational process, over twenty years ago, evaluation and 
assessment were considered a challenging research issue in 
education [16]. Many Adaptive Learning Systems (ALS) focus 
more on assessment than on content [17]. Assessment data 
collected from students' responses is used to personalize the 
learning process, creating tailored paths based on results. These 
paths are continuously updated with each assessment [13]. Thus, 
learners’ assessment is considered a crucial factor for a 
successful e-learning process. 

C. Types of Knowledge Assessment 

Knowledge assessment can be globally divided into three 
types: summative, formative and pre-assessment. Generally, 
summative assessment is more dominant than formative 
assessment in e-learning [9] but the last two types have shown 
more potential, especially in adaptive learning [18] and 
researchers have shifted the focus to these two types. 

1) Summative assessment: Also known as assessment of 

learning, this type of evaluation occurs at the end of the learning 

cycle to measure learner achievement and verify mastery of a 

curriculum unit [19]. It assesses the cumulative progress of the 

learner. 

2) Formative assessment: Also called assessment for 

learning, it occurs throughout the learning cycle to provide both 

tutors and learners with feedback information to assist their 

learning experience and improve it [19]. This type assesses the 

quality of learning by positioning assessment between teaching 

and learning (current progress) instead of being positioned only 

at the end of the process [9], when formative assessments are so 

deeply embedded in the learning environment that the separation 

between assessment and learning is completely fuzzy and so 

unnoticeable to the students, this concept is known as stealth 

assessment [20]. Formative assessment allows us to refine the 

learning trajectory, increase the engagement and enthusiasm of 

a student to achieve a course and develop his self-regulation. 

3) Pre-assessment also known as diagnostic assessment, 

this kind of assessment measures each learner’s prerequisites, 

providing the teacher with a clear picture of the learners’ level 

of skills [21]. It is frequently succeeded by a sort of 

compensatory instruction to eliminate obstacles and offer 

different kinds of remedial activities [18]. It is usually initiated 

at the entrance of a learning course. It is designed to gauge the 

current student’s prior learning to detect learners’ needs, 

competencies, preconceptions, and prior knowledge, to orient 

them toward the most suitable curriculum. 

D. Learning Outcomes Assessed in Online Learning 

Wei et al. [8] defined three principal learning outcomes 
assessed in online learning, to know cognitive, behavioral, and 
effective learning outcomes (see Fig. 1), based on a study of 65 
peer-reviewed articles. The study demonstrated that these three 
aspects are correlated. 
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Fig. 1. Learning outcomes assessed. 

1) Cognitive outcomes: Correspond basically to obtained 

knowledge and intellectual skills. Knowledge is all information 

that a student has learned from a topic, but intellectual skills 

concern different abilities, such as reasoning, thinking processes 

and decision making. 

2) Behavioral outcomes: Refer to measuring learner 

engagement by monitoring his behavior while course learning 

such as duration and times of learning, participation in forums 

and discussion, submission of tasks, completion of tests. 

3) Affective outcomes: Correspond to perceptions of 

students, their satisfaction with the course, appreciation of their 

learning experience and benefits expected by them after 

enrolling in a course. 

In his paper, Shepard [22] suggested that most learning and 
assessment in higher education concentrates on cognitive 
outcomes rather than on affective outcomes, and behavior. 

E. Methods of Assessment 

A variety of assessment methods were developed by 
researchers to optimize the cognitive load, implement adaptive 
learning systems, and measure learning outcomes, such as the 
following: 

1) Computer-graded tests: This method is gradually 

replacing the traditional method called instructor graded 

assignments, which allow instructors to diagnose their students 

closely and with more efficiency [23]. This method is used to 

recognize and accredit student learning, and it allows the 

generation of immediate feedback that is linked to the parameter 

configuration so that each answer is either right or wrong. 

2) Self-assessment: This method is implemented in WEAS 

[24] and MAPS [25]. It allows students to self-assess their 

performance based on criteria and standards already fixed by 

teachers. It is a useful manner to prepare for the exam [26]. 

Generally self-assessment is combined with feedback and hints 

[27], so students participate in active learning by improving their 

knowledge and detecting possible misconceptions. 

3) Peer assessment: This method is implemented in MAPS 

[25]. It is considered an educational activity where the assessor 

and the assessed have similar statuses, and each one assesses 

learning outcomes, quality, and the level of the other; it requires 

a mutual relation based on trust. Peer review, peer grading, peer 

feedback and peer evaluation are all synonyms of peer 

assessment [28]. Lu and Zhang [29] demonstrate that students 

benefit more from acting as assessors than from being assessed. 

Li [30] has proven that quality increases if peer assessment is 

done anonymously. One of the advantages of this method is the 

creation of a competitive atmosphere between students despite 

their social aspects. 

4) First-step rapid diagnostic assessment: Kalyga [31] 

described this method as a diagnostic process in which each 

student studies a task for a limited time and is asked to put his 

first step toward the solution, so the tutor can determine the level 

of mastery of the student depending on his first step. If the 

learner possesses the required knowledge component, the final 

answer will be provided immediately; otherwise, the search 

process will commence. 

5) Concept map: It is a graph in which nodes symbolize 

concepts, and the directed labeled links that interconnect the 

nodes represent relations between concepts. This research in 

[32] uses concept maps as a method for assessing students’ 

comprehension of content by allowing them to display their 

understanding of concepts and connections between concepts in 

a graphic format. Using concept maps to assess learner 

knowledge at the level of understanding has many benefits, and 

this method is implemented in the Concept Mapping Tool. 

F. From Traditional Assessment to Adaptive Assessment 

The previous section highlighted the importance of 
knowledge assessment in providing adaptive learning. Now, this 
adaptability is also integrated into the assessment itself to 
achieve adaptive assessment. In contrast to conventional testing, 
which is based on fixed items that every examinee must tackle 
regardless of their knowledge level, adaptive assessment allows 
for the selection of questions based on the examinee’s 
performance. An adaptive assessment provides a short, 
personalized test, its items change depending on the response of 
the student, and the difficulty of each question is correlated to 
the answer to the previous question [13]. In addition, the 
decision to stop testing is dynamically related to the student’s 
performance shown in the test [33]. In brief, adaptive assessment 
seeks to avoid presenting easy questions to capable students, 
who are likely to answer correctly. Similarly, challenging 
questions are not presented to struggling students, who may find 
them difficult. 

G. Advantages of Adaptive Assessment 

Adaptive assessment retains the advantages of classical 
assessment in enhancing the learning process, but there are 
additional advantages that make adaptive assessment more 
efficient and effective, such as: Energizes and individualize the 
assessment process [13], reduce the length of the test by at least 
60 percent, so it can detect the level of a learner with fewer 
questions [34], reduces the duration of the test by reducing the 
number of questions and items [35], increases motivation of the 
learner by suggesting easier questions [36], gives self-reliance 
[36], avoids annoying students by providing tests adapted to 
their level of knowledge and skill [21], provides more detailed 
statistics used to refine learning trajectory and to correct 
curriculum [13], helps ITS to make a rapid diagnosis of a 
student’s characteristics and knowledge level to update their 
models [37], allow tutors to better differentiate between 
candidates by considering time analysis of responses [38], 
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reduce cheating because the test is tailored to each learner due 
to presence of questions banks which offer possibility to vary 
questions [39], give the possibility to each learner to tackle his 
course and tests at any time, and from any place, and enhancing 
the quality of feedback given to learners in real time. 

H. Approaches Followed in Implementing Adaptive 

Assessment 

From the articles of Lendyuk et al. [36] and Al-Rajhi et al. 
[40], three approaches of tests in adaptive assessment can be 
deduced; after a short description of each one, Table I provides 
a comparison between these three approaches: 

1) Pyramidal testing: It is used to assess learners without 

giving them a preliminary test, so all examinees take the same 

test with a middle level of difficulty, then the next task and 

question is related to the previous answer, if it is correct then the 

difficulty will increase and vice versa. Many variations of 

pyramidal testing have been developed such as constant step 

sizes, variable step sizes, truncated pyramids, and multiple-item 

pyramids. 

2) Flexilevel testing: It programs the first task with a 

definite level of difficulty chosen by the tutor. Each level has 

one item, and the difficulty of the next item depends on the 

answer of the learner. It increases if the answer is correct and 

vice versa. 

3) Stradaptive test: Stratified adaptive, in which many 

levels or strata of difficulties are defined. Each one group’s test 

items have approximately the same average difficulty. These 

strata are classified in order of difficulty, so the next item is 

selected from the upper strata if the previous answer is correct; 

otherwise, the system suggests an item from the bottom. 

TABLE I.  COMPARISON BETWEEN TYPES OF ADAPTIVE TESTS 

Type of adaptive test Preliminary test Difficulty level of the first question Number of items by difficulty level Next question 

Pyramidal testing No Middle level Depends on its variations Depends on response 

Flexilevel testing Yes Difficulty defined by the tutor One Depends on response 

Stradaptive test Yes is typically set to be of moderate difficulty Many 

Next question from strata 

upper or downer depending 
on the response 

 

III. MATERIALS AND METHODS 

The integration of adaptive assessment in learning 
management systems has opened a new chapter in educational 
research. Historically, studies on educational assessment have 
primarily focused on traditional methods. However, with the 
advent of adaptive assessment, the landscape of evaluating 
student performance and learning outcomes has transformed 
significantly. Before delving into the detailed findings of our 
systematic review, we will provide, in this section, an overview 
of the research approach, including the formulation of research 
questions, the search strategy, and the criteria for selecting 
relevant studies. 

A. General Background 

This study aims for a systematic review that delves into how 
adaptive assessment is used in adaptive learning, shedding light 
on its contributions and implications. Insights were drawn from 
indexed articles and reviews from the esteemed Scopus 
database. Using the PICO framework and logical operators 
(AND, OR, NOT), a search question was elaborated to guide the 
research endeavours. 

B. Research Question 

The objective of this study is addressed by answering the 
following research questions: 

 RQ1: In studies involving knowledge assessment, what 
is the role of assessment in adaptive learning, methods 
used in implementing assessment, and benefits of 
adaptive assessment? 

 RQ2: What are the theories, algorithms and techniques 
underlying adaptive assessment in learning and how do 
these elements differ from each other? 

C. Search Strategy 

Following the PICO framework, the scientific articles were 
gathered from the largest database of scientific publications, 
namely Scopus. The authors focused on research in assessment 
and its features. A combination of keywords was used in the 
research study, taken from the title, abstract and keywords such 
as” adaptive learning” AND” assessment”. The Boolean 
operators, parentheses, and stars were used wherever possible. 
Keyword synonyms were also used to obtain a more 
comprehensive search (as detailed in Table II). This meticulous 
approach aimed to maximize the potential results of our study. 

D. Selection Strategy 

1) Quantitative filtering: Following the formulation of the 

search query (Table II), a quantitative selection approach was 

employed, utilizing tools like Zotero software. The PRISMA 

framework was adhered to for analyzing and filtering the found 

studies based on inclusion and exclusion criteria outlined in 

(Table III). 

2) Qualitative filtering: After the quantitative filtering, a 

qualitative selection was conducted based on: 

 Title analysis according to the presence of the study’s 
keywords. 

 Abstract analysis based on sample and results. 

 Content reading and synthesizing. 

Table IV shows an overview of the number of articles found 
and included. 
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TABLE II.  KEYWORDS IN THE SEARCH QUERY 

learning AND OR education OR student* OR knowledge 

assessment AND OR evaluation OR test* 

Adapt* OR adaptive learning 

Search query 

SQ1: TITLE-ABS-KEY(( learning  OR  education  OR  student* )  AND  ( assessment  OR  evaluation  OR  test* )  AND  ( "adapt*" ) )  AND  ABS ( "adaptive 

learning"  AND  assessment )). 

SQ2: KEY(( learning  OR  education  OR  student* )  AND  ( assessment  OR  evaluation  OR  test* )  AND  ( "adapt*" ) )  AND  ABS ( "adaptive learning" ))} 

SQ3 : TITLE( learning  OR  education  OR  knowledge )  AND  ( assess*  OR  evaluat*  OR  test* )  AND  ( adapt* ) ) 
 

 
Fig. 2. Articles selection process and inclusion criteria. 

TABLE III.  INCLUSION AND EXCLUSION CRITERIA 

Including Criteria Excluding Criteria 

Indexed in Scopus, Not indexed in Scopus 

Computer science and education 

subject areas 
Other subject areas 

English language Not in English 

Studies related to assessment 
knowledge 

Studies not related to assessment 
knowledge 

TABLE IV.  SCOPUS SEARCH REQUESTS AND NUMBER OF RESULTS 

Research field Request Result 
Limited 

to English 

After scanning 

title 

TITLE-ABS-

KEY 
SQ1 406 396 122 

KEY and ABS SQ2 464 453 140 

TITLE SQ3 679 672 231 

Total - 1549 1521 493 

Total after the 

merge 
- - - 433 

The flow chart diagram which is given in Fig. 2 describes 
the filtering process based on the PRISMA framework. 

IV. ANALYSIS AND FINDINGS 

Adaptive assessment leverages advanced theoretical 
frameworks to enhance the precision and effectiveness of 
evaluating student knowledge. This section offers a 
comprehensive analysis of the included studies, detailing 
statistical descriptions and exploring the primary theories that 
underpin adaptive assessment. 

A. Statistical Description of the Included Studies 

1) Databases: the scientific articles were gathered from the 

largest database of scientific publications, namely Scopus. The 

authors focused on research in assessment and its features. 

2) Publishing year: Fig. 3 below shows a representation of 

selected studies according to publishing year, and it can be 

noticed that most of the papers were published after 2011, which 

explains the growing interest in improving assessment as a main 

component of the adaptive learning process. 

3) Countries: As shown in Fig. 4, United States is having 

maximum number of included studies (27.5%), followed by 

Spain (07%), then Greece and China. 
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B. Theories Used in Adaptive Assessment 

To the best of our knowledge, IRT (item response theory) 
and KST (knowledge space theory) are the two most powerful 
theoretical frameworks used in the development of efficient and 
effective adaptive assessment tools. This section first presents 
IRT, then KST, and finally a comparative table between the two 
theories in terms of the specific goals and requirements of 
knowledge assessment is drawn up. 

 
Fig. 3. Division of the included studies according to publishing year. 

 
Fig. 4. Document by country. 

Item response theory (IRT): is one of the most used theories 
in adaptive assessment, and its origins date back to Rasch and 
Lord in the 1950s. This theory supposes that an answer to a 
question is related to an unknown latent numerical θ, 
corresponding to the knowledge of the topic being assessed [41], 
so it describes how students interact with questions in tests; in 
other words, IRT tries to link observable actions as answers, 
responses to unobservable characteristics. This psychometric 
theory is used to estimate learner knowledge, and to develop 
learners’ cognitive or non-cognitive measurement, to select the 
appropriate next question at each moment and to decide when 
the test is over [38]. Lendyuk et al. [36] explain that this variable 
nature of latent parameters provides the possibility for adaptable 
assessment, and mention that this combination between learner 
level and item difficulty on single measuring is the best 
advantage of IRT. Various IRT models exist, including Rasch, 
the 1PL model, the 2PL model, and GRM, chosen depending on 
item characteristics [42]. IRT is based on four principal 
assumptions: monotonicity (if the trait level increases, the 

probability of a correct answer also increases); one-
dimensionality (one dominant latent trait to measure); local 
independence (for each level of ability, responses to separate 
items are mutually independent); and invariance (item 
parameters can be estimated from any position on the item 
response curve). See the handbook of Van der Linden [43] for 
more information about IRT. 

1) Knowledge Space Theory (KST): In 1985, Doignon and 

Falmagne invented knowledge space theory (KST) which is 

based on probabilistic and combinatoric models [44]. In KST, 

each domain of knowledge is a collection of skills and concepts 

that must be learned by a student, and some skills are 

prerequisites of others, so if a learner acquires a skill, it becomes 

easier to master another; in other words, KST recognizes skills 

that are achievable without mastering any other skills [45]. KST 

is based on data collected from student answers to a set of 

questions reflecting different ability levels. These questions are 

not necessarily arranged in hierarchical order, and the answer 

can be correct or incorrect, so each student has a response state; 

for example, a learner who responds to questions 3, 4 and 5 

correctly has a response state (3, 4, 5). For a test that contains 

seven questions, there are 27 possible response states, from a 

null state to the full response state in which the student responds 

to all questions correctly. After KST forms a subset called the 

knowledge structure, it contains possible knowledge states [46]. 

The KST provides an accurate statement of what the student 

knows, does not know, and is ready to learn next. There are 

many research articles that explain the use of KST in assessment 

such as article published by Arasasingham et al. [46] used 

Knowledge Space Theory to assess student understanding of 

stoichiometry, and the paper of Doble et al. [47] that examined 

several reliability measures for developing KST-based adaptive 

evaluation measures. Additionally, Fang et al. [48] construct 

student models based on knowledge space theory and can 

identify the student’s present knowledge level through both 

initial and regular evaluations, including student task 

progression. 

IRT and KST are both used in adaptive assessment but differ 
in their approach, focus, and other dimensions. Table V provides 
a comparison between the two theories. 

C. Algorithms and Techniques Used in Adaptive Assessment 

Knowledge assessment based on efficient techniques 
enhances the reliability of intelligent tutoring systems (ITS) by 
reducing the impact of human factors. This section divides and 
summarizes prominent algorithms and techniques used for 
assessing learner knowledge according to their technical 
differences, presenting a new taxonomy (see Fig. 5). The 
proposed taxonomy categorizes existing techniques into four 
groups: (1) techniques based on Bayesian Networks, (2) 
techniques based on logistic models, (3) techniques based on 
artificial intelligence, and (4) techniques based on learning 
styles and others. 
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TABLE V.  COMPARISON BETWEEN IRT AND KST 

 IRT KST 

Year of appearance 1980 1999 

Process Psychometric paradigms Combinatorics, statistics, and stochastic processes 

Unit of assessment Item Response state 

Focus 
modelling the connection between the test items and the 
examinee skills and performance 

modelling the basic knowledge structure of a domain 

Approach Quantitative,statistical approach Qualitative,behavioural approach 

Objectif 

modelling the statistical relationship between test 

question properties (as example: difficulty) and the 

likelihood that a student will respond correctly to the 
question. 

modelling the prior connections between the concepts of a domain 
and represent them in the format of an oriented graph, and use this 

graph structure to orient the choice of the test items 

Item selection 

IRT can use either nonprobabilistic or probabilistic 

algorithms to select items tailored to level examiners and 
consider the characteristics of the items. 

KST typically uses a nonprobabilistic algorithm to select items 

tailored to level examinee and the underlying knowledge structure 
of the domain. 

Item types 
Practically always made of multiple-choice questions or 

other dichotomous item types 

Almost never is made of multiple-choice questions but can be used 

with a wider variety of item types, including open-ended. 

The number of significantly 

different categories of test 

scores 

Relatively small Relatively big 

Item selection 

IRT can use either nonprobabilistic or probabilistic 

algorithms to select items tailored to the level examiners 
and consider the characteristics of the items. 

KST typically uses a nonprobabilistic algorithm to select items 

tailored to the level examinee and the underlying knowledge 
structure of the domain. 

Item types 
Practically always made of multiple-choice questions or 

other dichotomous item types 

Almost never is it made of multiple-choice questions but can be 

used with a wider variety of item types, including open-ended. 

The number of significantly 

different categories of score 

in tests 

Relatively small Relatively large 

 
Fig. 5. Knowledge adaptive assessment techniques. 

1) Techniques Based on Bayesian networks: 

a) Bayesian Networks (BN): A Bayesian network is a 

technique based on Bayes’ theorem that maps out cause and 

effect relationships in the form of a graphic representation. It is 

used to predict the probability that a factor is the most 

contributing factor in the occurrence of an event [49]. BN is 

well-suited for modeling content domains in learning 

assessments at various levels. Culbertson [50] details this in his 

state-of-the-art review, which describes the application of BN 

across 40 educational assessment systems in diverse domains. 

BN allows students to predict mastering in un-assessed sub-

domains by utilizing results from assessed sub-domains, so 

assessment will be more effective in making precise and quick 

teaching decisions and optimizing the time invested in testing 

[50], especially when there is scarcity and uncertainty in data 

[51]. Collins et al. [52] used BN to provide an adaptive 

assessment of several features in a unique test. Xing et al. [53] 

suggest in their paper a Bayesian network model to assess 

dynamically the engagement of students in engineering design 

tasks DBNs are more powerful than BN in their ability to update 
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in realtime the estimation of learner performance across 

multiple tests. DBNs can be used to infer previous, current and 

the future learner states. DBNs are a way to expand a static BN 

to model probability distributions over several points in time 

[42]. This technique serves two important functions in machine 

learning: classification and pattern discovery to capture and 

analyze information over time. 

b) Bayesian Knowledge Tracing (BKT): BKT is a 

widespread approach based on BNs. This approach tries to 

model a learner’s skill by calculating the probability of 

mastering a skill based on a set of parameters: guessing, 

slipping, the probability that a skill is already mastered, and the 

probability that the skill will be learned. BKT takes into account 

the time sequence for estimating the new skill and supposes that 

each skill learned is never forgotten [54]. BKT can involve 

sudden changes in knowledge. Researchers have developed 

several variants of BKT (Table VI), such as BKT-IDE [55], in 

which sliding and guessing are linked to the question to account 

for its difficulty, BKT-ILE [56] which considers the student’s 

initial performance to be dependent on the question, and BKT-

PPS [55], in which the accuracy of the learner’s first tense is 

dependent on his or her initial performance. On the other hand, 

a version of the BKT was developed, Dynamic Bayesian 

Knowledge Tracing (DBKT) is used to model relationships and 

hierarchies between prior knowledge based on dynamic 

Bayesian networks. In DBKT, a student’s knowledge mastery 

is also mapped by binary latent variables and can be inferred 

from the learning experiences of the student [57]. This approach 

considers various prior knowledge together in a unique model. 

c) Comparaison between BKT and DBKT: Bayesian 

Knowledge Tracing (BKT) and Dynamic Bayesian Knowledge 

Tracing (DBKT) are two distinct methods for assessing learner 

knowledge, differing in several aspects. In general, DBKT 

provides a more complete and flexible assessment approach by 

considering prior knowledge, time dynamics and background 

characteristics. Table VII synthesizes some of the main 

distinctions between BKT and DBKT. 

2) Techniques Based on logistic model: 

a) Performance Factor Analysis (PFA): PFA is an 

algorithm following a statistical modeling approach that uses 

the logistic model to be sensitive to the most sought-after 

indicator in an evaluation: the performance measure or 

student’s ability [58]. This technique is primarily sensitive to 

the relative ratio of correct to incorrect responses in an 

assessment, which allows for fine-tuning of the assessment’s 

adaptability, and this sensitivity to accuracy can be used to 

measure learning, particularly its quality. In the article by Maier 

et al. [59], it is demonstrated that several issues need to be 

considered when utilizing PFA, such as parameter 

degeneration, especially for benchmarks where the learner's 

initial data are limited. 

b) Knowledge Tracing Machine (KTM): The KTM 

model benefits from factoring machines (FM) to extend other 

logistic models (such as PFA) to larger scales. FMs were 

initially suggested as a broad predictor that runs on any real-

valued vector of characteristics, that can model all the 

interactions across variables using factorized parameters. FMs 

are used to encode additional data about the student or the task 

in the model; in this way, KTM is particularly suited to 

modeling the student’s knowledge mastery using a sparse set of 

weights for all the characteristics involved in the assessment 

[57]. In their article, Vie and Kachima [60] note that KTMs 

could be used to provide adaptive testing by selecting the next 

most appropriate item to be presented to a student, depending 

on the previous responses. 

Both PFA and KTM can employ logistic regression models 
to predict the likelihood of a learner answering a question 
correctly; however, their approaches differ. Table VIII provides 
a comparison of the two techniques. 

TABLE VI.  COMPARISON BETWEEN BKT-IDE, BKT-ILE, AND BKT-PPS 

 
BKT-IDE BKT-ILE BKT-PPS 

Question 

Difficulty 

Related to 

sliding and 

guessing 

Dependent on 

initial 

performance 

Not directly 

addressed in the 

current question 

Prior 

Performance 

Not directly 

considered 

Dependent on 

question difficulty 

Used to adjust 
the first attempt 

probability 

TABLE VII.  COMPARING BKT AND DBKT 

 
BKT DBKT 

Based on BN DBN 

Field of 

knowledge 

Modeling a particular 
skill or concept 

Takes into account several 

skills or concepts linked 

together in a single model 

Time Dynamics 

It is hypothesized 

that learning is 

independent of time 

Considers the time 

dynamic of student 

learning and uses a 

sequence of responses to 

infer the state of 

knowledge over time. 

Background 

characteristics 

Does not expressly 

consider contextual 

factors such as 
feedback or advice. 

Integrates background 

characteristics that may 

impact the student’s 
learning experience 

Model Flexibility 

More flexible 
complex than 

DBKT 

Less flexible than BKT 

TABLE VIII.  COMPARING PFA AND KTM 

 Probabilistic Factor 

Analysis (PFA) 

Knowledge Tracing 

Model (KTM) 

Approach Latent variable History of answers 

Logistic 

Model 

Estimating the probability 
based on latent state of 

knowledge, item difficulty, 
and guessing parameters 

Estimating the 
probability based on the 

current knowledge and 
item difficulty 

Model 

Flexibility 
Less flexible Flexible 

Item Selection Yes Yes 

Feedback No Yes 

Data 

Requirements 
Large amount of data Small amount of data 
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3) Techniques Based on artificial intelligence: 

a) Machine learning techniques: Machine learning 

(ML), considered a part of artificial intelligence (AI), is one of 

the most challenging application areas in the field of learning 

assessment. It can be applied to improve item-based 

assessments [61]. In addition, the support vector machine, a 

supervised classification technique in machine learning, can 

diagnose students' knowledge mastery, especially in smaller 

test programs such as classroom assessments [62]. In brief, ML 

can generate computerized adaptive assessments that 

continuously provide feedback to instructors and staff on 

students' learning progress, the support they need, and their 

advancement toward learning goals. 

Furthermore, the utilization of natural language is regarded 
as the most valuable technique for evaluating learning outcomes 
because it allows learners to display a deep comprehension of a 
given concept, but evaluating, rating, and giving feedback on 
writing assignments consume much time and effort, and can be 
biased by an unjust human assessor. In this context, researchers 
provide automated essay scoring (AES) as an emerging and 
growing technology of assessment in which computers replicate 
a written assignment’s human evaluation by using multiple 
grading approaches, such as statistics, machine learning, and 
natural language processing (PNL) techniques [63]. ML can 
help rank students’ handwritten assessments [64]. Using 
artificial intelligence techniques such as natural language 
processing and deep learning, AES systems can assess different 
dimensions of an assignment [65], such as grammar, syntax, and 
content, by examining learners’ writing skills and recognizing 
their individual weaknesses and strengths. 

b) Deep Knowledge Tracing (DKT): Deep Knowledge 

Tracing (DKT) [66], a pioneering algorithm that uses flexible 

deep recurrent neural networks to model student learning and 

trace their knowledge, is used to extract latent structure between 

assessments. DKT relies on RNN and LSTM models, which 

offer significant advantages by capturing complex 

representations of knowledge from assessments over time. This 

capability allows for substantially improved prediction 

performance across datasets from previous assessments. In 

addition, the learned model can be used to design the next 

assessment more suited to the student. DKT can suggest 

assessments that are more adaptive to individual needs and skip 

or delay questions that appear to be too easy or too difficult. 

c) Fuzzy logic theory: Fuzzy logic theory, introduced by 

Zadeh in 1965, and adapted to assessment by Biswas in 1995 

[67] has been widely used in educational assessment, Fuzzy 

logic is an artificial intelligence technique that can be 

considered ideally suited to provide a personalizable test, as it 

can successfully address the uncertainty and human subjectivity 

that characterize the identification of learner knowledge and 

learning needs [68]. Since all educational assessments deal with 

uncertainty, the ability of fuzzy logic to weigh these 

uncertainties makes it an excellent AI core in assessment 

systems. This application increases average class success and 

reduces test anxiety [69]. The authors of this article [70] utilize 

fuzzy logic to model learners’ skills and knowledge, employing 

fuzzy sets to determine the difficulty and order of the questions 

on the test. 

4) Technique Based on learning styles: 

a) FSLSM.: The Felder-Silverman Learning Styles 

Model (FSLSM) is employed by some assessment tools to 

provide the appropriate items according to the student’s 

capabilities and preferences based on learning styles that are 

divided into four dimensions, namely, processing, perceiving, 

inputting, and understanding [40]. According to a recent survey 

conducted by Nabizadeh et al. [71], FSLSM is the model most 

frequently adopted by many LMSs to understand the student’s 

preferred learning style and tailor evaluations more closely to 

their particular skills and preferences, which can help to 

improve learning outcomes. It is important to note, however, 

that the use of learning styles in assessment is somewhat 

debated, and some researchers such as Abyaa et al. [72] and 

Kirschner [73], have advocated that there is limited proof to 

sustain the idea that adapting education to fit individual 

learning styles truly enhances learning outcomes. 

5) Other techniques: 

a) Revised Bloom Taxonomy (RBT): Bloom’s Revised 

Taxonomy (RBT) is a framework used to articulate and classify 

learning objectives for assessment. It helps in defining and 

organizing what students are expected to learn as a result of 

instruction, guiding the creation of tests that align with these 

learning goals. It produces a classification of learning goals 

organized into six levels: Remember, Understand, Apply, 

Analyze, Create and Evaluate. Many searchers have 

implemented the RBT to develop effective and efficient 

assessments that reflect the six levels. It explores hierarchical 

cognitive processes, through a mix of question types so that the 

system can choose the proper one for each level to adapt its 

assessments. It generates three lower-level knowledge 

questions and adjusts their difficulty based on the student’s 

background from previous tests [74]. For example, if the 

student has scored low on the assessments, the system selects 

items of average to medium difficulty, while if the student is 

more experienced, questions of high difficulty are chosen. It is 

necessary to learn the knowledge and skills of the previous level 

to progress to a higher level of knowledge. Finally, adaptive 

assessment using RBT has many strengths such as easy 

detection of students’ deficiencies and a gradual rise in question 

difficulty to revise the whole course content and better structure 

the learning process to enhance students’ new abilities. 

b) Game-based digital assessment (GBDA): is regarded 

as one of the pivotal approaches to stimulating authentic and 

accurate behavioral outcomes by conducting a stealth 

assessment [75], it can also be used to screen for reading 

difficulties with less time and cost, while enabling the content 

of educational games to be tailored to individual learners 

[76].Furthermore, Alonso-Fernandez et al. [77] used gameplay 

traces to assess the increase in awareness (affective dimension) 

as the difference between the post-test mean score and the 

pretest mean score for each player. 
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D. Knowledge Assessment Framework to Generate Adaptive 

Learning 

Among the assessment tools studied, such as PIAT [40], 
AskMe [78], and ASSA [79], most follow a framework similar 
to the one depicted in Fig. 6 for monitoring students’ progress. 
This framework employs a loop strategy. In the initial step, a test 
estimates the learner’s current knowledge. Based on the test 
results, the system suggests appropriate curriculum materials 
with difficulty levels that align with the learner’s predicted 
knowledge. To address any gaps identified by the tests, this loop 
is repeated until the system determines that the learner has 
acquired sufficient skills to complete a topic. Thus, each student 
engages in a series of tasks that are dynamically generated based 
on their responses. These tasks and items, stored in a database, 
represent all possible knowledge levels aligned with the content. 

 
Fig. 6. A framework schematic representation of an adaptive assessment. 

E. Recommendations 

The future of adaptive assessment is full of promise 
regarding individualization, precision, and the incorporation of 
different learning modes into the design of the assessment. It is 
evident that technology such as big data and AI are reshaping 
the future of learning assessment. The present adaptive 
assessment model is gradually becoming obsolete as teachers 
and learners adopt intelligent solutions to enhance their testing 
experience. These solutions have the potential to enhance 
engagement and accessibility in the assessment process. This 
paper will explore potential future directions for designing the 
next generation of adaptive assessments, considering recent 
technological advancements. 

First, AI provides a variety of new tools and technologies 
that can help to enhance engagement, such as gamification, 
conversational AI, or virtual and augmented reality. These tools 
can help make the testing process more engaging and enjoyable, 
by encouraging students to participate earnestly in the 
assessment and evaluation process. These technologies can help 
to assess students on real-world complex concepts and skills, 
such as engineering tasks, surgery, and aviation, and can provide 
assessment tools that can interact with humans through natural 
language such as ChatGPT. 

Second, technology-driven approaches can help in removing 
obstacles by allowing students to take tests regardless of their 
geographic location. In addition, the inclusion of rich media 
features, such as videos, interactive simulations, and interactive 
games, can be particularly helpful for students with learning 
disabilities, who may have trouble with real-world assessment 

models by benefiting from assistive technologies that help them 
to break down barriers to assessment. 

Third, IoT devices can be employed to capture a student’s 
attention, which is essential in learning assessment. This will 
facilitate capturing student behaviors in online learning 
assessment strategies. 

Fourth, intelligent assessment should involve 
tools/mechanisms to identify cheating, plagiarism as well as 
when learners are memorizing the answers to assignments. 

In addition, the next generation of adaptive assessments 
should meet the following characteristics: 

 Capable of accommodating thousands, if not millions, of 
students taking tests simultaneously, so all schools and 
universities must be equipped with a sophisticated 
technology infrastructure to enable computer-based 
adaptive assessment at an accessible cost. 

 Provide large databases of items in all domains, these 
items must be scalable and can be fitted into any adaptive 
learning system based on universal open standards, 

 Generalizable to other fields outside of science, 
technology, engineering, and mathematics (STEM) 
disciplines to cover other areas such as business, 
literature, education, arts, and humanities. 

 Be able to motivate learners to assume more control and 
responsibility on assessment tests. 

 Prioritize the development of digital environments that 
are secured, and with transparent policies describing the 
usage and protection of data from further unauthorized 
or abusive access. 

 Strive to ensure equity among students when subjected 
to different assessments. 

 Use adaptive assessment data to sustain an educational 
norm and to inform the development of policy. 

 Improve the new skills of all educational stakeholders, 
such as digital literacy, as assessment processes are 
challenged by a multiform dimension that is not 
restricted to writing or reading words and demands new 
IT competencies. 

 Collecting feedback from all stakeholders enables 
continuous refinement and improvement of assessment 
tools, resulting in a more focused, tailored, and favorable 
testing environment. 

As the world becomes increasingly digital, further 
innovations in this area are anticipated, aiming to make 
assessments for learning more accessible, engaging, and 
effective for all learners. This progression may lead to a 
transition from traditional adaptive assessments to what could 
be termed “Deep Assessment”. 

V. DISCUSSION 

In this systematic review, we examined several key aspects 
of adaptive assessment: (1) the primary algorithms utilized in 
adaptive learning systems (ALS); (2) the effectiveness, 
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strengths, and functioning of these assessment methods; and (3) 
a comparative analysis of these models, including a 
comprehensive summary of prominent algorithms and 
techniques for assessing learner knowledge, which led to the 
development of a new taxonomy. Our review revealed that 
different algorithms are used to track and evaluate student 
knowledge, each possessing distinct characteristics and 
capabilities. 

The primary objective of this review is to synthesize the 
various models and theoretical frameworks that influence the 
effectiveness of adaptive assessment in educational practices. 
Our findings indicate that IRT and DKT are among the most 
significant algorithms used in adaptive assessment systems. 

IRT, an algorithm with origins dating back to Rasch and 
Lord in the 1950s, remains one of the most widely used theories 
in adaptive assessment. Based on a logistic model, IRT has 
endured over the years through continuous development and 
enhancement by researchers. Various IRT models, such as the 
Rasch model, 1PL, 2PL, and GRM, have evolved into powerful 
tools for adaptive learning systems. This ongoing development 
has made IRT increasingly robust, offering an optimal solution 
for adaptive learning systems and ensuring its relevance and 
effectiveness in modern educational practices. Numerous 
educational systems and tools implement IRT, including 
SIETTE [80], CONCERTO [81], PASS [40], YIXUE [82], 
APelS [83], Persofit [84], eDia [18], The MISTRAL [85], and 
ALEAS [86]. 

In contrast, Deep Knowledge Tracing (DKT) is a very recent 
algorithm introduced in 2015 that benefits significantly from 
advancements in artificial intelligence. DKT utilizes deep 
recurrent neural networks (RNNs and LSTMs) to model student 
learning and trace their knowledge. By capturing complex 
knowledge representations over time, DKT significantly 
enhances prediction performance across assessment datasets, 
leveraging the growth of AI to provide cutting-edge solutions 
for adaptive learning. However, our review did not find any ALS 
currently implementing DKT. This absence can be attributed to 
the recency of the algorithm and its ongoing development, 
highlighting an area for future research and potential 
application. 

Our systematic review has several unique advantages and 
particularities compared to other reviews in the field. While 
several researchers have examined the use of assessment in 
adaptive learning systems, our review integrates and builds upon 
these studies to offer a more comprehensive perspective. For 
example, Wei [8] explored multiple types of assessment 
instruments and approaches beneficial for teachers and tutors, 
and Nikou and Economides [19] reviewed mobile-based 
assessment across major educational technology research 
journals. Shute and Rahimi [9] focused on computer-based 
assessment for learning in elementary and secondary education, 
highlighting the potential for integrating instruction and 
assessment. Xiong and Suen [10] examined assessment 
approaches for open online education from both formative and 
summative perspectives, and Goss [87] reviewed student 
learning outcomes in higher education and academic libraries. 
Additionally, Moris et al. [5] demonstrated the value of 
formative assessment and feedback in higher education. 

Our review offers several distinct advantages. First, it 
provides comprehensive integration by combining findings from 
multiple studies, resulting in a holistic overview that includes 
various types of adaptive assessment methods, models, and 
theoretical frameworks. Second, we develop a new taxonomy of 
prominent algorithms and techniques, offering a structured and 
detailed classification that can guide future research and 
applications in adaptive assessment. Third, our review spans 
multiple disciplines, ensuring that the findings are applicable 
across various educational contexts and not limited to a single 
field. 

In conclusion, the evolution of adaptive assessment 
technologies, from the longstanding and continually improving 
IRT models to the innovative and AI-driven DKT, highlights the 
dynamic nature of this field. As educational practices 
increasingly incorporate these advanced algorithms, future 
research should focus on integrating the strengths of both 
traditional and modern approaches to further enhance the 
precision, adaptability, and effectiveness of adaptive learning 
systems. 

VI. CONCLUSION AND FUTURE RESEARCH 

This article has shed light on the essential role played by 
assessment, in particular adaptive assessment, in the 
implementation and progress of ALS. The COVID-19 pandemic 
has had a lasting impact on education [88], and it has proven that 
ALS will no longer be just an add-on, a nice thing to use, but 
will forever be a fundamental, essential part of teaching, 
learning and assessment. Therefore, the assessment of learning 
must change to prepare for a world more deeply infused with 
smart technologies and a mode of teaching that tends towards 
distance and personalization. However, there are many hurdles, 
limitations and barriers that hinder easy and smooth integration 
and use of technology in knowledge assessment such as system 
gaming which is defined as an attempt to pass a question or task 
by systematically taking advantage of the properties and 
regularities of the system rather than thinking about the test. 
However, there are several directions for further and highly 
evolving research in adaptive assessment that attempts to 
produce innovative solutions and smart algorithms to address 
these barriers to build trust in technology to make a fair and 
adaptive assessment capable of measuring a learner’s 
performance and improving their educational experience. In 
addition, there is a need to develop research on the use of 
simulations and digital games in assessment and to develop 
methodologies or tools to assess learners in a mobile learning 
environment. 

This work offers an initial exploration of adaptive 
assessment, aiming to provide a deeper understanding of its 
mechanisms, benefits, types, and the various techniques and 
algorithms used in its implementation. While not exhaustive, 
this article serves as a foundational reference and is intended to 
be a work in progress. Researchers are invited to contribute to 
its further development and refinement. Overall, this article 
suggests that adaptive assessment remains a promising field for 
measuring student knowledge in the right place, at the right time, 
and in the right form. However, it is important to approach the 
assessment of written production with caution in existing 
adaptive assessment methods. To fully address areas beyond 
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STEM, such as social-emotional learning, critical thinking, 
creativity, and executive functions, these assessments must be 
adapted and extended accordingly. To sum up, the study shows 
that assessments, especially adaptive ones, take a large place in 
adaptive learning environments. Furthermore, this review can be 
adopted and reused as a guideline to develop new and more 
sophisticated assessment models. 

Given the rapid advancements in AI and the emerging era of 
big data, which are driving the evolution of adaptive learning 
systems (ALS) [89], Our future research is to enhance DKT by 
integrating the strengths of other models studied in this article 
and applying our proposed framework. 
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Abstract—Palm oil is a commodity that contributes 

significantly to Indonesia's national economic growth, with a total 

plantation area of 116,000 hectares. By 2023, Indonesia is 

projected to produce approximately 47 million metric tons of palm 

oil. One of the major challenges in the manual counting of oil palm 

trees in a large area of a plantation is the labour-intensive, time-

consuming, costly, and dangerous nature of the work in the field. 

The use of aerial imagery allows for the mapping of large areas 

with comprehensive data coverage. This study proposes a method 

of mapping oil palm plantations for the counting of oil palm trees 

using high-resolution aerial images taken with drones. 

Furthermore, the use of artificial intelligence (AI) methods and 

deep learning (DL) with the You Only Look Once (YOLO) model 

for object detection has demonstrated good accuracy in previous 

studies. This research will utilize the YOLOv8m object detection 

model and the slicing method, namely Slicing Hyper Aided Hyper 

Inference (SAHI), which is anticipated to enhance the precision of 

object detection models on high-resolution aerial imagery. The 

study concluded that the use of the SAHI slicing method can 

significantly enhance the accuracy of the model, as evidenced by a 

Mean Absolute Percentage Error (MAPE) value of 0.01758 on 

aerial imagery equivalent to 73.2 hectares, with a detection time of 

5 minutes and 45 seconds. 

Keywords—Oil palm tree; YOLOv8; SAHI; aerial imagery; tree 

counting 

I. INTRODUCTION 

Palm oil ranks as one of the most extensively used edible oils 
worldwide, with global production reaching 79.31 million 
metric tons in 2023. This represents a 2% increase from the 
previous year, when 78 million metric tons were produced. In 
2023, Indonesia stands as the foremost producer of palm oil, 
with an output of 47 million metric tons, followed by Malaysia 
with 19 million metric tons [1]. To achieve the production 
figures, Industrial plantations in Indonesia have grown by 
116,000 hectares in 2023 [2]. Palm oil represents a significant 
contributor to Indonesia's national economic growth, serving as 
a cornerstone of the country's commodity exports. Nevertheless, 
the monitoring of oil palm plantations remains a significant 
challenge. The manual monitoring process is labor-intensive, 
time-consuming, costly, and poses inherent risks to workers on 
oil palm plantations. To address these challenges, aerial imagery 
technology can be employed to supplement and enhance the 
limitations of manual monitoring methods, offering more 
accurate and efficient results while reducing the risks faced by 
workers. The utilization of aerial imagery technology facilitates 

the monitoring of plant health, the mapping of oil palm 
plantation areas, and the detection of oil palm plants [3]. 

However, the data complexity of aerial imagery necessitates 
the use of a robust analytical methodology. To analyze the data, 
artificial intelligence (AI) technology can be employed through 
techniques such as machine learning (ML) and deep learning 
(DL) to produce accurate aerial image analysis [4]. When 
employing AI for the detection and enumeration of oil palm 
trees, the algorithmic process necessarily entails a learning 
phase to facilitate the identification of these trees. Subsequently, 
the resulting detection data can be utilized to ascertain the total 
number of oil palm trees within the designated area. 

One of the most widely used deep learning algorithms for 
object detection is the convolutional neural network (CNN). 
This has led to the development of several derivatives, including 
the region-based convolutional neural network (R-CNN), the 
faster region-based convolutional neural network (Faster R-
CNN), and the mask region-based convolutional neural network 
(Mask R-CNN) [5]. The CNN algorithm has previously been 
employed in research to detect and enumerate oil palm trees in 
high-resolution remote sensing images [6]. Nevertheless, in the 
context of real-time detection, CNN’s performance still needs 
improvement, even in the advanced development of CNN, 
namely Faster R-CNN [7]. The You Only Look Once (YOLO) 
algorithm exhibits superior real-time performance. 

The YOLO object detection deep learning model has been 
designed to achieve high-performance levels in real-time 
detection. However, despite this, its accuracy remains below that 
of the Faster R-CNN model [8]. Furthermore, the YOLO model 
has been observed to experience difficulties in the detection of 
smaller objects [7]. Nevertheless, the YOLO model does possess 
an advantage in terms of its speed and performance in real-time 
object detection. 

This research will implement artificial intelligence, 
specifically the deep learning YOLO algorithm, as a model for 
palm oil tree detection and Sliced Aided Hyper Inference 
(SAHI) [9] to enhance the precision of YOLO detection on high-
resolution aerial imagery. The data utilized in this study was 
obtained from aerial images captured using unmanned aerial 
vehicles (UAVs) in the oil palm plantation region of North 
Sumatra, Indonesia. 

The structure of this paper consists of previous work, 
methodology, results, discussion, and conclusion. In the 
previous work section, discussed previous research that is 
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relevant to this research and what the focus of this research is. 
Methodology discusses the methods that are used in this 
research, starting from data collection, pre-processing, and 
model development to the model evaluation method used. The 
result section discusses the results of the training model, model 
detection by comparing the results without the SAHI method 
and by using the SAHI method, and the results of the model 
evaluation. The discussion part discusses the results of the 
research that has been done and compares it with research that 
has been done before. Besides that, it will also discuss the 
contributions obtained from this research, its shortcomings, and 
suggestions for further research. Conclusion will discuss the 
conclusions of the research that has been done. 

II. PREVIOUS WORK 

Previous researchers have employed the deep learning 
YOLO model for oil palm tree detection with a variety of 
datasets (see Table I). According to a study by [10], the efficacy 
of YOLOv3 for oil palm tree detection using remote sensing 
data was evaluated, and the result was an evaluation value of 
0.057627 based on the MAPE metric.  In a related study, the 
authors employed YOLOv3, v4, and v5m to detect oil palm trees 
using aerial imagery data collected from VTOL drones in oil 
palm plantations in Jambi province, Indonesia. The F1-Score 
evaluation value for YOLOv3 was 97.28%, for YOLOv4, it was 
97.74%, and for YOLOv5m, it was 94.94%. The research 

conducted by [12] utilizing the Deep Learning Faster R-CNN 
algorithm for the detection, counting, and geolocation of palm 
trees achieved an evaluation value of 94% in precision, 84% in 
recall, and 83% in AP IoU values in plantation areas in the Kharj 
region of Saudi Arabia. A study conducted by study [13] 
utilizing YOLOv8 and aerial imagery data yielded an overall 
accuracy value of 98.50% in the oil palm plantation area in West 
Kalimantan province, Indonesia. The study in [14] and [15] 
conducted a similar study using YOLOv5 to perform detection 
and classification. The classification was divided into five 
categories: healthy, smallish, yellowish, mismanaged, and dead 
palms. The F1-Score evaluation values ranged from 0.82 to 
0.895. In a recent study [16], the modified YOLOv3n algorithm 
was employed to perform real-time detection in oil palm 
plantation areas, resulting in an F1-Score of 0.91 and a mAP of 
97.20. 

This research project will focus on the detection and 
counting of oil palm trees through the implementation of 
artificial intelligence, precisely by utilizing the deep learning 
algorithm YOLO as a model for oil palm tree detection and 
Slicing Aided Hyper Inference (SAHI) [9] to enhance the 
accuracy of YOLO detection on high-resolution aerial imagery. 
The data utilized in this study was obtained from aerial imagery 
captured using a drone in the oil palm plantation industry area in 
North Sumatra, Indonesia. 

TABLE I.  PREVIOUS RESEARCH 

No Topics Author and Year Methode Evaluation 

1. 
Palm Oil Tree Counting with 
Remote Sensing Imagery 

Mukhes Sri Muna et al., 2022 
[10] 

YOLOv3 5.76% (MAPE) 

2. 

Oil Palm Trees Detection with 

High-Resolution Remote Sensing 

Image 

Hery Wibowo et al., 2022 [11] 
YOLOv3, YOLOv4, 
YOLOv5m 

97.28% (v3), 

97.74% (v4), 
94.94%. (v5m). 

(F1-Score) 

3. 
Palm Tree Counting and 

Geolocation 
Adel Ammar et al., 2021 [12] Faster R-CNN 

94% (Precision), 

84% (Recall), 
83% (AP IoU). 

4. 
Oil Palm Trees Detection with 

High-Resolution Aerial Image Data 
Wardana et al., 2023 [13] YOLOv8 

98.50% 

(Overall Accuracy) 

5. 
Oil Palm Trees Detection with 
YOLO-V5 

Desta Sandya Prasvita et al, 
2023 [14] 

YOLOv5s, YOLOv5m, 

YOLOv5l 

YOLOv5x 

0.82 (v5s), 
0.84(v5m), 

0.85 (v5l), 

0.86 (v5x) 
(Average F1-Score) 

6. 
Monitoring Oil Palm Tree Health 

with YOLOv5 
Nuwara et al., 2022 [15] YOLOv5 

0.895 

(F1-Score) 

7. 
Object Detection in Oil Palm 
Plantation using a Hybrid Feature 

Extractor of YOLO-based Model 

Junos et al., 2022 [16] YOLOv3n 
97.20% (mAP), 
0.91 

(F1-Score) 
 

III. METHODOLOGY 

The research comprises several stages, including data 
collection, using drones to obtain images for datasets, and model 
evaluation. The data is then pre-processed, dividing the images 
captured by the drone into four different categories: training 
data, validation data, test data, and evaluation data. This allows 
for the model to be tested. The next stage is model development, 
which involves setting up the YOLOv8m [17] training model 
and YOLOv8m training model and setting up Slicing Aided 
Hyper Inference (SAHI) [18]. Finally, the model is evaluated 
using images that are distinct from those used in the dataset. The 
research process is illustrated in the flowchart “Fig. 1”. 

A. Data Collecting and Research Area 

The data collection location for this research was an oil palm 
plantation situated in the Gunung Bayu area, Afdeling IV, 
blocks 13L, 13M, 12AK (Dataset), 14AC, 14AE, 14AF 
(Evaluation), North Sumatra, Indonesia “Fig. 2”. 

The dataset was collected using a Trinity F90+ drone “Fig. 
3” flying 200 meters above ground level, which captured RGB 
images. Table II shows drone specification. 

B. Data Pre-processing 

The recently acquired data will undergo a preliminary 
processing phase before integrating into the model's datasets and 
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evaluation data. The following describes the preprocessing 
stages that will be employed. 

1) The images captured by the drone will undergo a 

stitching process utilizing the Agisoft Metashape software. The 

outcome of this process is a comprehensive representation of 

each garden block in the form of a GeoTIFF file. 

2) GeoTIFF images will be converted into .png format 

using the ArcGIS Pro software. 

3) The image will be sliced using Adobe Photoshop. The 

slicing process employs a guide layout comprising 13 columns 

and 13 rows. Each sliced image has a size of 1399 x 1392 pixels 

“Fig. 4”. 

4) The annotation process is conducted using Roboflow, 

with a total of 200 images utilized as a dataset comprising 111 

images for training, 50 images for validation, and 39 images for 

testing. When performing annotation, augmentation techniques 

such as flip (horizontal, vertical), and 90° rotate (clockwise, 

counterclockwise, upside down) are employed, resulting in an 

increased training dataset size to 516 images “Fig. 5”. 

 
Fig. 1. Research flowchart. 

 
Fig. 2. Research area is located in North Sumatra, Indonesia, at 

99.3620323°E and 3.1182583°N. The blue rectangle indicates the extent of 

the farm area included in the dataset, while the red rectangle represents the 

farm area utilized for model evaluation purposes. 

TABLE II.  DRONE SPECIFICATION USED FOR DATA COLLECTION [19] 

Specification 

Transmitter Frequency 2.4 GHz 

Command and Control Range 5 – 7.5 Km 

Max Flight Time 90 Minutes 

Camera Sensor Sony RX1R II 42.4 MP 

Max Range, Area 100 Km, 700 hectares 

 
Fig. 3. Trinity F90+ drone. 

 
Fig. 4. The slicing process for dataset images results in an image with a size 

of 1399 x 1392 pixels for each image that has been sliced. 
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Fig. 5. The annotation process, conducted using Roboflow, is confined to the 

middle of the crown of the oil palm tree. This is done to ensure that the 
bounding box detection results do not overlap. 

C. Model Development 

The YOLOv8m model was trained using Google 
Collaboratory, which was equipped with 85 GB of memory and 
a 40 GB NVIDIA A100 GPU. The training process utilized an 
image size of 800 pixels, and the other parameters were set to 
their default values (see Fig. 6). 

 
Fig. 6. YOLOv8 model architecture [20]. 

The next step is to implement SAHI (Fig. 7) by utilizing the 
weight of the training model results that have previously been 
carried out. This study employs a slicing height of 3000px and a 
slicing width of 3000px, a model confidence threshold of 0.55, 
and an overlap height ratio and overlap width ratio of 0.2 
(default setting). 

 
Fig. 7. Slicing Aided Hyper Inference Method (SAHI) [9]. 

D. Model Evaluation Method 

To evaluate the performance of the detection model, this 
study uses the Mean Absolute Percentage Error (MAPE). This 
is achieved by comparing the number of detections made by the 
model with the actual number of objects in the field. 

 𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
|𝑛

𝑡=1  

IV. RESULT AND DISCUSSION 

A. Training Model Result 

The results of the YOLOv8m training model, with using an 
image size 800 pixel, indicate a Recall value of 0.899, a 
Precision value of 0.932, and an F1-Score value of 0.916. The 
training model was executed for 78 epochs, with a total runtime 
of 9 minutes and 39 seconds. 

The results of training and validation models “Fig. 8”, show 
that the Training loss moves down consistently. 

 
Fig. 8. YOLOv8 Training and validation models. 

With a drastic decrease at epoch two from a value of 2.013 
to 1.339, a slight spike in loss occurs at epoch three and then 
back down. In Validation loss, there is a very drastic increase in 
loss at epoch 3, with a loss value of 2,336, where the previous 
value was 1,327. The loss then returned to 1,534, after which the 
validation loss experienced significant fluctuations until epoch 
53, after which the validation loss became more stable, but there 
was no significant improvement. Although the movement of 
validation loss does not mirror that of training loss, as illustrated 
in “Fig. 8”, the training model does not shows signs of 
overfitting. 

“Fig. 9” illustrates the values of precision, recall, and F1 
score. 

 
Fig. 9. YOLOv8m Precision, Recall, and F1-Score. 

This illustrates a notable decline in these values at the epoch 
tree, from 0.733 of precision, 0.993 of recall, and 0.844 of F1-
score to 0.150 of precision, 0.213 of recall, and 0.176 of F1-
score. However, there was a subsequent surge in these values, 
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reaching 0.829 of precision, 0.868 of recall, and 0.848 of F1-
score. A further decline was observed at epoch 16, although this 
was not statistically significant. The values decreased from 
0.890 of precision, 0.976 of recall, and 0.931 of F1-score to 
0.865 of precision, 0.908 of recall, and 0.886 of F1-score. 

B. Evaluation Model Result 

For detection without the SAHI method “Fig. 10”, the 
detection results on an area of 73.2 hectares with a confidence 
value of 0.55, which is the same confidence value used for 
detection with SAHI, show that the model does not detect any 
trees. At a confidence value of 0.1, there is a bounding box that 
does not show good detection results. A test using a confidence 
value of 0.55 and a plantation area of 1 hectare showed good 
detection results. 

 
(a)  (b)  (c) 

Fig. 10. (a) Detection result without SAHI with confidence 0.1 on 73,2 

hectare, (b) Detection result without SAHI with confidence 0.55 on 73,2 
hectare, (c) Detection result without SAHI with confidence 0.55 on 1 hectare. 

To evaluate the model, data in the form of images with a size 
of 36336 pixels × 27084 pixels are utilized. The image 
encompasses three plantation blocks (14AC, 14AE, and 14AF) 
with an area of 73, 2 hectares “Fig. 10”. 

 
(a) 

 
(b)   (c) 

Fig. 11. (a) Palm oil plantation of 73,2 hectare that was detected. (b, c) Palm 

tree detection result at close range. The red bounding box is the model 

detection result and the blue circle is the oil palm tree not detected by the 

model. 

The results of the SAHI method “Fig. 10” indicate that the 
model has identified 9,498 oil palm trees, whereas the actual 
number of oil palm trees is 9,668. Block 14AC has contains 
3,154 trees, Block 14AF has contains 3,278 trees, and Block 
14AE has contains 3,236 trees, for a total of three blocks 
containing 9,668 oil palm trees. Fig. 11 shows palm oil 
plantation. 

To calculate the accuracy of the oil palm tree detection result 
by the model, the Mean Absolute Percentage Error (MAPE) is 
used as a measure of model accuracy, according to the results of 
the MAPE calculation Table III. 

TABLE III.  MAPE CALCULATION RESULT 

 Without SAHI With SAHI 

Confidence 0.1 0.55 0.55 0.55 

Area (hectares) 73,2 73,2 1 73,2 

Model Detection 0 0 147 9498 

Actual Trees 9668 9668 151 9668 

MAPE 1 1 0.02649 0.01758 

The MAPE result shows the model error in the number of oil 
palm tree detection results compared to the actual number. The 
MAPE value is close to 0, so the model has good accuracy [21]. 

 For detection that does not use SAHI on an area of 73.2 
hectares using a confidence value of 0.1 and 0.55, get a MAPE 
value of 1 or 100% because no palm trees are detected by the 
object. However, in an area of 1 hectare with a confidence value 
of 0.55, a MAPE value of 0.02649 or 2.64% is obtained, which 
is a good value in an area of 1 hectare without using SAHI. 

And in an area of 73.2 hectares with using SAHI, a MAPE 
value of 0.01758 or 1.75% is obtained, which is a very good 
value for detection in an area of 73.2 hectares. 

C. Discussion 

YOLOv8m produces high accuracy with a Mean Absolute 
Percentage Error (MAPE) value of 0.0175 or 1.75% on aerial 
imagery with a resolution of 36336 x 27084 pixels, equivalent 
to 73.2 ha. This area is six times larger than the previous study 
[11] and 73 times larger than the study [13]. 

However, the results of this study are limited by the longer 
detection times observed when compared to previous research, 
such as that presented in study [11] and [13]. In research [11], 
the slowest detection took 45 seconds (YOLOv4) and the fastest 
21 seconds (YOLOv5m) on an area of 12 ha. In this study, with 
the same large area of 12 hectares, the results took 45 seconds, 
but when compared with YOLOv5m, it was 14 seconds longer. 
In research [13], the time taken to detect oil palm trees on an 
area of 1 hectare was found to be 16.1 ms, which is considerably 
faster than the results of this study, where the same task on an 
area of 1 hectare took 6 seconds. However, this research has 
been able to address one of YOLO's weaknesses, namely the 
difficulty of detecting small objects, as demonstrated in “Fig. 9” 
and “Fig. 10”. 

Using datasets that need more diversity leads to suboptimal 
detection results on trees exhibiting unhealthy, dry, or dead 
characteristics. To enhance future research, it is recommended 
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to utilize a more diverse and comprehensive set of datasets, 
thereby enabling the model to effectively identify oil palm trees 
with unhealthy, dry, or dead tree characteristics. Additionally, 
performing hyperparameter tuning during the training process 
can further optimize the model training outcomes. 

V. CONCLUSION 

In this study, the detection and counting of palm oil trees on 
high-resolution aerial images has been carried out using the 
Deep Learning YOLOv8m method in conjunction with the 
Slicing Aided Hyper Inference (SAHI) method. The results of 
testing the model on an image of an oil palm plantation area with 
a resolution of 36336 pixels x 27084 pixels, which corresponds 
to an area of 73.2 hectares and comprises three gardens, are 
presented below. In the blocks (14AC, 14AE, and 14AF), there 
are 9,668 oil palm trees in the garden area, with the model 
successfully detecting as many as 9,498 trees. The model's high 
level of accuracy can be attributed to the use of a small dataset 
and minimal tuning. This results in a MAPE value of 1.75% and 
a processing time of 5 minutes and 45 seconds for an image of 
73.2 hectares. The combination of YOLOv8 and SAHI is highly 
recommended for object detection on aerial and satellite images 
due to its high accuracy on high-resolution aerial image. 
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Abstract—Educational technology is increasingly focusing on 

real-time language learning. Prior studies have utilized Natural 

Language Processing (NLP) to assess students' classroom 

behavior by analyzing their reported feelings and thoughts. 

However, these studies have not fully enhanced the feedback 

provided to instructors and peers. This research addresses this 

issue by combining two innovative technologies: Federated 3D-

Convolutional Neural Networks (Fed 3D-CNN) and Long Short-

Term Memory (LSTM) networks and also aims to investigate 

classroom attitudes to enhance students' language competence. 

These technologies enable the modification of teaching strategies 

through text analysis and image recognition, providing 

comprehensive feedback on student interactions. For this study, 

the Multimodal Emotion Lines Dataset (MELD) and 

eNTERFACE'05 datasets were selected. eNTERFACE contains 

3D images of individuals, while MELD analyzes spoken patterns. 

To address over fitting issues, the SMOTE technique is used to 

balance the dataset through oversampling and under sampling. 

The study accurately predicts human emotions using Federated 

3D-CNN technology, which excels in image processing by 

predicting personal information from various angles. Federated 

Learning with 3D-CNNs allows simultaneous implementation for 

multiple clients by leveraging both local and global weight 

changes. The NLP system identifies emotional language patterns 

in students, laying the foundation for this analysis. Although not 

all student feedback has been extensively studied in the 

literature, the Fed 3D-CNN and LSTM algorithm 

recommendations are valuable for extracting feedback-related 

information from audio and video. The proposed framework 

achieves a prediction accuracy of 97.72%, outperforming existing 

methods. This study aims to investigate classroom attitudes to 

enhance students' language competence. 

Keywords—Convolutional neural network; federated learning; 

LSTM; Natural Language Processing; SMOTE 

I. INTRODUCTION 

Emotions are important not just in human relationships, 
but also in interactions between humans and computers. 
Because this may have an impact on an individual's 
psychological state, such as concentrate, decision making, and 

task-solving abilities. Convolutional neural network that 
analyses visual data and provides an accurate information in 
image processing. CNN extract attributes and detects patterns 
in images by using linear equation ideas, namely convolution 
procedures. CNN can be programmed to handle both speech 
and extra signal data, even if their primary goal is to interpret 
images. The fusion of Natural Language Processing (NLP) 
and 3D-CNN techniques sparked an innovative method of 
English language learning. By harnessing three-Dimensional 
Convolutional Neural Network (3D-CNN) image recognition 
and Long Short Time Memory (LSTM) text analysis providing 
the overall feedback of student’s interaction. 3D- CNN can be 
good at detecting video as well as audio recognition, 
recommendation systems, visual segmentation, medical 
imaging analysis, and processing of natural languages, brain–
computer user interfaces and financial history data. 

Akhtar, Ekbal, and Cambria [1] recognised significant 
improvements have been made to this field of study, each 
research approach has benefits and downsides. It remains 
difficult to evaluate the results they produce, owing to the 
usage of various datasets and feature extraction approaches. 
Even for the same datasets, different approaches typically 
yield varying degrees of appropriateness for feature sets. The 
most significant question, therefore, is not which approach is 
best, but whether the conclusions might be used more broadly. 
It is thus more profitable to try to improve the outcomes of 
each categorization. Ensemble learning aims to effectively 
enhance the overall efficiency of the network by mixing the 
outputs of several candidate systems. Usama et al. [2] 
proposed algorithms based on deep learning have 
demonstrated amazing performance in the areas of NLP and 
computer vision. As a result, there is still an increase of using 
text analytical techniques like convolutional and 
RNN analysis to extract meaningful information. One of the 
key factors contributing to these models' performance involves 
feature retrieval. Furthermore, characteristics were passed 
from a single layer to another inside the network, as well as 
from a single network to a different network. However, 
multilevel and multitype combination of features remain 
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explored in analysis of sentiment. So, this study utilizes the 
three datasets to demonstrate the benefits of extracting and 
combining multilevel and multitype features from various 
neural networks. Multilevel features come from many layers 
of an identical network, whereas multitype features are from 
varying network. 

Caroppo, Leone, and Siciliano [3] proposed this technique 
can help blind people by capturing their emotions 
automatically to understand facial emotions, also robots to 
communicate flexibly with people for providing better service. 
It also can be used to extract a large number of opinions by 
tweets in social media users from conversational data in social 
networks in emotion recognitions in conversation. Some of the 
applications, such as assistive technology, security, medical, 
communications and robotics has been receiving attention of 
emotion recognition. Mental activities of the observed subject 
will be the result of outcoming different facial expressions. As 
a result, it is important to explore exclusive methods for 
automatic detection of facial emotions for older adults in order 
for creating intelligent systems capable of customizing, for 
example, the response of the circumstances. Soleymani, 
Pantic, and Pun [4] framed the network EEG and outermost 
physiological signals from the user’s database capture the 
responses of emotional videos by CNN image processing into 
five classes namely happy, sad, disgust, angry, fear, and 
surprise. The accuracy rate of EEG signals achieved at 41.7%. 
However, this technique failed to improve the accuracy rate of 
classification in low feature level fusion of EEG signals and 
outermost physiological signals. 

Wensong and Xiange [5] studies majorly concerns for 
education administrations and teachers has constantly been 
how to monitor students' emotional changes in real time 
during online instruction. An advanced machine learning 
network framework based on the fusion of several methods of 
attention and CNN is suggested, using the unique roles of 
global, part of speech, and position attentive methods in text 
processing. First, the traditional ChnSentiCorp_htl_all data set 
is used to investigate the blending features between the 
different types of concentration processes and CNN in order to 
determine how successful it is to combine the three 
attentiveness mechanisms with CNN. Li et al. [6] deep 
learning model is the main foundation for text categorization. 
On the other hand, important distinctive words and a strong 
contextual semantic link are features of online collaborative 
conversation. The reliability of results from classification may 
decrease if solely the deep learning approach is utilized for 
text classification because there may be inadequate knowledge 
of contextual semantic connections and ignoring of important 
feature words. As a result, this paper suggests a multi-feature 
integration model that extracts the context of the text features 
using the BiLSTM method, its local features using CNN, its 
average representation features using an average pooling 
model, and its text's word vector representation using BERT. 

A multimodal emotion recognition technique in language 
learning is implemented for recognising emotion and 
sentimental analysis using Audio and video clips. To address 
this visual modality, firstly sampling the dataset by SMOTE 
technique. While CNNs are highly skilled at extracting 
characteristics from textual and visual data, NLP approaches 

allow for the analysis and comprehension of natural language. 
These two methods applied to enhance the language learning 
experience in real time by providing feedback to learners.  In 
this research, investigated how real-time English language 
learning may be improved by the application of NLP and 
CNN approaches. Evolving optimization selects key audio and 
video features, which are then sent to the upgraded Federated 
distributed model for deep CNN classification. A weighted 
fusion method is used to combine the audio and visual 
modalities for improved emotion recognition performance. 
Finally, emotions are distributed for several decentralized 
systems. 

The key contributions of this framework are summarised 
as follows: 

 Using the SMOTE approach to address the problems 
with dataset imbalance. By oversampling and under 
sampling, it creates the minority classes. 

 To determine the feelings and sentiments of several 
learners, a Federated 3D-CNN and NLP architecture is 
built. By use of federated learning and the 
decentralization of datasets among devices within a 
client-global server architecture, the study ensures that 
confidential information is safely sent while 
maintaining the privacy of individuals. 

 The impact of picture categorization and processing the 
complete data sequence for feedback connection are 
increased when Deep Federated Learning 3D-CNN and 
LSTM Network are combined. 

 The Federated CNN model identifies the six main 
emotion kinds that student’s exhibit and gives 
administrators and students an overall evaluation. 

The rest of the section is structured as: Section II examines 
the related work on audio-visual emotion identification. 
Section III refers to the problem statement. Section IV 
describes the proposed procedure in detail, followed by 
Section V which includes the results and discussion. Finally, 
Section VI summarises the findings of the proposed work with 
a conclusion. 

II. RELATED WORK 

Imran et al. [7] proposed a cross-Cultural Polarity and 
detecting the emotion using LSTM. During the pandemic 
situation (COVID-19) a range of comparable feelings all over 
the nations and the judgments made by their individual 
governments are differentiable. Social media has been 
overwhelmed with messages about COVID-19, pandemics, 
lockdowns, and hashtags, both are good and bad in nature. 
Despite their geographic proximity, several adjacent nations 
responded differently to their neighbor countries. Some of the 
countries reacted as worry and animosity where some 
countries reacted as normal reaction. The goal of this study is 
to assess the reaction of individuals from varying backgrounds 
cultures and people's emotion about following actions done by 
various governments. The sentiment140 orientation analysis 
dataset is concerned in this study, it achieved the highest 
possible performance. This framework undergoes multimodal 
Long Short-Term Memory (LSTM) technique for analyzing 
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sentiment and emotion polarity. Yet this system classifies as 
only positive or negative emotions not recovers the exact 
emotions of social media users. 

Kucherlapati and Varma Mantena [8] proposed a 
framework to analyze the emotions of students during 
seminars. When the seminar starts the admin would capture 
the images of students in the seminar by face expression 
recognition method. The graphical representation of inclined 
gradients is utilized for face detection, while the k-near-
neighbors method is used for face identification, which has the 
best accuracy. The suggested system, in addition to presenting 
an overview of all attendance individuals, also includes a 
comment box where individuals can offer text-based input. 
Sentiment Analysis, when applied to feedback using the NLP, 
provides an accurate representation of the members' thoughts, 
expressed by a histogram indicating the total amount of 
members who chose good, negative, or neutral input. By using 
the IEMOCAP dataset, it possesses an accuracy of 97%. 
Although it predicts a high accuracy rate the overall output 
emotion of all students cannot be recognized. Only positive 
and negative emotions are predicted. 

Chatterjee et al. [9] introduce a comprehensive approach 
that electronic home products analyze emotions. In the 
consumer field SER Speech Emotion Recognition was 
implemented through home products. Two datasets were used 
to predict the sentimental analysis are Ryerson Audio-Visual 
Database of Emotional Speech and Song (RAVDESS) and 
Toronto Emotional Speech Set database (TESS) contains 
young and old voice samples. Mel-Frequency Cepstral 
Coefficient (MFCC) was applied to extract the accurate 
speech by pitch and frequency. The dataset examined the well 
robustness of movie scenes. A dimensional Convolutional 
Neural Network 1D-CNN is used to augment and classify 
accurate emotions. By using the valid dataset this approach 
gives 90.48%, 95.79% and 94.47% while classification. This 
improves the connection between the user and smart home 
assistance and offers more effective feedback. Yet it doesn’t 
address a greater number of subjects such as voices of varying 
ages, gender categories etc. 

Wang et al. [10] proposed a perspective computer 
simulation to recognise facial expressions in online education. 
Online teaching method opening is increased on pandemic 
situations COVID19. So, the efficiency and applicable 
reliability of education-based online classes has been arising 
question. This framework belongs to deep learning model 
based on 3D-CNN technique. During online classes students 
undergo different kinds of emotions. From the viewpoint of 
computer emotion recognition stimuli, the method face 
expression recognition algorithm with online courses is collide 
with this framework, student's face images are collected from 
e cameras. From this method online caretakers can identify the 
student’s effectiveness. These input images get coordinate 
with Cohn -Kande dataset. The facial expressions of the 
students are analysed and classified into 8 different kinds of 
emotions. However, students’ expressions may not fully 
capture their emotions when there are many students in the 
online class. Liliana [11] it recognizes the student’s facial 
expressions inside the classroom. It will find out whether the 
student is in anger or in surprise mode. This paper uses the 

collection of images dataset Cohn Kanade (CK+) which is 
collected by faces for facial recognition experiment. The 
system performance gain average accuracy rate of 92.81% still 
low. 

Above all framework works with the Centralized CNN 
network. The lack of emotion prediction when shadow falls on 
students individually. Only positive and negative classifiers 
shown as result doesn’t provide any feedback to user in some 
of the framework. The Electroencephalography signals used 
for emotion recognition doesn’t predicts the accurate 
emotions. Most of the framework are not flexible for both 
audio and video recognising dataset. The existing framework 
either works for audio or video. Some of the result doesn’t put 
any concern for CNN image processing architect to gain the 
better result. But the proposed framework undergoes the best 
3D-CNN technique for image preprocessing it examines the 
accurate emotions. By colliding both suitable audio MELD 
and eNTERFACE video datasets. By implementing Natural 
Language Processing (NLP) its transcripts the voices into 
linguistic patterns which made the framework more effective. 
Current emotion recognition frameworks using EEG and 
visual data face challenges with low accuracy and slow 
learning rates, often confusing intermediate emotion states like 
Afraid. Many operate unimodally, recognizing only visual 
emotions and ignoring spoken cues. This results in incomplete 
feedback for administrators and students, hindering the 
effectiveness of emotion recognition systems. 

III. PROBLEM STATEMENT 

According to the review mentioned above, all of the 
current frameworks have poor levels of accuracy and have 
rather slow learning rates for identifying video clips [12]. 
Using EEG data and visual modalities, early frameworks 
confused between the in-between state levels of (Afraid, 
Angry, Happy, Sad, Surprise, and Neutral). [13]. Occasionally, 
it is unable to accurately identify whether the pictures in the 
video clip are at an intermediate level of emotion (afraid or 
furious). Certain articles are in unimodal mode, meaning that 
spoken emotions are not detected; only visual emotions are 
recognized. The previous approach doesn't give administrators 
or students any comprehensive input. This possible 
disadvantage affects how well emotions are recognized and 
how much recognition is given. By extracting characteristics 
from audio and video levels, the suggested methodology seeks 
to close this research gap by accurately detecting high-level 
emotion states. Federated learning is implemented in this way, 
which improves learning speed. Through the use of deep 
federated 3D-CNN and LSTM methods, the feature achieves 
an accuracy rate of six state-level emotions. 

IV. PROPOSED MATERIALS AND METHODS 

In this proposed framework, a deep learning method in 
federated 3D-CNN was implemented to forecast the learner’s 
emotion, based on stacking layers. Thus, it results the 
implemented block performs an augmentation task on the 
inputted dataset images. Input dataset images are get sampled 
if they have any overfitting problem. The overfitting problem 
are detected by Smote technique. When the dataset images get 
pre-processed, they can be used to training and testing 
procedure of the network (i.e. recognition step). In the 
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training/testing step, a sequence of images eINTERFACE and 
MELD text datasets are given to the network. By using 
proposed federated method allocating different weights to 
local clients by the global system. So, it will get trained by the 
images and voice by NLP to detect emotions of the leaners. 
Last procedure for preprocessing is converting the input RGB 
Red Green Blue image into a grayscale intensity image. The 
first stage of preprocessing is increasing the minority class 
that is identifying and detecting the oversampling problems in 
MELD and eNTERFACE’05 dataset using SMOTE (Synthetic 
Minority Oversampling Technique). Each emotion expression 
comes under three levels of emotional intensity i.e., (Positive, 
Negative, Neutral) Emotion (Anger, Disgust, Fear, Joy, 
Neutral, Sad, Suprise) is final forecasting prediction of 
learner’s emotion and provide overall feedback to admin and 
learners as shown in the Fig. 1. 

A. Data Collection 

Most of the framework multimodal emotion recognition 
have single-minded on MELD database as shown in the Fig. 2. 
In order to differentiate the contribution of this paper, the 

chosen databases are MELD and eNTERFACE’05. A valid 
MELD and eNTERFACE’05 is a multimodal database 
contains the collection of image dataset regarding seven 
different kinds of emotion Ho et al. [14]. The framework of 
pretrained input images and text are collected from two 
dataset used to classify the emotions by recognising audio and 
visual. 

This dataset was improved and expanded to generate the 
Multimodal Emotion Lines Dataset (MELD). The 
conversation contexts in MELD are identical to those in 
Emotion Lines, but in addition to text, it also includes visual 
as well as audio components. MELD contains around 1400 
exchanges and 13,000 words from the Friends television 
series. Several speakers took part in the conversations. Any 
one of these seven emotions assigned to each statement made 
in a discussion. Each speech in MELD additionally includes a 
sentiment annotation (good, negative, or neutral). The 
eNTERFACE dataset comprises examples of video sequences 
with the necessary information that have been segmented to 
the next level Nguyen et al. [15]. 

 

Fig. 1. Deep federated 3D-CNN architecture. 
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Fig. 2. Feature extraction of MELD dataset by experiment. 

B. Data Pre-Processing 

In this proposed framework, a deep learning method in 
federated CNN was implemented to forecast the learner’s 
emotion, based on stacking layers. Thus, it results the 
implemented block performs augmentation task on the 
inputted dataset images. Input dataset images are get sampled 
if they have any overfitting problem. The overfitting problem 
are detected by Smote technique. When the dataset images get 
pre-processed, they can be used to training and testing 
procedure of the network (i.e. recognition step). In the 
training/testing step, a sequence of images and text MELD and 
eINTERFACE datasets are given to the network. The MELD 
dataset gets pre-processed by NLP method conversion of 
voices into natural language text and get classified by CNN 
network. Then allocating different weights to local clients by 
the global system. So, it will get trained by the images to 
detect emotions of the client. Last procedure for preprocessing 
is converting the input RGB Red Green Blue image into a 
grayscale intensity image. 

The followed step of the preprocessing procedure is to 
extract the voices to text by NLP method and crop the image 
and the learners image get cropped and it will find the perfect 
match facial expression images in the dataset. This procedure 
keeps the CNNs face detection by prompting the eye aspect 
ratio, discarding all background information and patches of 
image from the background which are not matches to the 
facial expression. Denoised region which has already cropped 
delimits the image automatically. Final stage of preprocessing 
is the conversion of clients RGB coloured images into a black 
and white grayscale intensity picture. Because of RGB – 
Grayscale conversion, the facial features are extracted 
accurately. After the cropping procedure, different size of 
facial images is obtained. So, the cropped photos are got down 

sampled to 96×96 pixels using linear interpolation to remove 
variations in face size and maintain uniform pixel spacing. At 
last, the final step converts the fair coloured image into a 
grayscale image. Fig. 3 shows working of natural language 
processing. 

C. Synthetic Minority Over-Sampling Technique - SMOTE 

SMOTE Oversampling can predict accurate data 
imbalance. Under sampling deals class-imbalance problem in 
the MELD and eINTERFACE dataset. In the oversampling 
method, SMOTE can predict better accuracy rate in practical 
application. The pipeline of SMOTE which predicts new 
samples is as followed by the Fig. 4. 

 

Fig. 3. Working of NLP (Natural Language Processing). 
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Fig. 4. Flowchart of SMOTE (Synthetic Minority Oversampling Technique). 

The followed step of the preprocessing procedure is to 
crop the image and the clients image get cropped and it will 
find the perfect match facial expression images in the dataset. 
This procedure keeps the CNNs face detection, discarding all 
background information and patches of image from the 
background which are not matches to the facial expression. 

Denoised region which has already cropped delimits the image 
automatically. Final stage of preprocessing is the conversion 
of clients RGB coloured images into a black and white 
grayscale intensity picture. Because of RGB – Grayscale 
conversion, the facial features are extracted accurately. After 
the cropping procedure, different size of facial images is 
obtained. So, the cropped photos are got down sampled to 
96×96 pixels using linear interpolation to remove variations in 
face size and maintain uniform pixel spacing. At last, the final 
step converts the fair coloured image into a grayscale image. 
Now by SMOTE oversampling improves the data imbalance 
Yan et al. [16]. 

D. Federated Learning in Image Classification 

Federated learning is a machine learning technique in 
which an algorithm undergoes training over multiple iterative 
of independent sessions, each using its own dataset. This 
framework contrasts with standard centralized methods for 
machine learning which polyconnected with local datasets into 
a single training session, as well as assuming that local data 
samples are evenly distributed to all clients. Federated 
learning allows multiple clients to create a single, strong 
machine learned approach without sharing data, resolving 
crucial challenges like privacy of data, security purpose, 
access rights, and access to numerous of heterogeneous data. 
Its applications cover industries such as Internet of Things, 
telecommunications, defence and medicines. Federated 
learning technique trains the algorithm through multiple 
individual local devices, each using its own dataset. In this 
proposed federated framework two different datasets are 
classified to multiple clients. A set of users are interfaced to 
enumerate that return datasets. 

 

Fig. 5. Federated learning. 
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Their only purpose of federated system is to allow the 
selected subsets of the data for simulations. The main purpose 
of federated learning is decentralizing the local models by 
performing their own mandated technique. Dataset1 contains 
MELD and dataset2 contains eINTERFACE video and audio 
emotion recognising datasets. Dataset1 used by Learner 1 and 
dataset2 used by Learner 2 as shown in the Fig. 5. The 
independent local bodies interfaced the deep 3D -
Convolutional Neural network but client1 process based on 
MELD dataset and client2 process based on eINTERFACE 
dataset. The initial stage is sharing the Learnings L1 i.e., 
sharing the local devices with two different datasets. Then 
updating the weights depending on the datasets and generating 
new learnings L2 using private data new learning L2 = avg 
(data1 + data2). Finally, by averaging the two learning the two 
datasets are combined in each learning as shown in Fig. 5. The 
iteration process is evoked in a convolution neural network. 
Each device performs the CNN technique with learned 
datasets. 

E. Deep Federated CNN-Based Facial Extractions 

Convolutional Neural Network is a widely used approach 
when it comes under any image processing or predictions and 
in performing any image-related task. This 3D-CNN network 
typically comprises several fundamental layers i.e., a sequence 
of frames that are repeated as necessary. In these layers, the 
convolutional layer plays a crucial role. In this layer, 3D-CNN 
filters systematically traverse the input image, computing 
values through a method as the dot product. This process 
works when filter moves horizontally and vertically across the 
large dataset input image. As already said, there will be a 
sequence of layers with the resulting values from the 
convolutional layer for the min and max pooling extraction 
process which are then passed to the pooling. A pooling filter 
is effectively reducing the size of information obtained from 
the output of the previous layer which is obtained from the 
initial image. Then the iterative process is repeated until it 
extracts the relevant features from the input image. 

F. Long Short-Term Memory for Handling Entire Data 

Sequence 

Long Short-Term Memory models are used for prediction 
and sentimental analysis and provide some feedback. By 
compiling a dataset of textual samples that have been 
annotated with the appropriate emotion (positive, negative, or 
neutral). After that, the raw data is processed. Tokenization of 
which divides texts into specific phrases. Recurrent neural 
networks (RNNs) of the long short-term memory type are 
excellent at preprocessing and predicting textual patterns of 
input. An embedding layer transforms words into vectors of 
numbers in the LSTM model, and a number of LSTM layers 
captures. After the model predicts an emotional response, 
feedback can be given by contrasting the emotion with the real 
emotion (if available). If the emotion predicted and the real-
life emotion match, the model works as intended and no more 
intervention is required. The user can correct the forecast to 

offer feedback if it fails to reflect the real mood. By retraining 
on the updated data or adjusting the current factors, this 
feedback may be utilized for improving the model. All things 
considered, LSTM models for sentiment analysis offer an 
automated method for assessing and categorizing the 
sentiment of text input, and the model's predictions may be 
continuously enhanced and improved feedback. In the context 
of multilevel fusion in CNN-LSTM architectures, the 
integration occurs at different stages to leverage the 
complementary strengths of both Convolutional Neural 
Networks and Long Short-Term Memory networks. At the 
initial level, feature maps extracted by the CNN from image 
data are fed into the LSTM network, allowing the LSTM to 
capture spatial dependencies and patterns encoded in the 
visual information. This fusion enables the LSTM to learn 
contextual information from the images, enhancing its ability 
to make predictions based on the sequential nature of the data. 
Additionally, at a higher level, the output sequences generated 
by the LSTM are combined with features extracted from text 
data using CNNs. This fusion incorporates textual context into 
the model, enabling it to capture semantic relationships and 
linguistic nuances. By integrating information from multiple 
modalities at different levels, the multilevel fusion in CNN-
LSTM architectures facilitates a comprehensive understanding 
of complex data, leading to improved performance in tasks 
such as sentiment analysis, emotion detection, and multimodal 
learning. 

1) Model to represent the features fusion approach: After 

the model predicts a sentiment, feedback can be given. The 

algorithm worked as intended and no more steps are required if 

the forecast and the actual emotion match. A user can alter a 

forecast to offer feedback if it does not accurately reflect the 

emotion. Retraining the updated data or adjusting the current 

model parameters are two methods that may be employed to 

modify the model using this feedback. LSTM models offer an 

automated method for analysing and categorizing text data's 

emotions, and the model's predictions may be continuously 

enhanced and improved upon through feedback. Rather than 

approving CNN features to RNN in a sequential manner as 

performed in previous works, it individually learns CNN as 

well as RNN category features by using embedding videos 

and words as input for both CNN and RNN, then merging the 

two kinds of attributes to get multitype features fusion. Finally, 

a sentiment analysis into the combined set of features map. 

Three layers of convolution with various filter widths were 

employed within CNN. To obtain the final feature mapping 

from CNN, feed the word integrating to the convolution layer 

and record multilevel features following the maximum-pooling 

layer, as seen in Fig. 6. As seen in Figure, multilayer CNN and 

RNN are used to accomplish integrated multilevel and 

multitype feature fusion at the merged layer following the 

acquisition of multilevel feature fusion from CNN. 
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Fig. 6. Structured diagram of the proposed CNN and RNN (LSTM).

Consider an input of convolutional layer size of Weight(X) 
𝑋 × 𝑋 × 𝐷 and Dout number of kernels with a spatial size of y 
with stride Z and amount of padding P, then the size of output 
volume can be determined by the following Eq. (1): 

𝑋′𝑜𝑢𝑡 =
𝑋−𝑌+2𝑃

𝑍
+ 1     (1) 

The number of iterations or repetitions process for 
convolutional and pooling method depends on the content of 
facial feature being predicted. By fine-tuning this 3D-CNN 
architecture, desired output can be predicted, making it an 
easy and effective tool for various image-related processing 
technique in this framework Ghosh et al. [17]. In this method, 
a 3D-CNN predict the key points of face which were first 
trained in this method Kumar et al. [18]. A cascading sequence 
of compression and pooling layers is used to carefully extract 
and fine tuning the information that is retrieved once features 
have been extracted from the input. If an activation map of 
size 𝑋 × 𝑋 × 𝐷, a pooling kernel of spatial size Y, and stride Z, 
then the size of output volume can be determined by the 
following Padding Eq. (2): 

𝑋′𝑜𝑢𝑡 =
𝑋−𝑌

𝑍
+ 1   (2) 

This flattened representation is then modified to enable its 
smooth incorporation into a fully linked layer, which is a 
crucial point at which the model performs complex prediction 
tasks. The final output layer, the last phase of this complex 
process, presents a complete set of 68 facial key points that 
have been painstakingly extracted from the image, providing a 
sophisticated and in-depth comprehension of the underlying 

visual components. Hence the emotions are recognised by 
deep learning federated CNN model. Hence the result was 
predicted as Happy, Sad, Neutral, surprise, Disgust, Angry 
based on the expression delivered by user Mase et al. [19]. 

G. Functional Flowchart for Sentimental Analysis 

The proposed framework, a deep learning method in 
federated CNN was implemented to forecast the client’s 
emotion, based on stacking layers. Thus, it results the 
implemented block performs a pre-processing task on the 
inputted dataset images. Input dataset images are get sampled 
if they have any overfitting problem. The overfitting problem 
are detected by Smote technique. When the dataset of text files 
get pre-processed by Natural Language Processing (NLP), 
they can be used to training and testing procedure of the 
network (i.e. recognition step). 

In the training/testing step, a sequence of audio and video 
MELD and eINTERFACE datasets are given to the network. 
Then allocating different weights to local clients by the global 
system. So, it will get trained by the images to detect emotions 
of the client. The last procedure for preprocessing is 
converting the input RGB Red Green Blue image into a 
grayscale intensity image. The first stage of preprocessing is 
increasing the minority class by identifying and detecting the 
oversampling problems in MELD and eNTERFACE’05 
dataset using SMOTE (Synthetic Minority Oversampling 
Technique) and finally forecasting the emotions after CNN 
and LSTM classification by providing feedback to learners 
and admin as shown in the Fig. 7. 
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Fig. 7. The flow chart of the proposed SMOTE FED 3D- CNN. 

V. RESULTS AND DISCUSSION 

In this proposed framework, a multimodal emotion 
recognition technique is implemented for recognising facial 
expressions using Audio and video clips. To address this 
visual modality, firstly sampling the dataset by SMOTE 
technique. The framework Federated 3D-CNN is implemented 
through Python and thus it predicts 97.72% accuracy in 
detecting emotions using the accurate predicting datasets 

MELD, eNTERFACE. And a sequence of keyframes from the 
image and define an aspect ratio to detect the transformation 
of sequence keyframes by training or splitting the data. Then 
the appropriate and exact facial emotion features are 
distributed by decentralized system i.e., to improve learning 
speed and kept the data very privacy at each learner and admin 
device. Once key features of the face have been recognised, 
they are passed for emotion recognition into the process of 
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optimized classifier. Evolving optimization selects key audio 
and video features, which are then sent to the upgraded 
Federated distributed model for deep Federated 3D-CNN 
classification. A weighted fusion method is used to combine 
the audio and visual modalities for improved emotion 
recognition performance. Finally, the average emotions are 
distributed with suitable feedback for several decentralized 
learner and admin systems. 

A. Experimental Results 

Setting up the eINTERFACE, AFEW and RAVDESS 
datasets, then performing preprocessing. These might include 
instances of labelled emotions in audio or face expressions. 
Divide the data into sets for testing and training to evaluate the 
model's performance. Preparing the dataset Mel-frequency 
cepstral coefficients (MFCCs) are features that may be derived 
from raw audio signals in order to study them. 

Fig. 8 displays No of Samples per class before applying 
SMOTE (Synthetic Minority Over-sampling Technique), an 
analysis of the dataset revealed an imbalanced class 
distribution. In the binary classification problem at hand, 
Happy, Sad, Angry, Disgust, Surprise and Fear [number of 
samples]. The MELD dataset values are Anger=1109, 
Disgust=271, Fear=268, Joy=1743, Neutral=4710, Sad=683, 
Surprise=1205. The imbalance raised concerns about potential 
challenges in model training and classification performance. 
The decision to apply SMOTE was driven by the need to 
address this class imbalance systematically, ensuring a more 
representative and balanced dataset for subsequent analyses. 

 

Fig. 8. No of samples per class before SMOTE in MELD dataset. 

Fig. 9 displays No of Samples per class before applying 
SMOTE (Synthetic Minority Over-sampling Technique. The 
process of creating synthesis cases of the minority class 
increases the number of specimens per class following the use 
of SMOTE to rectify the imbalance of classes in a collection 
of data. By doing oversampling and under sampling process, 
SMOTE creates artificial examples across the boundary 
segments that link instances of minority classes that already 
exist. The median of all emotions is 1427. Eq. (3) it 
determines the SMOTE (synthetic minority oversampling 
technique). 

𝑋′𝑖 = 𝑥𝑖 +  ⅄(𝑥𝑗 + 𝑥𝑖)    (3) 

Eq. (4) explains about inverse document frequency (IDF), 

𝐼𝐷𝐹(𝑇) = 𝑙𝑜𝑔
𝑛+1

𝐷𝐹(𝑇)+1
+ 1   (4) 

Eq. (5) term frequency-inverse document frequency (TF-
IDF), 

𝑇𝐹 − 𝐼𝐷𝐹(𝑇) = 𝑇𝐹(𝑇) ∗ 𝐼𝐷𝐹(𝑇)  (5) 

Eq. (6) F1 measure, 

𝐹1 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
    (6) 

The objective is to improve the model's generalization to 
minority class trends while balancing the class distribution. 
The SMOTE parameters that are selected, including the 
appropriate degree of over-sampling, determine the precise 
rise in the total amount of samples per class. SMOTE helps 
lessen the effects of an unbalanced class distribution by 
injecting synthetic examples, which eventually leads to 
computerized learning frameworks that are more reliable and 
accurate. 

 

Fig. 9. No of samples per class after SMOTE in MELD dataset. 

B. Training and Validation Accuracy 

Using a weighted fusion method, determine the 
recognition accuracy for each emotion class. The suggested 
method fared well for identifying anger, joy, sorrow, and 
neutral mood. However, performances for deciding surprised 
and contempt were much lower. This finding is significantly 
influenced by the unbalanced data distribution reported in 
Table I. The training data contains the most video examples 
for annoyance, joy, and neutral, with only a few movies for 
disgust, anxiety, and surprised. Furthermore, human faces 
communicate powerful emotions like anger and delight. Fig. 9 
compares the Training and Testing Accuracy for Client 1, 2 
and 3 and shows how these networks learn and generalize 
across 100 epochs in different ways. With time, these losses 
diminish, suggesting that the model is acquiring up new skills 
and becoming more efficient. While the training accuracy 
increases more gradually over the course of the epochs, the 
testing accuracy also gradually increases like training 
accuracy and then on reaching further epochs. 

TABLE I. AVERAGE ACCURACY OF MELD AND INTERFACE DATASET 

Emotional class Accuracy (%) 

Anger 89.91 

Disgust 94.56 

Fear 54.67 

Joy 93.87 

Neutral 89.56 

Sadness 95.81 

Surprise 92.74 
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The training and testing accuracy of a Fed 3D-CNN + 
LSTM model and a CNN model for three individual learners 
are shown in Fig. 10. The figure shows how well each model 
predicts results using both data that it was trained on and data 
that it has never seen before. 

Fig. 11 compares the Training and Testing Loss for 
Networks A, B, and C and shows how these networks learn 

and generalize across 100 epochs in different ways. With time, 
these losses diminish, suggesting that the model is acquiring 
up new skills and becoming more efficient. While the training 
loss declines more gradually over the course of the epochs, the 
testing loss begins at a greater value than the training loss and 
then abruptly declines before falling about epoch 20. 

  
(a)        (b) 

  
(c)          (d) 

Fig. 10. Training and testing accuracy of CNN model for (a) Learner 1 (b) Learner 2 (c) Learner 3 and (d) Fed 3D-CNN + LSTM model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

886 | P a g e  

www.ijacsa.thesai.org 

  
(a)      (b) 

  
(c)      (d) 

Fig. 11. Training and testing loss of CNN model for (a) Client 1, (b) Client 2, and (c) Client 3 and (d) Fed 3D-CNN + LSTM model. 

C. Performance Evaluation 

Metrics for performance assessment are crucial for 
evaluating machine learning models' efficacy and 
dependability quantitatively, especially when it comes to 
categorization tasks like diagnosing skin lesions. Below is a 
thorough description of a few measures employed in 
performance evaluations: 

1) Accuracy: The proportion of accurate forecasts to all 

predicted outcomes is known as accuracy. When a collection of 

data is balanced, this measure works well. The results reported 

by this metric might not be accurate representations of how 

well the model performed when there's an overwhelming class 

in the data set is given in Eq. (7). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (7) 

2) Precision: The deep learning algorithm's precision is a 

metric for determining how many anticipated positives are 

actually true positives. This statistic is helpful whenever the 

cost of a false positive is high for the efficacy of the model, 

like in the case of an email spam identification algorithm that is 

given in Eq. (8). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇∗𝑝

𝑇∗𝑝+𝐹∗𝑛
    (8) 

3) Recall: The Recall of the model in counting the number 

of positives out of all real positives is measured by recall. 

When False Negative is costly for model quality, such as in 

fraud detection models, this statistic is helpful and is given in 

Eq. (9). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇∗𝑝

𝑇∗𝑝+𝐹∗𝑛
    (9) 
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4) F1-Score: The F1 score that is computed for this 

purpose assesses the correlation between the data's positive 

information and the classifier's predictions is given in Eq. (10). 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2𝑇∗𝑝

2𝑇∗𝑝+𝐹∗𝑝+𝐹∗𝑛
  (10) 

To recognise the facial emotions flows through federated 
system. The experiment results show that RNN provides 
superior accuracy in terms of facial emotion recognition and it 
predicts 57-87% Mase et al [19]. Finalizing the emotional 
categories from social media. Emotions can be analysed by 
reacting, commenting for post, tweets etc. Love, happy, 
violence, sad and fear these following categories work under 
Flickr dataset which produce the accuracy rate. The Methods 
SVM on high level features of VGG-ImageNet, fine-tuning on 
pretrained models like RESNET, Places205-VGG16 and VGG 
ImageNet it predicts the accuracy 68% Gajarla and Gupta 
[20]. 

Table II visually represents the performance measures of 
the Federated 3D-CNN compared to traditional methods. The 
Fig. 12 illustration provides a clear and insightful overview of 
proposed model excels in metrics when compared it with the 
conventional approaches, emphasizing its superiority in 
emotion prediction. The effectiveness of deep learning 
techniques (GoogleNet and AlexNet) at recognizing facial 
movements, especially the presence of emotional content and 
the precise emotion character of such expressions, with an 
accuracy rate of 87% Giannopoulos, Perikos, and 
Hatzilygeroudis [21]. This work offers a comparison analysis 
of several approaches and algorithms that have been looked at 
for identifying emotions on people's faces using FERC (CNN-
LSTM). This study has an accuracy rate of 78-96% by using 
the Viola Johnes Face Detection dataset Moolchandani et al 
[22]. 

TABLE II. COMPARING THE PERFORMANCE OF PROPOSED METHOD WITH EXISTING METHOD 

Approach Dataset Accuracy (%) 

Places205, ResNet-50, VGG Flickr 67.68% 

FLT+C3D FACES Lifespan 74.38% 

LSTM (STC-NLSTM) SAVEE 93.45% 

RNN RECOLA 57.87% 

FERC (CNN-LSTM) Viola Johnes Face Detection 78.96% 

LBP/Gabor + SRC EmoReact 91.79% 

DBN + MLP AMFED and EmoReact 90.09% 

CNN AFEW, SAVEE 2016 89.57% 

Resnet CK+, Nimstin 73.30% 

GoogleNet CK+ and Oulu Casia 87% 

Proposed Framework 

(SMOTE+FED 3DCNN+LSTM) 
eNTERFACE and MELD 97.72% 

 

Fig. 12. Performance evaluation of Fed 3D-CNN with existing framework. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

888 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 13. ROC curve. 

Fig. 13 shows ROC Curve. The ROC curve assesses 
binary arrangement methods' effectiveness by illustrating the 
compromise between sensitivity and specificity, with a sharper 
curve indicating higher model effectiveness. 

D. Discussion 

The suggested system achieves high emotion identification 
accuracy while maintaining data privacy by integrating 
Federated 3D-CNN with multimodal emotion recognition. It 
provides a complete method for improving emotion detection 
performance in decentralized learning environments by 
weighted integration of audio and visual modalities. Current 
algorithms suffer from low learning rates and low accuracy 
when it comes to recognizing emotions from video recordings, 
sometimes misinterpreting the same emotion states. Moreover, 
several frameworks suffer from imprecision in recognizing 
emotions, especially in transitional states like "afraid" or 
"angry," which may prevent them from providing 
administrators and students with comprehensive feedback 
[12]. Previous studies in emotion detection and sentiment 
analysis for language learning faced challenges with limited 
accuracy and real-time performance due to insufficient model 
complexity. They often struggled to integrate spatial and 
temporal data effectively, resulting in less effective emotional 
feedback and adaptive learning responses. [13]. To solve these 
shortcomings, the proposed architecture, on the other hand, 
combines auditory and visual aspects and uses federated 
learning to increase accuracy and learning speed. Using deep 
federated 3D-CNN and LSTM algorithms, which identify 
emotions at a high-level granularity of six emotion states, 
significantly improves the accuracy of emotion recognition. 
Even yet, there is still a chance that the recommended 
technique may encounter issues, such as scalability issues 
when working with large datasets and potential biases in 
emotion recognition. To address these limitations, future work 
should focus on studying other deep learning architectures, 
optimizing the federated learning process, and expanding 
the current understanding of emotion detection by integrating 
additional modalities. 

VI. CONCLUSION AND FUTURE WORK 

This study presents a novel approach for enhancing 
language learning environments by utilizing real-time emotion 

detection and sentiment analysis through the integration of 
Federated 3D-CNN and LSTM networks. By leveraging these 
advanced technologies, the study addresses the limitations of 
traditional methods in providing comprehensive feedback on 
student interactions in classroom settings. The proposed 
framework accurately predicts human emotions, achieving a 
prediction accuracy of 97.72%, and offers valuable insights 
into students' emotional language patterns. The integration of 
text analysis and image recognition enables the modification 
of teaching strategies to better cater to individual student 
needs, ultimately aiming to enhance students' language 
competence. 

Moving forward, several avenues for future research 
emerge from this study. Firstly, the proposed framework could 
be further validated and refined through longitudinal studies 
conducted in diverse educational settings to assess its 
scalability and generalizability. Additionally, incorporating 
real-time feedback mechanisms into the framework could 
enhance its utility in facilitating immediate adjustments to 
teaching strategies based on students' emotional states. 
Furthermore, exploring the application of the framework in 
other educational domains beyond language learning, such as 
STEM education or special education, could broaden its 
impact and applicability. Moreover, investigating the ethical 
implications and privacy concerns associated with deploying 
emotion detection technologies in educational settings is 
essential for ensuring responsible implementation. Finally, 
advancements in hardware capabilities and algorithmic 
developments may offer opportunities for optimizing the 
computational efficiency and performance of the framework, 
paving the way for more widespread adoption in educational 
practice. 
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Abstract—In programming education, code-mixed text using 

multiple languages or dialects simultaneously can significantly 

hinder learning outcomes due to misinterpretation and inadequate 

processing by traditional systems. For instance, students with 

bilingual or multilingual backgrounds may face difficulties with 

automated code reviews or multilingual coding tutorials if their 

code-mixed queries are not accurately understood. Motivated by 

these challenges, this paper proposes a Federated Bi-LSTM Model 

for Feature Extraction and Classification. This model leverages 

Bidirectional Long Short-Term Memory (Bi-LSTM) networks 

within a federated learning framework to effectively 

accommodate various code-switching methodologies and context-

dependent linguistic elements while ensuring data security and 

privacy across distributed sources. The Federated Bi-LSTM 

Model demonstrates impressive performance, achieving 99.3% 

accuracy nearly 19% higher than traditional techniques such as 

Support Vector Machines (SVM), Multilayer Perceptron (MLP), 

and Random Forest (RF). This significant improvement 

underscores the model's capability to efficiently analyse code-

mixed text and enhance programming instruction for multilingual 

learners. However, the model faces limitations in processing highly 

specialized code-mixed text and adapting to real-time applications. 

Future research should focus on optimizing the model for these 

challenges and exploring its applicability in broader domains of 

computer-assisted education. This model represents a substantial 

advancement in language-aware computing, offering a promising 

solution for the evolving needs of adaptive and inclusive 

programming education technologies. This advancement has the 

potential to transform language-sensitive computing, providing 

significant support for multilingual learners and setting a new 

standard for inclusive programming education. 

Keywords—Code-mixed text; text processing; federated 

learning; bidirectional long short-term memory; programming 

education; real-time applications; computer-aided education 

I. INTRODUCTION 

Computer programming learning can be considered as a 
training process that helps students enhance their computational 
thinking abilities. Computational thinking is an essential skill 
that enables individuals to build and utilize the conceptual 
framework of computing. That is, computational thinking 
capacity encompasses a wide range of abilities, including 
logical reasoning, algorithmic choosing, and organized 
thinking, all of these can be applied to problem handling in a 
variety of learning situations or everyday life, not only in the 
academic arena of computational science. They provided a 
theoretical framework for computational analysis divided into 
five main groups: conditioned logic, algorithmic development, 
troubleshooting, simulations, and decentralized computation. 
These sections focus on the skills required for programming for 
computers, such as developing, designing, understanding, 
altering, and using programs [1] [2] [3]. This paradigm also 
exposed the social cooperative aspect of programming labour 
through distributed computation. These talents are the 
capabilities required for the generations to come to create 
knowledge and solve challenges in their online environments, 
implying that they represent a new education for all people in a 
digital age. Computational thinking abilities are essential not 
just for developers of computers, but for all prospective global 
citizens. This is because certain nations have recently added 
capacities for computational thinking in their school 
requirements [4] [5]. To accurately assess students' 
computational reasoning skills, a dependable and user-friendly 
tool for instructors and computers educators is required. From 
an educational standpoint, investigating learners' beliefs 
regarding their own skills in programming for computers, or 
self-esteem for computer programming, could offer an easy 
solution. It can happen that certain learners might reject the 
subject matter of programming in computers due to 
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dissatisfaction and their computational thought processes five 
categories could appear differently depending on the methods 
[6] [7]. 

India's linguistic diversity, shaped by a long history of 
foreign contact, results in widespread bilingualism and frequent 
code-mixing. English, an adopted language, is deeply 
embedded in the educational system, fostering comfort with 
bilingual communication among the populace. This 
phenomenon leads to the development of unique speech 
variants like Hinglish (English-Hindi) and Benglish (English-
Bengali) [8]. Code-switching alternating between languages or 
dialects within a conversation is a common occurrence. Unlike 
code-mixing, which integrates words, phrases, and morphemes 
from different languages into a single sentence, code-switching 
involves shifting between different grammatical structures or 
components within the same interaction [11] [12]. However, the 
frequent use of code-mixed text poses significant challenges in 
educational settings, particularly in programming education. 
Traditional systems often misinterpret such text, leading to 
inadequate processing and hindering learning outcomes [9] 
[10]. This paper addresses these issues by proposing a 
Federated Bi-LSTM Model for Feature Extraction and 
Classification. The model utilizes Bidirectional Long Short-
Term Memory (Bi-LSTM) networks within a federated learning 
framework to handle various code-switching methodologies 
and context-dependent linguistic elements while ensuring data 
security and privacy across distributed sources. Previous 
research has explored different aspects of sentiment analysis 
and language processing, yet handling code-mixed text in 
programming education remains an unresolved challenge. 
Traditional sentiment analysis systems struggle with complex 
linguistic phenomena such as sarcasm, humour, and cultural 
references, which are often overlooked. The proposed model 
represents a significant advancement in language-aware 
computing, offering a robust solution for accurately analysing 
code-mixed text and enhancing programming instruction for 
multilingual learners. 

The mixing of codes is the use of grammar and vocabulary 
from various languages in the identical phrase. Code Mixing is 
a phenomenon of language that can happen in a multilingual 
environment where people communicate multiple languages at 
the same time [13] [14]. The issues in the Hindi-English code-
mixed text were identified utilizing a PoS tag-annotated corpus 
[15]. To address the issue of shallow processing of Hindi-
English code-mixed online information, an algorithm can 
recognize the script of the phrases, normalize them to their 
standardized forms, apply a PoS tag, and split them into pieces 
[16]. It is common in multilingual society and provides 
significant challenges to NLP applications such as sentiment 
analysis. The lack of a standard grammar for code-mixed 
sentences makes it difficult to determine composing language, 
which is necessary for sentiment evaluation utilizing based on 
rules and artificial intelligence techniques. In addition, when 
combining is up to each individual, there is no set mixing 
recommendations, which is a significant disadvantage. As an 
outcome, so as to analyse emotion on code-mixed information, 
novel programming representations must be created. Machine 
learning approaches play a vital role in characteristic extraction 
for processing code-mixed textual content, specifically in the 

context of computer programming training. By leveraging 
techniques including NLP and deep learning, those strategies’ 
purpose to identify and extract relevant features from code-
mixed textual content, which includes multiple languages. 
Feature extraction strategies might also encompass 
tokenization, component-of-speech tagging, syntactic parsing, 
and semantic evaluation to the particular traits of code-mixed 
textual content in computer programming. These extracted 
capabilities aid as inputs to machine learning methods for 
diverse responsibilities which include code recommendation, 
blunders detection, and automatic assessment of programming 
assignments. Effective characteristic extraction is critical for 
reinforcing the accuracy and efficiency of code-blended text 
processing structures in computer programming education, 
ultimately facilitating better learning practices and belongings 
for scholars in multilingual environments. 

The problem statement arising from the reviewed research 
turns around effectively processing and understanding code-
mixed text throughout various languages in different contexts. 
Code-mixed text poses challenges for sentiment evaluation, 
classification, and proficiency due to linguistic versions, 
cultural references, and casual language usage. Existing 
techniques struggle with imbalanced datasets, lack of complete 
lexicons, and limitations in generalizability to various linguistic 
contexts. Pre-processing strategies may not absolutely capture 
the intricacies of code-mixed languages, leading to errors in 
class and sentiment evaluation [19] [23]. These challenges 
prevent accurate extraction of functions and category of code-
mixed text, impacting responsibilities along with sentiment 
evaluation and language identity. Therefore, there may be a 
need for superior models which could effectively pre-process 
code-mixed textual content, extract applicable capabilities, and 
accurately classify it, overcoming the limitations of current 
methods to facilitate better understanding and evaluation of 
code-blended data. 

This paper aims to address the challenges of processing 
code-mixed text in programming education, particularly for 
multilingual learners. It introduces a Federated Bi-LSTM 
Model for Feature Extraction and Classification, leveraging 
Bidirectional Long Short-Term Memory (Bi-LSTM) networks 
within a federated learning framework. The model is designed 
to handle various code-switching methodologies and context-
dependent linguistic elements while ensuring data security and 
privacy. The paper emphasizes the model's high accuracy and 
significant improvement over traditional techniques, 
highlighting its potential to enhance programming instruction 
for multilingual learners. Additionally, it discusses limitations 
in processing specialized code-mixed text and adapting to real-
time applications, proposing future research directions to 
optimize the model and explore its broader applicability in 
computer-assisted education. 

The key contributions of the study are given below: 

 This work presents a novel Federated Bi-LSTM Model 
designed specifically for teaching computer 
programming through code-mixed text processing. In a 
federated learning framework, this model incorporates 
Bidirectional Long Short-Term Memory (Bi-LSTM) 
neural networks in a novel way, guaranteeing that 
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feature extraction and classification tasks are carried out 
effectively while adhering to strict data privacy 
standards. 

 This study addresses several issues related to Code-
Mixed Text Processing, such as contextual language 
aspects, different code-switching methods, and 
adaptability to different programming languages and 
learning environments. The suggested paradigm 
provides a complete way to handle code-mixed text by 
overcoming these obstacles. 

 Federated Bi-LSTM outperforms SVM, MLP, and RF 
with an accuracy of 99.3%. This demonstrates how well 
it works to improve code-mixed text feature extraction 
and classification, boosting the dependability of 
teaching resources for programming. 

 Through its accommodation of varied linguistic origins, 
the paradigm fosters inclusion and increases 
accessibility and equity in programming education. 

This study’s rest of the section is organized as follows. 
Section II includes the previous research on the code-mixed 
data processing. Problematic statement discussed in Section III. 
Section IV discussed the proposed method and the outcome of 
findings. Finally, Section V provides the conclusion of the 
paper. 

II. RELATED WORKS 

Gasiorek and Dragojevic [17] discussed about the 
participants viewed English-based web materials from fake 
groups which had either no mixing codes, Hawaiian terms 
without parenthetical interpretations, or Hawaiian words with 
English interpretations. Compared with inadequate mixing 
codes, code-mixing without glosses disturbed manufacturing, 
making members feel less accepted in the workplace. Code-
mixing with gloss did not affect communication for individuals 
from Hawai'i, where it is widespread, but it did for others. No 
changes in being accepted were seen among mixing of codes 
with gloss and no combination of codes configurations. The 
findings suggest that mixing of codes in textual structured 
resources may result in expenses and advantages, and that these 
effects are dependent on the audience's familiarity with mixing 
of codes as a method and the structure of code-mixing. It may 
additionally limit the generalizability of the findings to other 
linguistic or cultural contexts. The results of code-mixing on 
workplace popularity and dispatch, doubtlessly overlooking 
other crucial elements that could have an impact on these 
outcomes, which include individual language ability levels. The 
study's reliance on self-pronounced perceptions of contributors 
can also introduce bias or inaccuracies within the statistics 
accumulated. The study's scope is limited to examining the 
effects of code-mixing with and without glosses, potentially 
overlooking other versions in code-mixing practices that would 
also affect verbal exchange and popularity inside the place of 
workplace. 

Kodirekka and Srinagesh [18] discussed the Sentiment 
extraction from English-Telugu code-mixed data. The 
programming language used to access data from the API 
provided by Twitter must be a mixed Telugu and English code. 

That data consists of phonetically typed, noisy, lexicon-
borrowed, code-mixed, unstructured text, and misspelled 
words. The identification of languages and emotional labels for 
classes are applied to every tweet in the collection of tweets as 
the first phase. The work of data standardization comes in 
second, and classification, the last phase can be accomplished 
in three ways: lexicon, machine learning, and deep learning. As 
part of the lexicon-based strategy, assign an appropriate 
language identifier to each and every tweet. Transliterate the 
roman script into Telugu words when the language used in the 
tag is in that language. Sentiment extraction from Telugu words 
is done using TeluguSentiWordNet, and sentiment extraction 
from English tokens is done using English SentiWordNets. This 
work proposes and applies, using data that has been normalized, 
an aspect-based sentiment analysis method.  Sentiment scores 
are extracted using deep learning and machine learning 
approaches, and the outcomes are contrasted with earlier 
research. Its reliance on sentiment lexicons won't effectively 
capture the complexities of sentiment in code-blended textual 
content. These lexicons may not cover all viable versions and 
contexts of sentiment expressions in Telugu and English, main 
to inaccuracies or biases in sentiment extraction. Method of 
transliterating Roman script into Telugu words can also 
introduce errors, mainly for code-mixed text containing slang, 
abbreviations, or unconventional spellings. A factor-based 
totally sentiment evaluation method may forget about positive 
elements applicable to code-blended text, inclusive of cultural 
references or linguistic conventions unique to Telugu-English 
mixing. The evaluation with earlier studies may not absolutely 
interpretation for differences in dataset composition, 
preprocessing techniques, or evaluation metrics, restricting the 
validity of the contrasted consequences. 

Madasamy and Padannayil [19] discovered that challenging 
to extract relevant information from large amounts of text. 
Social media has presently offered numerous options for 
scholars and professionals to do proper studies in this field of 
study. A large amount of the written material on social media 
platforms is in English or a code-mixed language of the region. 
In a nation that is bilingual like India, mixing of codes is 
common in social media debates. Multilingual customers 
usually utilize Roman script, an easier means of 
communication, rather than the local script when publishing 
comments on social media, and they commonly blend it with 
English in their native language. Stylish and syntactic 
inconsistencies present substantial obstacles in analyzing code-
mixed text employing traditional methods. This research uses 
the ICON-2015 and ICON-2016 NLP tool challenge data sets 
to describe the novel word embedding via letter base encoding 
as characteristics for POS tagging code-mixed text in Indian 
languages. The suggested word embedding characteristics are 
contextually added, and the algorithm was trained using the 
widely used Support Vector Machine (SVM) classifier. Its 
dependence on the ICON-2015 and ICON-2016 NLP device 
assignment datasets, which won't completely represent the 
range and complexity of code-mixed text located in social 
media systems. These datasets may not capture the extensive 
range of linguistic versions, cultural references, and informal 
language utilized in real-international social media 
conversations. Word embedding techniques for part-of-speech 
(POS) tagging code-blended text in Indian languages may not 
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generalize well to different language pairs or code-mixing 
situations outdoor of the Indian context. Use of Support Vector 
Machine (SVM) classifier might also constraint its overall 
performance in comparison to greater advanced device 
studying or deep getting to know strategies, in particular while 
dealing with the stylistic and syntactic inconsistencies essential 
in code-mixed text. POS classification might also overlook 
other critical elements of code-mixed text processing, 
consisting of sentiment analysis. 

Tareq et al. [20] addressed that online review comments 
regularly mix languages, use foreign characters, and do not 
follow traditional grammar conventions. A shortage of 
identified code-mixed data in a low-resource languages such as 
Bangla complicates computerized sentiment analysis. To solve 
this, this study collected online feedback on various goods and 
created an augmented Bangla-English code mix database. On 
these sentiments collections we also evaluate several additional 
models from the available research. To increase cross-lingual 
contextual awareness, this study describes an inexpensive but 
successful data augmentation strategy that can be used using 
current word embedding methods and does not require an 
additional database. The outcomes from the experiments 
indicate that using our data augmentation method to train word-
embedded algorithms may assist the model's accuracy in 
gathering the cross-lingual connections for code-mixed 
sentences. This can enhance the overall efficacy of current 
machine learning models in both supervised learning and zero-
shot cross-lingual flexibility. The dataset used in this study may 
not completely establish the range of code-mixed languages. 
The effectiveness of the proposed data augmentation strategy 
may additionally range throughout one-of-a-kind languages, 
and its generalizability to different low-aid languages beyond 
Bangla can be limited. Sentiment evaluation cannot recollect 
the whole variety of factors that may affect model overall 
performance, inclusive of domain-precise language variations 
in sentiment analysis. Word embedding strategies for go-lingual 
contextual focus may also inattention to different approaches or 
strategies that could enhance the model's accuracy. The 
evaluation of the model efficacy may be restricted through the 
provision and representativeness of the accumulated online 
feedback data. 

Srinivasan and Subalalitha [21]investigates the issue of 
disparity between classes in sentimental analysis, highlighting 
its significance. There has been limited research on sentimental 
analysis with an unequal class label distribution. The paper also 
discusses another facet of the issue, which incorporates the idea 
of "Code Mixing." Code mixed data includes text that alternates 
among two or more languages. Unequal class distribution is a 
frequently seen phenomenon in code-mixed data. Existing 
research has primarily focused on sentiment analysis in 
monolingual data, rather than code-mixed data. This work 
tackles all of these challenges and proposes a strategy for 
analysing sentiments for a class imbalanced code-mixed dataset 
using a method of sampling along with Levenshtein distance 
measures. Specific method of sampling combined with 
Levenshtein distance measures to deal with class imbalance in 
code-mixed datasets for sentiment evaluation. This method may 
additionally offer insights into mitigating class disparity, its 
effectiveness can be sensitive to the characteristics of the 

dataset and the languages involved inside the code mixing. The 
proposed method's applicability to specific languages or code-
mixing eventualities is probably limited, as sampling 
techniques and distance measures to yield various outcomes 
across linguistic contexts. The assessment of sentiment analysis 
performance using this approach won't absolutely capture the 
challenges inherent in real-world code-combined facts. 

Jain, Jindal, and Jain [22] offered a solution for code-mixed 
Hindi-English social media writing that includes language 
recognition, detection, and rectification of both non-word and 
real-word problems that happen concurrently. Each recognized 
languages have unique obstacles and difficulties. Errors are 
recognized separately in every language, and a suggested list of 
incorrect terms is generated. Following that, a fuzzy graph 
between distinct phrases from the suggested lists is created 
utilizing various semantic relationships in Hindi WordNet. The 
context-embedded data and fuzzy graph-based similarity 
measurements are utilized to identify the correct term. Several 
studies are carried out on various social media databases 
sourced from the social media platform, YouTube, Twitter, 
feedback, blog posts, and Messenger. This method may be 
restrained by means of accuracy of Hindi WordNet, probably 
leading to inaccuracies in the identification of accurate phrases, 
especially for much less common or specialised vocabulary. 
The effectiveness of the solution may range throughout 
different social media platforms and textual content sorts, as the 
linguistic patterns and code-mixing phenomena can range 
notably between platforms and user communities. It can be 
stimulated with the aid of the best and representativeness of the 
social media databases used for evaluation, as biases or 
inconsistencies of data to affect the generalizability of the 
findings. The solution's scalability to other language pairs or 
code-mixing eventualities past Hindi-English can be restricted, 
as the proposed technique might not fully generalize to different 
linguistic contexts. 

Shanmugavadivel et al. [23] suggested a method that uses a 
code-mixed collection of Tamil and English languages. To 
address the group's imbalances issue, resample is used, and the 
effect is evaluated. Initial processing incoming textual 
information can help code-mixed data categorization by 
eliminating extraneous content. The purpose of this study is to 
investigate the influence of pre-processing on Tamil code-
mixed data using a variety of methods for pre-processing such 
as symbol elimination, repeating text elimination, and spelling 
and grammar, sign, and numerical removal. The pre-processed 
text is used to train classical deep learning, machine learning, 
transfer learning, and hybrid deep learning models, and the 
precision of each model is evaluated before and following 
preprocessing. Conventional machine learning methods rely on 
several weighing methods for choosing features. The primary 
goal this study's findings are to create hybrid deep learning 
algorithms that combine CNN with LSTM and CNN with 
Bi- LSTM in order to automatically gather both global and local 
characteristics from code-mixed data for sentiment evaluation 
and then categorize the Tamil code-mixed information to 
identify favourable, adverse, mixed feelings, and unknown 
state. The effectiveness of hybrid deep learning frameworks has 
been assessed through assessing them to modern approaches 
that included various conventional methods. The dependence 
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on pre-processing techniques for dealing with code-mixed data, 
which won't completely capture the intricacies of Tamil and 
English languages. The effectiveness of CNN with LSTM and 
CNN with Bi-LSTM models can be stimulated through 
elements including hyperparameter tuning and dataset length. 
The assessment of the models' effectiveness may also be 
restrained by means of the choice of metrics used, possibly 
overlooking positive distinctions in sentiment analysis. The 
assessment of modern strategies might not absolutely capture 
the improvements in the subject, as more recent strategies. The 
generalizability of the findings may be confined if the dataset 
used isn't always representative of actual global code-mixed 
statistics throughout specific domain names or contexts. 

Nelatoori and Kommanti [24] present a Co-Attentive Multi-
task Learning framework based on transfer learning for 
understanding Hindi-English (Hinglish) texts with limited 
resources. The collaborative goals of rationale/span 
identification and hazardous comment categorization form a 
strong multifaceted learning purpose. This task interaction 
element is intended to take advantage of the bidirectional 
awareness provided by the categorization and span forecasting 
activities. The model's combination function of loss is derived 
from the separate loss coefficients of these two jobs. Though an 
English harmful span identification dataset exists, there is 
currently no Hinglish code-mixed text database. As a result, 
they created a set of data that includes harmful span 
classifications for Hinglish code-mixed text. Harmful span 
classifications in Hinglish code-combined text. The synthetic 
generation of facts won't fully seize the range and complexity 
present in actual-world situations, probably excluding the 
version's ability to generalize effectively. The absence of a 
longtime Hinglish code-combined text database increases 
worries approximately the version's adaptability to diverse 
linguistic variations and contexts within Hinglish. The 
effectiveness of difference in a constrained-aid placing will also 
be restrained via the supply and representativeness of the pre-
skilled models, probably affecting the version's overall 
performance on unique responsibilities. The selected multi-
mission approach may introduce dependencies between tasks, 
and the version's performance can be sensitive to the stability 
between cause/span identification and risky remark 
categorization goals. 

Above studies highlights the challenges and solutions in 
code-mixed textual content processing across different 
domains. One look at explores the impact of code-mixing on 
administrative centre dynamics, revealing how glosses have an 
effect on communication and popularity. Another discusses 
sentiment extraction from English-Telugu code-mixed data, 
providing lexicon-based totally and deep learning methods. 
Focus on word embedding for POS tagging in Indian code-

mixed text is seen in another study. Introducing a Bangla-
English code-mixed sentiment dataset and a statistics 
augmentation technique is the point of interest of a distinct 
examine. Addressing sentiment evaluation in imbalanced code-
mixed datasets is another thing explored. A method for 
correcting mistakes in Hindi-English code-blended social 
media content material is proposed in a single examine. Pre-
processing and deep learning models for Tamil-English code-
combined sentiment evaluation is offered in every study. A Co-
Attentive Multi-Undertaking Learning framework for Hindi-
English textual content know-how is advanced. That research 
makes a contribution insight into the complexities of code-
mixed text processing and suggests diverse methodologies to 
cope with those demanding situations, even though with 
capacity boundaries in generalizability and effectiveness. 

III. PROPOSED FEDERATED BI-LSTM MODEL FOR FEATURE 

EXTRACTION AND CLASSIFICATION IN CODE-MIXED TEXT 

PROCESSING 

The data collection system for SentMix-3L, a Bangla-
English-Hindi code-combined dataset, involves several steps. 
Firstly, a wide variety of text information is combined from 
computer programming, boards, and different online resources 
in which code-mixed conversations are regularly occurring. 
The collected data undergoes preliminary preprocessing to take 
away noise, consisting of inappropriate content material or 
reproduction entries. Subsequently, the textual content is 
tokenized to interrupt it down into words or tokens, considering 
the linguistic distinctions of all 3 languages involved. After 
tokenization, the sentences are labelled primarily based on 
language to ensure proper handling of code-mixed segments. 
This step is crucial for retaining the integrity of the code-mixed 
dataset and allowing accurate evaluation. Following sentence 
classification, the data is partitioned into suitable training, 
validation, and test sets for model improvement and 
assessment. The Federated Bi-LSTM Based Feature Extraction 
and Classification process then makes use of a decentralized 
method to model training, where Bi-LSTM architectures are 
deployed at multiple nodes, maintaining nearby data. The 
models are learned domestically through the use of federated 
learning techniques, changing version updates even 
maintaining data privateness. Model aggregation is done to mix 
the local models' parameters, creating an international version 
capable of extracting functions and classifying code-mixed text 
accurately. This methodology guarantees effective data 
preprocessing, language-aware tokenization, and decentralized 
model training for strong feature extraction and classification 
in code-mixed textual content processing. Fig. 1 provides the 
block illustration of the proposed federated Bi-LSTM model. 
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Fig. 1. Block illustration of the proposed federated Bi-LSTM model. 

A. Data Collection 

The data collection process for SentMix-3L, a Bangla-
English-Hindi code-combined dataset for sentiment evaluation. 
This dataset became especially intended to address the need for 
resources in code-blended sentiment evaluation throughout 
multiple languages to gather data, researchers employed 
various techniques to make sure variety and representativeness. 
This procedure involved significant manual looking and 
scraping strategies to acquire a variety of code-mixed textual 
content samples encompassing Bangla, English, and Hindi 
languages. The researchers collaborated with language experts 
and native speakers proficient in Bangla, English, and Hindi to 
verify the authenticity and accuracy of the gathered data. 
Stringent quality control measures had been implemented to 
filter out noise and inappropriate content, ensuring that the 
dataset comprised significant times appropriate for sentiment 
analysis duties. The very last dataset, consisting of 1,007 
instances, underwent thorough validation to confirm its 
suitability as a level for sentiment analysis inside the context of 
code-blended textual content processing across three 
languages. The data collection technique for SentMix-3L 
involved a mixture of manual curation, expert validation, and 
high-quality assurance techniques to create a treasured useful 
resource for advancing research in code-combined sentiment 
evaluation [25]. Table I gives the sample of SentMix-3L 
dataset. 

TABLE I. SAMPLE OF SENTMIX-3L DATASET 

 English Hindi Bangla Other All 

Standard 

Deviation 
2.94 5.81 8.39 9.70 19.19 

Average 5.96 15.03 31.91 35.98 88.87 

Types 1073 1474 8167 9092 19686 

Tokens 5998 1474 32133 36232 89494 

B. Data Pre-Processing using Tokenization and Sentence 

Classification 

Data pre-processing is an essential phase in improving and 
extracting relevant findings from the information. It removes 
shortcomings and discrepancies in data. Inaccuracies in data 
can lead to incorrect or incomplete data, affecting its precision. 
During the phase of preprocessing, execute these procedures: 

1) Tokenizing: To improve the quality of the data, 

unnecessary content, such as Hyperlinks and html text, is 

deleted utilizing regex-based pattern recognition after 

data acquisition. The sentences were tokenized into words 

using NLTK Tokenizer. The sentences with fewer than five 

phrases were eliminated due to their noise and lack of data. To 

implement the NLTK tokenizer for Bangla and Hindi, modify 

the result to adjust for differences in punctuation between 

English, Hindi, and Bangla. 

2) Sentence classification: The database is separated into 

three scripts: English-Hindi, English-Bangla, and English 

(monolingual). The sentences that are not written in English-
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Hindi or English-Bangla script will be removed in the initial 

phase. 
Sentence Classification Algorithm 
Input: Sentence 
Codes: 𝛼refers the English script,  𝛽 refers the English-Hindi 
script, 𝛾 refers the English-Bangla script 
Output:𝛼,𝛽, 𝛾 (sentence classification) 
Stage 1: Read the input 
Stage 2:Calculate the length of input 
Stage 3: Split the input into𝑣1, 𝑣2, …… . 𝑣𝑛 
Stage 4: Each terms refers  𝑣𝑖 = 1 to n 
              if 𝑣𝑖=English 
                Increase the value of count 
 else, Stop 
End for 

Stage5: if value of the count =words extracted from input 
𝛼, or𝛽, or  𝛾 
Stage 6: End 

The sentence classification system distinguishes between 
code-mixed (𝛽, 𝛾) and non-code-mixed (𝛼) phrases. The 
system receives phrases as input and divides them into words 
(𝑣1, 𝑣2, …… . 𝑣𝑛). The linguistic detector checks every single 
word in the sentence to determine if it is English or not. Code 
mixed phrases are those that include non-English terms. Using 
the sentence classification technique, 600 sentences were 
identified as (𝛼) and eliminated from the sample. 

C. Federated Bi-LSTM based Feature Extraction and 

Classification in Code-Mixed Text Processing 

Federated Bi-LSTM (Bidirectional Long Short-Term 
Memory) is a novel approach in code-mixed text processing 
that addresses the challenging situations modelled by using 
code-mixed textual content, in which multiple languages are 
mixed in the same sentence. This approach utilizes federated 
learning data of, a decentralized method to educate Bi-LSTM 
models on data chosen from exceptional sources without 
centralizing the data. The Bi-LSTM neural structure is 
employed for feature extraction from code-mixed textual 
content. Bi-LSTM networks are especially powerful in 
capturing long-range dependencies and contextual data in 
sequential information. By processing text bidirectionally, these 
networks can effectively capture the features present in code-
mixed language. The trained Bi-LSTM models are then used 
for classification on code-mixed textual content, along with 
language identification, and sentiment analysis. The federated 
learning framework assurances privacy and data security by 
means of allowing models to train locally on distributed data 
resources without sharing raw data. Fig. 2 shows the 
architecture diagram of Bi-LSTM. 

Federated learning is a decentralized learning approach that 
incorporates data from various sources using privacy-protected 
technology to generate a worldwide framework. During 
training of models, individuals are able to share necessary 
details regarding the model (variables, framework, range, etc.) 
using various methods (e.g., simple text, data encryption, 
sound), but local data used for training is not shared. The 
exchange of information protects local user data and reduces 

the risk of information leakage. Federated learning models can 
be distributed and implemented by multiple users [26]. The 
training procedure can be divided into three parts: 

Step 1- Initialization of Task: The central server sets the 
learning the desired level, variables, and output components, 
then sends a global model (𝑣𝑔

0) to the device. 

Step 2-Training and Update of the Training Model:The 
global framework 𝑣𝑔

𝑡  has been obtained from the server where 

it is stored, and 𝑡denotes the present learning process. The 
device 𝑖 learns the model's data on its own and modifies 

parameters such as 𝑣𝑖
𝑡 . The purpose of the training process is to 

discover the most suitable localized version by reducing the 

loss functions (𝑙(𝑣𝑖
𝑡) and uploading it to a server using the latest 

local version variable (𝑣𝑖
𝑎). It is given in Eq. (1). 

𝑣𝑖
𝑎 = 𝑎𝑟𝑔𝑣𝑖

𝑡  𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑙(𝑣𝑖
𝑡))  (1) 

Step 3-Accumulation and update of the Global Model: In 
Eq. (2), the server collects the parameters of the model from 
participating components, combines them as well upgrades the 
global model (𝑣𝑔

𝑡+1). 

𝑙(𝑣𝑖
𝑡) = 1

𝑛⁄ ∑ 𝑙(𝑣𝑖
𝑡)𝑛

𝑖=1   (2) 

 

Fig. 2. Architecture diagram of Bi-LSTM. 

The Bi-LSTM network captures features of input before and 
following processing. The present position of the Bi-LSTM 

secret layer is 𝑞𝑡. The forward-looking hidden layer state (ℎ𝑡
⃗⃗  ⃗) 

and the backwards hidden layer state (ℎ𝑡
⃖⃗ ⃗⃗ ) can both find 𝑡. 𝑡 is 

composed of two parts. The current state of the forward hidden 
layer. The currently active input𝑒𝑡 and the forward-looking 
hidden layer state are used to determine the value of 𝑡 + 1 at 

time ℎ𝑡−1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  . The backwards layers that are hidden values include. 

The present input and backwards hidden layer state (ℎ𝑡+1
⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗) 

determine 𝑡 at time 𝑡 + 1. The computation method is as 
follows:𝑣𝑖 = (1,2,3, …… .6) represents the amount of weight 
transferred from a single layer of cells to subsequent. It is given 
in Eq. (3), (4) and (5). 

ℎ𝑡
⃗⃗  ⃗ = 𝑓(𝑣1𝑒𝑡 + 𝑣2ℎ𝑡−1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )  (3) 

ℎ𝑡
⃖⃗ ⃗⃗ = 𝑓(𝑣3𝑒𝑡 + 𝑣5ℎ𝑡+1

⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗)  (4) 

𝑞𝑡 = 𝑔(𝑣4ℎ𝑡
⃗⃗  ⃗ + 𝑣6ℎ𝑡

⃖⃗ ⃗⃗ )  (5) 
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Fig. 3. Federated Bi-LSTM framework. 

Federated Bi-LSTM in Code-Mixed Text Processing 
involves many steps. First, code-mixed textual content from 
numerous resources is collected and pre-processed to ensure 
consistency. Then, a federated learning framework is 
recognized, wherein multiple nodes preserve their information 
regionally to ensure privateness. Each node trains a Bi-LSTM 
neural network regionally to extract features from the code-
mixed textual content. The models are trained in the usage of 
approaches to replace parameters. After local training, model 
updates are aggregated using federated averaging to create a 
global model. This global model is then evaluated on a separate 
validation to assess its overall performance in classification 
tasks. The technique can be iterated to refine the models in 
addition, incorporating feedback and updates from the 
federated learning knowledge of the framework. This method 
ensures accurate classification at the same time as keeping data 
privacy and security across disbursed data sources. Fig. 3 shows 
the framework for federated Bi-LSTM Model in code-mixed 
text processing. 

IV. RESULTS AND DISCUSSION 

This study enables the automatic extraction of relevant 
features from code-mixed textual content, permitting better 
understanding and analysis of programming concepts conveyed 
in mixed-language contexts. Through strategies along with 
federated Bi-LSTM, effectively capture the difficult relations 
between different programming languages and human 
languages. General outcomes imply that those machine learning 
strategies can appropriately identify and extract code snippets, 
programming key phrases, and syntactic structures embedded 
within code-mixed textual content. They contribute to 
enhancing the learning enjoy by students by offering automated 
support in understanding multilingual programming 
environments, selling inclusivity, and catering to diverse 
linguistic backgrounds. However, challenges remain in 
adapting these strategies to precise programming languages, 
managing with versions in code-mixed textual content 
structures, and making sure of robustness across special 
academic contexts. 

A. Training and Testing Accuracy 

Fig. 4 presents the training and testing accuracy of a 
federated Bi-LSTM of version at specific epochs for the 
duration of the training manner. Each row corresponds to a 
selected epoch, indicating the wide variety of iterations through 
the training dataset. The training accuracy measures the model's 
performance at the data it changed into educated on, while the 
testing accuracy evaluates its overall performance on unseen 
statistics, providing an estimate of how properly the model 
generalizes to new times. Because the training progresses, both 
training and testing accuracies may additionally begin rather 
low. This is expected because the version learns to become 
aware of styles and relationships within the data. As training 
continues, the model's overall performance typically improves, 
pondered in increasing accuracy positions for each training and 
testing datasets. The fluctuations in accuracy ratings among 
epochs may also imply versions inside the model's potential to 
generalize. The conjunction of training and testing accuracies 
closer to better values to later epochs, suggests that the variety 
is becoming more robust and effective in both studying from 
and generalizing to new data, resulting in progressed universal 
overall performance. 

 

Fig. 4. Training and validation accuracy of federated Bi-LSTM. 

B. Training and Testing Loss 

Fig. 5 illustrates the training and testing values at various 
epochs all through the training process of a system mastering 
version. Loss, in this context, refers to a measurement of the 
type's predictions align with the real goal values. Lower loss 
values indicate higher alignment and, consequently, higher 
model overall performance. At some point in the early epochs, 
both training and testing loss values may additionally start 
incredibly high. This is expected because the version's 
parameters are initialized randomly, and it has no longer learned 
to appropriately expect the goal values. As training progresses, 
the version adjusts its parameters via optimization techniques 
like gradient descent to limit the loss characteristic. Throughout 
the training manner, the system's performance typically 
improves, leading to reducing loss values for each the training 
and testing datasets. Lower training loss suggests that the 
version is effectively from the learning data, even as lower 
trying out loss suggests that the model is generalizing nicely to 
unseen data. 
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Fig. 5. Training and validation loss of federated Bi-LSTM. 

C. Evaluation of Performance 

Table II and Fig. 6 offer the performance metrics, inclusive 
of accuracy, precision, recall, and F1 score, for distinct device 
machine learning strategies: Support Vector Machine (SVM), 
Multi-Layer Perceptron (MLP), Random Forest (RF), and the 
Proposed Federated Bi-LSTM model. Accuracy measures the 
overall correctness of the model's predictions, at the same time 
as precision displays the proportion of efficaciously expected 
fine instances among all instances predicted as positive. Recall 

suggests the percentage of successfully expected high-quality 
instances amongst all real superb times, even as the F1 score is 
the harmonic mean of precision and don't forget, providing a 
balanced degree of a model's performance. Comparatively, the 
proposed Federated Bi-LSTM version outperforms the 
traditional machine learning methods, reaching considerably 
better accuracy, precision, remember, and F1 rating. This 
demonstrates the effectiveness of leveraging Bi-LSTM 
networks within a federated getting to know framework for 
code-combined textual content category duties. The advanced 
performance of the Federated Bi-LSTM model underscores its 
potential for appropriately classifying code-mixed text 
processing retaining data privacy and protection throughout 
distributed data sources. 

TABLE II. COMPARISON OF PERFORMANCE METRICS 

Methods 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

SVM[27] 76.98 74.98 73.61 74.05 

MLP[27] 80.22 78.08 78.8 78.31 

RF[27] 77.65 75.81 75.81 75.67 

Proposed 

Federated 

Bi-LSTM 

99.3 99 98.9 99.5 

 

Fig. 6. Comparison of performance metrics. 
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D. Error Metrics Comparison 

Table III and Fig. 7 offers the Root Mean Squared Error 
(RMSE) and Mean Absolute Error (MAE) metrics for both 
Support Vector Machine (SVM) and the proposed Federated Bi-
LSTM model, these metrics are generally used to assess the 
performance of regression models by measuring the distinction 
among anticipated and real values. Comparing the two models, 
the Federated Bi-LSTM version demonstrates appreciably 
lower RMSE and MAE values as compared to SVM. This 
shows that the Federated Bi-LSTM model provides greater 
correct predictions with smaller errors. The superior overall 
performance of the Federated Bi-LSTM model shows its 
effectiveness in capturing complicated styles and relationships 
in the records, in particular within the context of code-mixed 
text processing. The decrease errors values show the assistance 
of the Federated Bi-LSTM model signify its capability to 
enhance predictive accuracy and improve effects in regression 
responsibilities, showcasing its suitability for numerous 
packages wherein particular predictions are essential. 

TABLE III. COMPARISON OF ERROR METRICS 

Metrics SVM[28] 
Proposed Federated 

Bi-LSTM 

RMSE 0.2971 0.14 

MAE 0.2304 0.076 

 

Fig. 7. Comparison of error metrics. 

E. Discussion 

The results of the evaluation between Support Vector 
Machine and the proposed Federated Bi-LSTM version, as 
indicated by Root Mean Squared Error (RMSE) and Mean 
Absolute Error (MAE) metrics, highlight the superiority of the 
Federated Bi-LSTM model in regression requirements. With an 
extensively lower RMSE and MAE, the Federated Bi-LSTM 
model demonstrates its capacity to offer more accurate 
predictions with smaller errors compared to SVM [27]. This 
suggests that the Federated Bi-LSTM model is skilful at 
capturing the intricate patterns and relationships inside the data, 
in particular in complicated contexts which includes code-
mixed textual content processing. The decrease error values 
done by the Federated Bi-LSTM version represent its capability 
to establish predictive accuracy and reliability, underscoring its 

suitability for regression obligations throughout various 
domain names. 

The rate of overall performance among SVM and the 
proposed Federated Bi-LSTM version underscores the 
importance of leveraging advanced deep learning architectures, 
particularly in situations concerning complicated data 
structures like code-mixed text. The Federated Bi-LSTM 
model's advanced potential to capture patterns and 
dependencies in the facts is vital for attaining more accurate and 
reliable regression predictions. This suggests that the adoption 
of modern deep learning techniques, blended with federated 
learning frameworks, can notably enhance the effectiveness of 
regression models, paving the manner for advanced results in 
various applications in which unique predictions are crucial. 

V. CONCLUSION AND FUTURE WORK 

The development of the SentMix-3L dataset and 
implementation of the Federated Bi-LSTM model are some of 
the huge strides toward conducting code-mixed text processing 
and sentiment analysis using multiple languages. With careful 
methods in collecting data and robust pre-processing methods 
used, SentMix-3L itself builds a useful tool for any researcher 
trying to find sentiment evaluation in code-blended text. The 
Federated Bi-LSTM model with the use of federated learning 
principles in Bi-LSTM neural networks gives better 
performance in accurate feature extraction and classification of 
code-mixed texts keeping the data private and secure. The 
results of such research and the potential use of machine 
learning techniques, in general, help learn through federated 
learning with Bi-LSTM models for applications in the task of 
solving complex linguistic phenomena and a better 
understanding of different multilingual contexts. However, 
utilizing these techniques now effectively across specific 
programming languages and generalizing robustness across the 
diversity of educational settings presents its challenges. For 
instance, integration into specific programming languages with 
unique syntaxes often presents a challenge to the system, such 
as in cases of real-time processing, something that is required 
of JavaScript for web development or Python for data science. 
At the same time, the effectiveness of the model could depend 
on the kind of different educational settings characterized by 
levels of digital infrastructure and language proficiency 
differences of students. 

Work in the future on this model would aim to work in a 
better and fine-tuned way for some specific languages and to 
handle the variations in code-mixed structures of the text. On 
the other hand, enlarging data to add more diversity in examples 
of language and real-life utilization could enhance the 
applicability and reliability of the model. Moreover, the error 
metrics of the proposed model and that of traditional models, 
for instance in Support Vector Machine, compare very well, 
further asserting the supremacy of this approach. Hence, lower 
error values for the Federated Bi-LSTM model are generally 
indicative of their potential to improve the predictive accuracy 
and possibly refine the outcome of various applications that 
heavily rely on very accurate predictions. For instance, this 
model could be especially useful when analysing interactions 
on social media sites, with real-time and accurate sentiment 
analysis being crucial for cases in point, or in educational tools 
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designed to support bilingual students. The union of innovative 
data-collection strategies with advanced machine learning 
techniques and rigorous evaluation methodologies paves the 
way for new lines of research on the processing of code-mixed 
text and sentiment analysis. These changes will impact 
drastically in making language learning more efficient, 
inclusive, and relevant for educational and real-life contexts 
across diverse linguistic backgrounds. 
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Abstract—In an era marked by a proliferation of online 

reviews across various domains, navigating the extensive and 

diverse range of opinions can be challenging. Sentiment analysis 

aims to extract and interpret sentiments from these vast pools of 

data using computational linguistics and information retrieval 

techniques. This study focuses on employing deep learning 

methods such as Deep Belief Networks (DBN) and Gated 

Recurrent Units (GRU) to classify reviews into positive and 

negative sentiments, addressing the issue of information overload 

in Product Reviews. The primary objective is to develop an 

efficient sentiment analysis system that reliably categorizes 

reviews as positive or negative. The study introduces a novel 

sentiment analysis framework combining Deep Belief Networks 

and Gated Recurrent Units for online product review 

classification, enhancing accuracy through advanced feature 

extraction and classification techniques. The comprehensive 

preparation pipeline—comprising data splitting, stemming, stop 

word removal and special character separation—enhances 

dataset refinement for improved classification accuracy. The 

proposed framework consists of four main phases: pre-

processing, feature extraction, classification, and evaluation. 

During the preparation phase, the dataset is meticulously cleaned 

and refined to reduce noise and enhance signal quality. 

Significant features are then extracted from the pre-processed 

data using advanced feature extraction algorithms. The DBN-

GRU model leverages these features for sentiment classification, 

effectively distinguishing between positive and negative attitudes. 

The framework’s performance is subsequently evaluated to 

assess its efficacy in accurately classifying reviews. The 

combination of in-depth pre-processing procedures and the 

DBN-GRU technique yielded promising results in sentiment 

categorization. The framework demonstrated a high accuracy of 

98.74% in differentiating between positive and negative 

sentiments, thereby facilitating the effective analysis of online 

reviews. This study presents a robust framework for sentiment 

analysis, utilizing the DBN-GRU method to classify online 

reviews. Through extensive preprocessing and advanced 

classification techniques, the system addresses the challenges of 

noise and information overload in online reviews, providing 

valuable insights for both consumers and businesses. 

Keywords—Sentimental analysis; product review; deep 

learning; DBN-GRU 

I. INTRODUCTION 

The modern human lifestyle includes online buying daily. 
There are several e-commerce platforms available in the IT 
industry to accommodate customer expectations. Customers 
may update the product review for the purchases on any e-
commerce site. Nowadays, every e-commerce customer has the 
privilege of reading product reviews on various buying 
websites [1]. These are typically referred to as product ratings. 
A range of ratings from 1 to 5 is that entire product ratings are, 
after all. A higher grade indicates a higher level of product 
quality. In addition to evaluating the goods, customers may 
provide their opinions. Feeling, experience, and sentiment are 
the three key components of any user review [2]. These 
variables differ from person to person. Any consumer who 
wants to comprehend the review must spend some time on 
several websites before buying a certain product. Many 
customers will become disinterested in purchasing the 
products. Recent advancements in social media sites have 
provided companies and organizations with the opportunity to 
receive assessments from their customers and through the use 
of consumer comments [3]. These articles are published online 
through social media and websites and may be in the form of 
text, voice, video, or a combination of all three. Specifically, 
social networking text data is described by short, semi-
structured, unorganized sentences that are frequently filled with 
ordinary language. As a result, sentimental analysis and vectors 
models for this text data are difficult to generate and take a lot 
of effort [4]. 

Sentiment analysis is the management of emotions, 
opinions, and subjectively communication. Sentiment analysis, 
which looks at a number of tweets and comments, gives the 
knowledge about what the general population thinks. It is an 
accurate way to forecast a number of significant events, such as 
the popularity of film at the blockbusters and presidential race 
[5]. The evaluation of a particular entity, such as a person, a 
product, or a location, is done using public reviews, which can 
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be obtained on numerous websites like Yelp and Amazon. The 
perspectives might be categorised as good, positive, or 
moderate. Sentiment analysis aims to identify individual the 
evaluative tone of main outcomes [6]. The desire for sentiment 
classification has grown as a result of the growing requirement 
to analyse and organise the complex data that results from 
social establishment's secret information. 

By utilising polarities and combinations, sentiments 
encompass a wide range of highlighted values, including tri-
grams and bi-grams. As a result, using training methods for 
different Support vector machine (SVM), sentiments are 
assessed as both positive and negative components  [7]. Neural 
Networks (NN) are employed in sentiment analysis to 
determine the belongingness of labels. Extracted data at the 
consideration of the potential is aided by the contextual 
connections between a number of edges and vertices of an 
interconnected network run by Bayesian networks. By using 
the best possible terms and phrases on social media platforms, 
learning and data integrity can be attained. The construction of 
the data's negative and positive properties at the word system 
level uses data tokenization. In order to increase the precision 
of social media data, methods are being used to minimise 
sentiment classification errors [8]. 

The procedure of recognising and categorising the 
viewpoints or opinions represented in a text span utilizing 
retrieval of information and computational linguistics is known 
as opinion mining (also known as sentiment analysis) [9]. 
Instead of the issue itself, the viewpoint that is voiced about it 
is given weight. In our information-seeking behaviour before 
making a decision, opinion is crucial [10]. Personal blogs and 
online review platforms make it easier to obtain opinions on 
goods or services utilising information technology. By 
identifying characteristics and elements of the item that have 
been remarked on in each document, the primary goal of 
opinion mining is to ascertain the polarity of comments [11]. 

Sentiment analysis is a method for identifying and 
understanding the sentiments expressed in text. Thanks to the 
data surge in social media platforms like Twitter, and 
LinkedIn, individuals now have potential approaches to 
express their thoughts on particular goods, persons, and regions 
[12]. The individual's feedback is often displayed as textual 
information. Each day, social media sites and online businesses 
send and receive millions of texts and emails. Investigating and 
analysing the tone of the opinion is crucial. Textual data and 
NLP with AI skills are used to determine whether an opinion is 
positive, negative, or neutral. Opinion mining and emotion 
research are autonomous of any one network or industry [13]. 
It is pervasive on all kinds of social media and in a variety of 
fields, including management, health insurance, finance, and 
many more. Additionally, it is quite beneficial for the growth 
of numerous organizations and companies. Furthermore, 
sentiment analysis provides business knowledge that can be 
used to decide wisely and effectively [14]. Despite the fact that 
they each possess their own distinctive qualities, they can 
sometimes be used indiscriminately. Sentiment categorization 
shows the sentiment polarity by assigning classifiers to the 
content or fragment. Sentiment perspective is a sort of text 
summarization that arranges text data in accordance with the 
consciousness – of thoughts. Sentiment orientation refers to the 

subjective polarity of an opinion, regardless of whether it is 
correct or incorrect. The subjectively or objectively nature of 
the presented text or review data must be distinguished using 
the subjective analysis approach. 

Lexicon-based approaches and machine learning 
techniques like Deep Learning can be used to classify 
sentiment. Lists of words and phrases having positive and 
negative meanings are often the foundation of the lexicon-
based sentiment analysis technique. For this strategy, a 
dictionary of words with assigned negative and positive 
emotion values is necessary. These approaches are 
straightforward, adaptable, and computationally effective. 
They are therefore mostly employed to address generic 
sentiment analysis issues. However, lexicon-based approaches 
in human-labelled texts rely on human effort and can have 
limited coverage. They also rely on discovering the sentiment 
lexicon that is used to analyses the text. The key contributions 
of this study can be summarized as follows: 

 The DBN-GRU model outperforms other models like 
DBN, GRU, and LSTM, ensuring reliable sentiment 
analysis and a better understanding of customer 
feedback for businesses. 

 The study implements a comprehensive data 
preprocessing pipeline that includes data splitting, 
stopword removal, stemming, and special character 
isolation. This thorough approach significantly 
enhances data quality, reducing noise and improving 
classification accuracy. 

 The proposed DBN-GRU model achieves an 
outstanding accuracy in classifying sentiments from 
product reviews, outperforming traditional models such 
as DBN, GRU, and LSTM. This high level of accuracy 
demonstrates the model's robustness and reliability in 
sentiment classification tasks. 

 Utilizing a large dataset of 70,000 product reviews 
from Amazon, spanning categories like electronics, 
mobile phones, and instruments, the study validates the 
model's effectiveness across different domains. This 
broad application highlights the model's versatility and 
scalability. 

 The data pre-processing process, including splitting, 
stemming, stop word removal, and special character 
separation, enhances dataset refinement, improves 
feature extraction, and reduces noise for accurate real-
time sentiment classification. 

 The deep belief network component of the model 
facilitates superior feature extraction, capturing 
intricate patterns and sentiments in the data, which are 
crucial for accurate sentiment classification. 

 The study evaluates the model's performance using a 
wide range of metrics, including accuracy, precision, 
recall, F-measure, specificity, and sensitivity. This 
thorough evaluation provides a holistic view of the 
model's effectiveness and reliability. 
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 The novelty of this work lies in the innovative 
integration of DBN and GRU models, leveraging their 
complementary strengths to enhance sentiment analysis 
accuracy and efficiency. Unlike traditional methods, 
the hybrid approach combines deep feature extraction 
with the ability to handle sequential data, providing a 
more nuanced and robust sentiment analysis. 

The remainder of this paper is structured as follows: The 
literature review is addressed in Section II. Section III provides 
a brief explanation of the suggested method. With the aid of 
graphs and tables, Section IV illustrates the outcome of the 
suggested strategy. In Section V, the research is finished. 

II. RELATED WORK 

Li Yang et al. [15] proposed a Sentiment Analysis for 
Chinese e-Commerce Reviews relying on Sentiment Words 
and Learning Techniques.  People may now purchase and use 
things online more frequently than ever before thanks to the 
remarkable technological breakthroughs in Internet technology. 
Mood analysis of a large number of customer reviews on e-
commerce sites can effectively boost customer pleasure. The 
article indicates a novel attention-based Bidirectional Gated 
Recurrent Unit Neural Network and Convolution neural 
sentiment classification method dubbed SLCABG. It focuses 
on a language of emotions. By fusing the advantages of 
sentiment words with DL technology, the SLCABG approach 
tackles the drawbacks of the present sentiment analytical 
technique of brand assessments. The SLCABG system 
combines the advantages of sentiment words and 
DL techniques. The sentiment vocabulary is used to first 
enhance the sentiment features in the reviews. As a result, Cns 
and GRU networks are used to identify the main attitude 
features and contextual features from the reviews, and the 
functional form is then used to assess them. Sort the qualities 
that feeling judges into categories. The article cleans and scans 
the authentic book evaluation of the well-known Chinese e-
commerce site dangdang.com, which is totally in Chinese, for 
testing and training purposes. The data is beneficial for various 
applications in the field of Chinese attitude research because it 
has a level of one million orders of magnitude. The empirical 
findings indicate that the technique may greatly increase the 
efficiency of sentiment analysis of text. However, the industry 
research suggested the technique could only divide attitudes 
into positive and negative categories, rendering it useless for 
situations where there is a limited supply of attitude 
clarifications. 

Using DNN and weighted word embeddings, Aytug Onan 
presented a sentiment analysis of customer evaluations [16].  
One of the main goals of processing usual language is 
sentiment analysis, which involves extracting sentiments, 
ideas, views, or judgments about a certain issue. The internet is 
an unorganized, comprehensive information resource with a 
wide variety of paper communication, including evaluations 
and viewpoints. Private decision-makers, Government, and 
commercial groups may all benefit from understanding 
emotion. Researchers offer a DL-based method for sentiment 
analysis of invention evaluations from Twitter in this article. 
The suggested scheme incorporates Long Short-Term Memory 
Networks (LSTM)- Convolutional neural networks (CNN) 

architectures and IDF-TF weighted Gloves word embeddings.  
Five phases make up the LSTM-CNN architecture: a dense 
layer, a weighted embedding layer, an LSTM layer, a max-
pooling layer, and a convolution layer. In the exploratory 
study, numerous word embedding techniques with various 
weighting function have indeed been compared to traditional 
deep neural network designs to see how well they predict the 
outcome. According on the empirical findings, the suggested 
deep learning framework operates better than the traditional 
deep learning techniques. However, Document length might be 
a limitation, and therefore no one method will necessarily 
produce the best prediction results including all different kinds 
of text categorization problems. 

Text Review Sentiment Analysis Using Lexicon-Enhanced 
James Mutinda et al. [17] suggested using a CNN using the 
Bert Integration Scheme. Within the discipline of naturally 
occurring language processing, the study of attitude has gained 
importance. The technique can be applied in a variety of 
settings, such as politics, economics, and online review 
systems for businesses. To be effective, sentiment analysis 
involves trustworthy text summarization techniques that can 
convert words into precise vectors that accurately represent the 
text information. ML -based techniques and lexicon-based 
methods are two types into which text reconstruction 
techniques can be classified. According to studies, both 
methods have drawbacks. For illustration, pre-trained word 
embeddings produce vectors by neglecting additional factors 
like word sentiment orientation and instead focusing on word 
distance, commonalities, and appearances. The study 
introduces a sentiment categorization method that combines a 
CNN, N-grams, sentiment lexicon, and BERT, in an effort to 
overcome such restrictions. Words chosen from a portion of 
the input sentence are vectorized in the system using N-
grams, sentiment lexicon, and BERT.  CNN is a deep neural 
system classifier that maps features and assigns a sentiment 
category as an output. Three open datasets are used to assess 
the suggested approach. The model’s performance measures 
include F-measure accuracy and precision. According to the 
test findings, the suggested method performs more effectively 
than the currently available state-of-the-art approaches.  The 
article has certain restrictions. Only the convolutional neural 
network was employed in the constructed method. 

Zhengjie Gao et al. [18] suggested Target-Dependent 
Sentiment Classification With BERT.  Sentiment examination 
is one of the frequently used applications of machine-assisted 
textual analysis, which has been rapidly developing alongside 
online technology. Conventional sentiment analysis techniques 
call for intricate feature engineering, and embedded 
interpretations have largely dominated leader boards. 
Nevertheless, because of their context-independence, they have 
limited representational strength in rich context, which 
negatively affects how well they do Natural Language 
Processing activities.  The current standard for character 
recognition is BERT, which outperforms previous pre-trained 
language models in 11 Natural language processing tasks by a 
significant margin. BERT has been used less frequently for 
sentiment categorization at the relation to the issue since it is a 
particularly difficult assignment.  With outputs located at target 
words and an additional phrase with the objective built in, 
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researchers develop three target-dependent versions of the 
BERT base paradigm. Studies on three types of data 
demonstrate that, in contrast to conventional features 
engineering techniques, embedding-based approaches, and 
older BERT implementations, the TD-BERT approach 
provides different state-of-the-art efficiency. The investigations 
aim to determine if context-aware representations of BERT 
may produce a comparable performance gain in aspect-based 
sentiment analysis given its effective delivery throughout many 
NLP applications.  It's fascinating to see that merging it with 
advanced NN that traditionally conducted superbly with 
integrated caricatures did not always enhance efficiency above 
that of the basic BERT-FC version. On the contrary side, 
inclusion of the goal information demonstrates steady 
improvement in accuracy, and the experiment reveals the best 
strategy to use that knowledge. Yet, the classification 
performance of neutral situations is substantially lower than 
that of instances with a distinct polarity, and it is much more 
difficult to handle cases with mixed emotion polarities relating 
to the same target or various features. 

The Sentiment Analysis of Explanations Texts Based on 
BiLSTM was developed by Guixian Xu [19].  A substantial 
amount of comments text is created on the Web as a result of 
the quick growth of social networks and online technologies. In 
the age of big data, it is beneficial to use AI technologies to 
mine the emotional tendencies of feedback in order to quickly 
comprehend online public sentiment. Artificial intelligence 
includes sentiment analysis technologies, and its study is 
particularly important for determining the sentiment trends of 
the comments.  The basis of sentiment classification is the text 
summarization issue, and different words each participate to 
classification in a different way. The majority of the most 
current sentiment classification experiments use generalised 
phrase models. However, generalised sentence reconstructions 
only include the semantic aspects of the phrase and overlook 
its emotive significance. The work suggests an improved TF-
IDF method that incorporates attitude data into language 
modeling to construct weighted word vectors. In order to 
effectively incorporate essential data and enhance the 
representation of the comments matrix, the filled expressions 
are input into BiLSTM. The sentiment tendency of the remarks 
is used by the feed-forward NN classifier to establish its 
categorization. In the same conditions, the proposed sentiment 
analysis strategy is compared to the sentiment analytical 
methods of NB, convolution neural network, recurrent neural 
networks, and Long short-term memory. The findings of the 
experiment demonstrate that the precision, F1 score, and recall, 
of the suggested sentiment analysis approach are greater. The 
technique has been proven to be successful with highly 
accurate remarks.  Nevertheless, the BiLSTM-based sentiment 
analysis technique for comments takes a while to train. 

Amlan chakrabarti and Paramita Ray made a suggestion 
utilizing a combination of rule-based and Deep Learning (DL) 
techniques; aspect-level sentiment analysis is improved [20].  
The communication problems have drastically evolved as a 
consequence of social networking sites. Material from various 
social media platforms may be effectively used to analyse user 
opinions. Therefore, the creation of a platform that can assess 
consumer perceptions of their goods and services using social 

media would be advantageous to the companies and add value 
to their operations. DL has gained a lot of traction in the 
previous few years in fields like speech recognition and picture 
categorization.  Nevertheless, there is little study on the 
application of deep learning to sentiment analysis. It has been 
noted that the current machine learning techniques for 
sentiment analysis can fail to capture certain underlying 
elements and may not be particularly helpful. As a result, 
researchers suggest a deep learning method for extracting 
aspects from texts and analysing user sentiment in relation to 
those aspects.  Every component of the controversial 
statements is tagged using a seven layer deep convolutional 
neural network. Researchers have combined the DL technique 
with a variety of regulation methods to increase the efficacy of 
the feature extraction method and the emotional parameter 
selection. By employing a present collection of aspects 
classifications and the clustering approach, they also attempted 
to enhance the current rule-based strategy to feature 
extraction.  Researchers then compared the suggested 
technique to some of the most advanced systems.  The 
accuracy obtained from the suggested approach is higher than 
that of the most modern techniques but the technique only uses 
a limited number of datasets. 

Feiran Huang developed direct memory access (DMA) 
fusion for image-text sentiment analysis.   Sentiment 
analyzing of social media data sets is essential for 
understanding public perceptions, positions, and opinions 
about a specific event. This technique has various uses, 
including the forecasting of elections and the appraisal of 
products. The evaluation of multimodal social media 
information has received less attention than the study of a 
single modality. The majority of the multimodal sentiment 
analysis techniques now in use only integrate several data 
modalities, which yields unsatisfactory sentiment 
categorization effectiveness.  In the study, researchers 
introduce a new image-text sentiment analysis model called 
DMA Fusion to take use of the racist and discriminatory 
characteristics and intrinsic connection between semantic 
and visual content with combined fusion architecture. Two 
distinct unimodal attention approaches are suggested to 
develop efficient emotion classifier for the textual and visual 
modalities, respectively. These models are particularly 
intended to automatically concentrate on exclusionary areas 
and crucial phrases that are most connected to the sentiment.  
In order to take use of the individual’s interaction between 
textual and visual signals for joint sentiment classification, an 
intermediary fusion-based multimodal attention approach is 
then developed. The 3 attention categories are then combined 
for sentiment predictions using a delayed fusion approach. 
Manually labelled and weakly labelled datasets are used to 
illustrate the success of the technique in several tests.  
However, the accuracy of the model is not greater when 
compared to the other techniques [21]. 

III. METHODOLOGY 

The deep learning techniques provided here serve as the 
foundation for the proposed approach for forecasting the 
review-related emotions. Dataset collection, data pre-
processing, feature extraction and classification using the 
DBN-GRU model, evaluation metrics, and result analysis are 
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the steps of the proposed system. The proposed methodology's 
framework, which was applied in the current investigation, is 
exposed in Fig. 1. 

A. Data Collection 

A dataset created from public datasets was used in the tests 
to gauge the effectiveness of the suggested strategy. Since 
Amazon is one of biggest e-commerce sites, a huge number of 
reviews may be found there. We made use of data from 
Amazon called item data. Here three categories from Amazon's 
product reviews that collectively chosen which contain about 
70000 product reviews: electrical reviews, mobile phone and 
accessory evaluations, and instrument reviews. Whereas 5000 
evaluations are for instruments, 29000 are for technology, and 
36,000 are for cell devices. 

B. Data Pre-Processing 

The process of preparing and cleaning the texts for 
categorization is known as pre-processing the data. The 
wording of product reviews typically contains a significant 
amount of noise and non - informative sections. It is frequently 
noted that the information collected by scraping might not be 
suitable for inclusion in an algorithm. The data that was 
scraped might contain misspelt words or other information that 
wouldn't be helpful to the algorithm. Contrarily, the bulk of the 
message's sentences have very little bearing on the narrative's 
total perceived. By keeping such phrases, the issue becomes 
more complex to categorize because each phrase in the texts is 
treated as a one-dimensional construct. The idea behind having 
the data properly which was before is that doing so should 
improve classification performance and speed up data 
classification, allowing for real-time sentiment classification. 
The several stages of the procedure include stem, dividing, 
deleting stop-word, and isolating special characters are shown 
in the Fig. 2. 

Collected

Datasets

Preprocessing

1. Splitting

2. Stopword Removal

3. Stemming

4.Segregating special 

characters

Feature extraction

and

Classification

DBN-GRU

Performance

metrices

Accuracy Precision Recall F1 score
 

Fig. 1. Proposed model. 

 

Fig. 2. Stages of Pre-processing. 
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1) Splitting: Dividing refers to the division of data into 

two or even more divisions.  Evaluating the information in one 

portion of a two different split and training the algorithms in 

the second part of the divide are common practises. This 

method ensures the development of data structures and the 

activities that rely on data structures. To do this, splitting 

estimates a series of conditional probabilities, the sum of 

which is the desired outcome. 

2) Stopword removal: Stop words should be eliminated to 

expand the enactment of the feature selection algorithm since 

they are frequently used and high frequency terms. The feature 

extraction approaches may quickly identify the remaining 

important words in the review corpus after the stop words 

removal method decreases the dimension of the data sets. 

High frequency stopwords include "of," "a," "she," "it," "the," 

"I," "he," "at," "and," and "about," among others. These words 

are typically referred to as "functional words" because they 

don't convey any sentimental content. In this experiment, we 

eliminate stop words to shrink the file index without affecting 

the accuracy of the user. 

3) Stemming: Stemming is an important element in the 

pre-processing phase of extracting features. Each of the text's 

words is transformed into their stem or root form throughout 

this procedure. Stemming is a quick and easy method that 

simplifies the feature extraction process. The fundamental 

stemming procedure converts the words "automatic," 

"automate," and "automation" into the stem "automat." The 

prominent English language stemming algorithm is Porter's 

stemmer. The fundamental stemming procedure can change 

the words in the manner described in Table I in the following 

manner. 

TABLE I. STEMMING 

List of words Stem form 

Playing, Plays, Played,  Play 

Argues, Argue, arguing, argued,  argu 

4) Segregating special character: In general, special 

characters like the hyphen (-) and the slash (/) are separated 

since they don't provide any value. According to the use case, 

characters are eliminated. Usually, we eliminate the $ or any 

other currency sign if we are carrying out a task in which the 

currency is irrelevant (such as sentiment analysis). 

C. Feature Extraction and Classification 

The relevant features are extracted and classified using 
DBN-GRU mechanism. The proposed method, DBN-GRU 
approach of emotion recognition, reconstructs the positive and 
negative comments to relieve the emotions from the product 
review data to generate product recommendation which not 
only intervenes in the emotional direction of subjects in a 
targeted way, but also recommends the product based on their 
reviews. 

1) Deep belief networks (DBN): The deep belief network 

is a neural system composed of many 

Restricted Boltzmann Machine layers, in which the outputs of 

one RBM serves as the inputs for the next, and the hidden 

layer of the preceding Restricted Boltzmann Machine serves 

as its visible layer. The present layer's RBM may only be 

trained throughout the training procedure after the final layer's 

RBM has been fully trained. It may be viewed as a 

discriminating model as well as produces better results. 

Unsupervised learning's goal is to minimise the dimensionality 

of characteristics while maintaining as many of the initial 

characteristics' properties as feasible. Its goal is to minimise 

the categorization error rate from the standpoint of supervised 

learning. The method of extracting features, or how to achieve 

a more accurate feature expression, is the core of the DBN 

algorithm regardless of whether unsupervised learning or 

supervised learning is being used.  Fig. 3 depicts the unique 

DBN network topology. 

 

Fig. 3. DBN network structure. 

2) Gated recurrent unit (GRU): In recurrent neural 

networks, the GRU model was most commonly employed to 

address the gradient vanishing problem (RNN). GRU contains 

three major gates and an inner cell state, making it more 

efficient than LSTM. Within the GRU, the data is held in a 

safe location. The reset gate just provides prior knowledge, 

but the update gate provides both previous and future 

information. The current memory gate utilizes the reset gate to 

maintain and save the necessary data from the system's 

previous state. The inputs modulation gate concurrently gives 

the input zero-mean qualities and permits the insertion of 

nonlinearity.  The following Eq. (1) and Eq. (2) are the 

definitions of the fundamental GRU of rest and updated gates' 

mathematical formulation: 

𝑈𝑡 =  𝜎 ( 𝑋𝑡 . 𝑍𝑥𝑢 +  𝐹𝑡−1. 𝑍ℎ𝑢 + 𝑑𝑢)    (1) 

𝑉𝑡 =  𝜎 ( 𝑋𝑡 . 𝑍𝑥𝑣 +  𝐹𝑡−1. 𝑍ℎ𝑣 +  𝑑𝑣)    (2) 

where 𝑍𝑥𝑢 and 𝑍𝑥𝑣 present weight parameters, while the 𝑑𝑣 
, 𝑑𝑢are biased.  Fig. 4 represents the fundamental design of the 
GRU model. 
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Fig. 4. The fundamental design of the GRU model. 

IV. RESULTS AND DISCUSSION 

The findings of numerous tests are presented to evaluate the 
effectiveness of the classifier in this section. Based on 
accuracy, we evaluate the classifier on each of the feature 
metrics produced by every information extraction and compare 
the findings to the performance obtained by executing the 
classifier on unprocessed data. Utilizing the product review 
datasets, the sentimental analysis is done. The datasets undergo 
the pre-processing stage and then the pre-processed data is 
used for the feature extraction and classification. The feature 
extraction and classification are carried out by the DBN-GRU 
classifiers to classify the product reviews as positive, and 
negative. 

A. Performance Evaluation 

Evaluation metrics are crucial for gauging categorization 
performance. The most frequently employed tool for this is an 
accuracy measure. The proportion of a test dataset that is 
properly categorised by a classifier indicates the classifier's 
accuracy for that dataset. We also used some other measures to 
assess classifier performance because the accuracy metric 
alone is insufficient to provide appropriate decision-making. 
Measures of accuracy, precision, recall, and F1-score were 
used to evaluate the efficacy of the suggested technique. Also 
evaluated are accuracy metrics like false negative and false 
positive rates. The Matthews Correlation Coefficient and 
Negative Predictive Value are also assessed because these are 
the indicators that are most frequently used for classifying 
effectiveness. The following are descriptions of each metric's 
definitions: 

 TP (True Positive) denotes the quantity of correctly 
categorised data. 

 FP (False Positive) refers to the number of accurate 
data that was incorrectly categorised. 

 The term "False Negative" (FN) refers to instances 
when wrong data have been classed as valid. 

 TN (True Negative) refers to the classification of 
inaccurate data values. 

1) Accuracy: The classifier's accuracy indicates how 

frequently it makes the right guess. The percentage of accurate 

forecasts to all other guesses is known as accuracy.  It is 

shown in Eq. (3). 

    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑝𝑜𝑠+𝑇𝑛𝑒𝑔 

𝑇𝑝𝑜𝑠+𝑇𝑛𝑒𝑔+𝐹𝑝𝑜𝑠+𝐹𝑛𝑒𝑔
   (3) 

2) Precision: The amount of correctly classified returns is 

measured by a classifier's precision, or how accurate it is. 

Reduced false positives result from higher accuracy, whereas 

more false positives result from lower precision. The ratio of 

correctly categorised instances to all instances is known as 

precision. It is characterised by Eq. (4). 

𝑃 = 
𝑇𝑝𝑜𝑠

𝑇𝑝𝑜𝑠+𝐹𝑝𝑜𝑠
    (4) 

3) Recall: The amount of effective data a classification 

produces, or its sensitivity, is determined by recall. Greater 

recall reduces the number of FN. Recall is the proportion of 

correctly categorised instances to all of the expected instances. 

This is demonstrable by Eq. (5). 

𝑅 =  
𝑇𝑝𝑜𝑠

𝑇𝑝𝑜𝑠+𝐹𝑛𝑒𝑔 
     (5) 

4) F-measure: The unified metrics known as F-measure, 

which is the weighted mean of accuracy and recall, is created 

by combining precision and recall. It is characterised by Eq. 

(6). 

𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙
     (6) 

5) Specificity: The percentage of favourable events that 

were predicted. In Eq. (7), the expression is provided. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (7) 

6) Sensitivity: The percentage of circumstances when a 

negative outcome was predicted. Eq. (8) presents the formula. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (8) 

7) False positive rate: The percentage of situations when 

a positive outcome was expected but turned out to be untrue. 

Eq. (9) presents the formula. 

𝐹𝑃𝑅 =
𝐹𝑃

𝑇𝑁+𝐹𝑃
   (9) 

8) False negative rate: The percentage of cases that is 

positive even though they were expected to be negative. Eq. 

(10) presents the formula. 

𝐹𝑁𝑅 =
𝐹𝑁

𝑇𝑃+𝐹𝑁
   (10) 

9) Matthews correlation coefficient and negative 

predictive value: One of the most often used indicators of 

categorization effectiveness is the Matthews Correlation 

Coefficient (MCC). It is widely accepted as a trustworthy 

approximation that can be applied although when class sizes 

vary significantly. The equation for the Matthews correlation 

coefficient is found in Eq. (11). 

𝑀𝐶𝐶 =
𝑇𝑃𝑇𝑁−𝐹𝑃𝐹𝑁

√(𝑇𝑃+𝐹𝑃)−(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
 (11) 

The subject-to-outcome ratio is defined as the proportion of 
subjects with genuinely negative findings to all subjects with 
unsatisfactory results. The percentage of times that every 
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forecast was completely wrong is known as the negative 
predictive value. In Eq. (12), the formula is provided. 

𝑁𝑃𝑉 =
𝑇𝑁

𝑇𝑁+𝐹𝑁
   (12) 

The value of the suggested strategy is compared to that of 
other classification approaches in this portion of the study. 

Fig. 5 shows schematically the specificity, sensitivity, and 
reliability of the proposed DBN-GRU in contrast to previous 
methods. When compared to DBN, GRU and LSTM 
approaches, improved DBN-GRU offers superior 
characteristics. Table II compares the suggested approach's 
Precision, Recall, and F-measure values to those of previous 
approaches. 

TABLE II. COMPARISON OF PRECISION, RECALL AND F-MEASURE 

Methods Precision Recall F-Measure 

Proposed DBN-
GRU 

0.968109 0.968109 0.968109 

DBN 0.924829 0.924829 0.924829 

GRU 0.920273 0.920273 0.920273 

LSTM 0.835991 0.835991 0.835991 

Fig. 6 displays the proposed improved DBN- GRU's FPR 
and FNR graphs along with the results of earlier technologies. 
It demonstrates that the FPR and FNR ratios of the proposed 
enhanced DBN-GRU are lower than those of the already 
employed approaches, such as DBN, GRU, and LSTM. 

 

Fig. 5. Comparison graph of accuracy, sensitivity, and specificity. 

 

Fig. 6. Comparison graph of FPR and FNR. 
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Fig. 7. Comparison graph of MCC and NPV. 

The Matthews Correlation Coefficient and Negative 
Predictive Value graphs of the proposed augmented DBN-
GRU created using conventional techniques are shown in Fig. 
7. It demonstrates that the recommended enhanced DBN-GRU 
has a higher MCC and NPV than the current DBN, GRU, and 
LSTM.  

Graphical representations of the recall and accuracy of the 
recommended technique are shown in Fig. 8 and Fig. 9.  The 
Figures show that the proposed DBN-GRU is superior to that 
of the existing techniques proposed earlier. 

In contrast to past methods, the recommended technique 
was constructed utilising an improved version of the 
sentimental analysis in product review data. Additionally, it 
leverages augmentation and has a 98.72 percent accuracy rate 
for sentimental analysis of product reviews. 

B. Discussion 

Previous sentiment analysis models, such as DBN, GRU, 
and LSTM, faced limitations in handling extensive and diverse 
datasets due to their inability to effectively address information 

overload and noise in data preprocessing. These models 
struggled with balancing precision, recall, and overall 
accuracy, often resulting in suboptimal sentiment classification 
[22]. The proposed DBN-GRU model overcomes these 
limitations by incorporating a comprehensive pre-processing 
pipeline that includes data splitting, stemming, stop word 
removal, and special character separation, ensuring refined and 
clean datasets for improved feature extraction and 
classification. This approach enhances the classifier's ability to 
accurately distinguish between positive and negative 
sentiments, achieving a high accuracy rate of 98.74%. 
However, the proposed study still has limitations, such as 
dependency on the quality of pre-processed data and potential 
overfitting due to the model's complexity. Additionally, while 
the model excels in the specified product review categories, its 
performance may vary across different domains and types of 
reviews, requiring further validation and potential adjustments 
for broader applicability. Despite these limitations, the DBN-
GRU model represents a significant advancement in sentiment 
analysis, offering robust and reliable classification of online 
reviews. 

 

Fig. 8. Effectiveness of suggested technique over other methods. 
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Fig. 9. Accuracy comparison of suggested technique over other methods. 

V. CONCLUSION AND FUTURE WORK 

The study successfully demonstrates the effectiveness of 
the DBN-GRU hybrid model for sentiment analysis of product 
reviews. By leveraging a large dataset comprising 70,000 
reviews across three categories (electronics, mobile phones, 
and instruments), the proposed method achieves an impressive 
accuracy of 98.74%. The robust preprocessing pipeline, which 
includes data splitting, stopword removal, stemming, and 
special character isolation, significantly enhances the quality of 
the input data, contributing to the model's high performance. 
The DBN-GRU model excels in extracting and classifying 
relevant features, outperforming traditional methods such as 
DBN, GRU, and LSTM in terms of accuracy, precision, recall, 
and F-measure. This study provides a comprehensive 
framework for sentiment analysis, addressing the challenges of 
noise and information overload in online reviews and 
delivering valuable insights for consumers and businesses 
alike. 

Future research can focus on refining the DBN-GRU model 
to further enhance its applicability and efficiency. One area of 
improvement could be the expansion of the dataset to include a 
broader range of product categories and review languages, 
thereby increasing the model's generalizability. Additionally, 
optimizing the model for real-time sentiment analysis could be 
explored, enabling immediate feedback for users and 
businesses. Reducing the computational requirements of the 
model will be crucial for its deployment on edge devices, 
making it accessible in resource-constrained environments. 
Finally, integrating advanced natural language processing 
techniques and exploring unsupervised learning approaches 
could further refine the feature extraction process and improve 
the model's overall performance. 
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Abstract—Big Data analytics has become an essential tool for 

IT management, enabling data-driven decision-making in various 

areas, such as resource allocation and strategic planning. This 

research examines the use of ARIMA (Auto Regressive Integrated 

Moving Average) models to improve decision-making in IT 

management. ARIMA is a popular time-series forecasting method 

that provides predictive skills, allowing businesses to foresee 

future patterns and base decisions on historical data analysis. 

ARIMA models are beneficial in strategic planning by predicting 

market trends, service demand, and IT resource utilization, which 

helps firms make proactive resource allocation decisions and 

maximize operational efficiency. Additionally, ARIMA aids 

predictive maintenance techniques by forecasting equipment 

failures and maintenance needs, enabling businesses to reduce 

downtime and interruptions in critical IT systems. For resource 

allocation, ARIMA simplifies IT budget optimization by 

predicting spending needs and identifying potential cost-saving 

areas. Through accurate forecasts of future budgetary 

requirements, ARIMA facilitates smart financial resource 

allocation, investment prioritization, and efficient cost 

containment, all while optimizing value delivery. Furthermore, 

ARIMA supports risk management initiatives by evaluating and 

predicting risks associated with IT projects, operations, and 

investments. Analyzing historical data and identifying potential 

risks and vulnerabilities, ARIMA enables firms to mitigate risks, 

limit adverse effects on business operations, and enhance decision-

making processes. Integrating ARIMA into data-driven decision-

making processes for strategic planning and resource allocation in 

IT management has great potential to improve organizational 

efficiency, agility, competitiveness, and effectiveness. 

Implemented using Python, the proposed approach has an MSE of 

1.25, making it more efficient than current techniques like 

exponential smoothing and moving average. 

Keywords—Autoregressive integrated moving average; big data 

analytics; strategic planning; IT management; time-series 

forecasting 

I. INTRODUCTION 

Organizations must successfully use enormous volumes of 
data to improve performance, streamline operations, and inform 
strategic decision-making in the quickly changing field of IT 
[1], [2]. Big Data analytics has become a game-changing 

strategy for IT management as a result of this difficulty. 
Utilizing cutting-edge analytical methods and tools to process, 
examine, and extract useful information from sizable and 
intricate databases is known as big data analytics [3], [4]. The 
widespread use of digital technology, together with the rapid 
expansion of data produced by diverse sources such sensors, 
gadgets, apps, and online interactions, has resulted in the 
collection of enormous amounts of data, which are sometimes 
referred to as "big data." The magnitude, velocity, and diversity 
of big data frequently make traditional tools and methods for 
handling and analyzing it insufficient, forcing the adoption of 
new strategies and technologies [5]. 

Big data analytics in IT management encompasses a wide 
range of technologies and use cases, including capacity 
planning, risk management, cybersecurity, resource allocation, 
and performance monitoring [6]. By utilizing big data, 
organizations can gain a comprehensive understanding of their 
IT infrastructure, detect emerging trends and patterns, and 
identify anomalies and threats. This enables them to make 
informed, data-driven decisions to optimize IT operations and 
investments. Big data analytics enhances the ability of 
businesses to extract value from their data assets, leading to 
increased efficiency, productivity, and innovation [7]. Through 
advanced analytics, organizations can uncover opportunities for 
process optimization, product innovation, customer 
engagement, and revenue growth. Analyzing large volumes of 
data, businesses can gain insights into their IT environments, 
anticipate future requirements, and address potential issues 
proactively [8]. This proactive approach not only improves 
operational efficiency but also strengthens the organization's 
capacity to innovate and adapt to evolving market conditions. 
By integrating big data analytics into their IT management 
practices, organizations can make better-informed decisions, 
optimize resource allocation, and achieve sustainable growth. 
Ultimately, leveraging big data analytics allows businesses to 
enhance their competitive edge and drive ongoing 
improvements in their IT operations and overall performance. 

In this era of digital transformation, organizations that 
embrace Big Data Analytics for IT management stand to gain a 
significant competitive advantage. However, realizing the full 
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potential of Big Data Analytics requires a strategic approach, 
investment in technology infrastructure, talent development, 
and a culture of data-driven decision-making across the 
organization [9]. This paper explores the principles, 
methodologies, best practices, and challenges associated with 
Big Data Analytics for IT management. It examines the role of 
Big Data Analytics in driving strategic initiatives, optimizing 
resource allocation, and enhancing overall organizational 
performance [10]. 

In the current digital era, enterprises are overloaded with 
enormous volumes of data produced by several sources inside 
their IT architecture [11]. IT administration has both 
possibilities and problems as a result of this data explosion. 
Organizations have to deal with the challenges of organizing, 
interpreting, and gaining value from this data on the one hand 
[12]. However, the abundance of data presents hitherto unseen 
possibilities for resource allocation, strategic planning, and 
well-informed decision-making. Big Data analytics has become 
a game-changing method for IT administration, enabling 
businesses to use data to drive strategic goals and maximize 
resource usage [13]. Organizations may obtain meaningful 
insights from massive amounts of data by utilizing automation 
technologies, machine learning algorithms, and sophisticated 
analytical approaches. This allows them to make data-driven 
decisions. 

In this regard, enterprises looking to acquire a competitive 
edge in the quickly changing digital world of today find great 
potential at the nexus of IT management and big data analytics. 
Organizations may efficiently address issues like performance 
optimization, risk management, and cost reduction while also 
opening up new avenues for innovation, efficiency, and growth 
by adopting data-driven decision-making. This essay examines 
the function of big data analytics in IT administration and how 
it affects resource allocation and strategic planning decisions 
that are based on data. It looks at the approaches, resources, and 
best practices related to using big data for IT management while 
showcasing case studies and real-world examples from a range 
of sectors. Additionally, the paper explores data governance, 
privacy problems, organizational culture, and other issues that 
come with taking a data-driven approach to IT administration. 
In addition, it addresses new developments and potential paths 
in the field of big data analytics for IT management, providing 
useful information on how businesses may stay on the cutting 
edge and use data as a tactical advantage. The goal of this article 
is to give a thorough review of big data analytics for IT 
management and how it helps with resource allocation and 
strategic planning by enabling data-driven decision-making. 
Organizations may position themselves for success in a world 
that is becoming more and more data-driven by realizing the 
promise of big data analytics and adopting a data-driven 
attitude. 

The key contributions of the article are, 

 The article presents ARIMA models as a potent 
instrument for improving IT management decision-
making. The predictive power of ARIMA, a popular 
time-series forecasting method, is emphasized as it helps 
businesses identify future trends by using analysis of 
past data. 

 ARIMA models are used to anticipate a number of 
factors that are essential for strategic planning in IT 
management, including as market trends, service 
demand, and the use of IT resources. Organizations may 
proactively manage resources, maximize operational 
efficiency, and make well-informed decisions that are in 
line with corporate goals with the help of this 
forecasting capabilities. 

 By predicting equipment failures and maintenance 
needs in vital IT systems, the study supports predictive 
maintenance techniques. This improves overall system 
dependability and operational continuity by allowing 
enterprises to reduce downtime and interruptions. 

 By precisely estimating expenditure needs and spotting 
areas for cost savings, ARIMA helps optimize IT 
expenditures. This makes it possible for businesses to 
maximize value delivery while carefully allocating 
financial resources, setting investment priorities, and 
successfully controlling expenses. 

The remainder of the article includes related works, 
problem statement, methodology and results in Sections II, III, 
IV and V. The paper is concluded in Section VI. 

II. RELATED WORKS 

Decisions remain crucial for society, organizations, and 
scholars [14]. To achieve data-driven decision-making in the 
future, decision study must realign to include new subjects such 
as massive data sets, analytics, machine learning, and 
automated decision-making. Consequently, decision models 
must be significantly altered to reflect these new realities. This 
study introduces DECAS, a contemporary data-driven decision 
theory that builds upon conventional decision theory by 
proposing three primary claims: (1) big data and analytics 
should be viewed as distinct components; (2) collaboration 
between analytics and decision makers can produce 
collaborative reasoning that surpasses traditionally centered 
rationality; and (3) integrating data and analytics with 
conventional decision-making components can lead to better 
choices. The DECAS theory is developed and explained 
through various data-driven decision scenarios, demonstrating 
how these integrations enhance decision quality and 
effectiveness. This approach aims to align decision-making 
processes with the evolving landscape of information 
technology and analytics, ensuring more informed and accurate 
decisions in the years to come. 

The research examines the experiences of promotional 
divisions transitioning to fully data-driven decision-making 
organizations. It compares a managed approach, where senior 
management enhances the influence of individuals with 
analytical skills, with a natural strategy of decentralized 
sensemaking [15]. To gather data, 15 in-depth interviews were 
conducted with advertising and analytics specialists in the US 
and Europe involved in BDA deployment, complemented by a 
survey of 298 managerial professionals in the US working in 
marketing and statistics. The findings support the reasoning that 
BDA sensemaking is initiated by executives and comprises four 
main activities: acquiring external expertise, enhancing the 
quality of digitized data, experimenting with big data analytics, 
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and disseminating big data analytics information. Executive 
management increases the impact of BDA-skilled staff 
members and facilitates sensemaking to further the movement 
towards data-driven decision-making. The research suggests 
that while a shift towards enterprise analytics enhances the 
marketing group's access to higher-quality resources, the 
reliability of promotional insights obtained via BDA may be 
impeded by this strategy. This study offers a framework for 
improving the standard of data-driven decision-making and 
understanding in marketing. 

The main problem facing PRM is that its current methods 
and instruments are unable to keep up with the increasing levels 
of rivalry, market volatility, detrimental business models, and 
an explosion in the variety of advances in technology and 
creativity [16]. As a result, assets are either abundant or scarce, 
and expenses are created. The main resource management 
issues that the asset-intensive EPC sector faces are covered in 
the present piece. In order to pinpoint the main sources of the 
problems, the Ishikawa graph and Pareto chart were also used 
to model and analyze them. This paper creates a combined 
blockchain-IoT structure to provide business data and increase 
the efficiency of the PRM procedure for the EPC businesses 
taking into account the aforementioned difficulties. The created 
framework gives the EPC businesses the ability to record data 
in real-time and coordinate resources autonomously. It also 
increases the ability for decentralization, unreliable 
interactions, safety, and accountability, all of which enhance 
process flexibility. This paper offers a fresh perspective on 
leveraging blockchain in conjunction with the benefits of IoT 
devices. It also provides guidance to additional asset-intensive 
sectors looking to redesign their PRM in a way that is more 
adaptable. 

According to the Industry 4.0 plan, businesses can meet 
client demands faster thanks to the digitalization of the supply 
chain [17]. This suggests that broad data accessibility, fast 
expanding social media platforms, and high internet usage have 
a substantial impact on consumer buying trends and purchasing 
behaviours. With the integration of relevant supporting 
structures, this trend empowers businesses to begin making 
digital changes based on client requirements. In accordance 
with sharing data, a materials resource administration and 
allocation strategy involving supply chain participants is 
designed in this study. By employing the suggested hybrid 
Industry 3.5 approach, producers could flexibly choose actions 
and effectively assign common components to increase their 
consumer's fulfilment rate with the use of constantly upgraded 
sharing of data of consumers' periodic predicted demand. For 
this framework, a case analysis of a highly capital-intensive 
semiconductor industry is also provided. The findings 
demonstrate the scientific worth of the cooperative approach to 
material resource administration in intelligent supply chains, 
which may be able to meet the necessary 90 percent client 
material fulfilment rate. 

The article examines the process of big data's effect on 
financial decision-making by examining four aspects: the way 
big data enhances forecasting's details, the way big data makes 
decisions more relevant, the way big data creates novel 
advantages for companies, and the way big data encourages 
changing decision-making [18]. It depends on the theories of 

knowledge imbalance, principal-agent, and managing risks. 
Secondly, it highlight the real-world leadership issues and the 
impact of using big data platforms to address them by analyzing 
particular application instances of corporate big data in finance 
decisions. An organization that successfully integrates finance 
and business will be more capable to steer corporate 
development and raise standards of leadership internally, both 
of which will boost its primary competitiveness. The 
incorporation of different financial administration components, 
such as managing budgets, capital administration, fixed 
managing assets, and accounting for finances, to the business 
activities of firms is fundamentally how industry and finance 
are integrated. Lastly, the paper's study will serve as a guide for 
other businesses of similar kinds looking to use big data to 
improve financial decision-making. When big data is applied, 
purchasing management, controlling production, capital 
budgeting, and investment decision-making yield greater 
financial returns than in the past. The conclusion is that large 
amounts of information can be utilized to support company 
decision-making comprehensively in the big data era. This can 
help break down financial and business obstacles, increase 
forecasting and prior alerting capacity, optimize organizational 
framework and employees, while enhancing decision-making 
effectiveness and accuracy. The use of large-scale data 
technologies is now essential for improving company value and 
supporting financial decision-making. 

The aim is to formulate a fact-based and data-driven 
approach to PPM [19]. In order to move profitability evaluation 
from the business level to the item level, the research looks at 
the manner in which the PPM method is absorbed in businesses 
and suggests a framework that encompasses all PPM 
improvement areas. The PPM procedure along with other 
significant company procedures, data-driven decision-making, 
corporate data resources, and corporate IT are the main areas of 
emphasis for this research. The results show that before 
modifying corporate IT to use information resources for data-
driven, based on reality PPM, the important strategic 
significance of the PPM process with associated objectives and 
performance metrics need to be integrated.  Effectively 
connecting the PPM process, corporate-wide controlled data 
resources, and commercial IT platforms to reach their full 
capability for informed choices throughout lifetime provides 
the tools for a data-driven strategy. The novel contribution is 
the introduction of a notion for data-driven, based on reality 
PPM that is distinct from technologies. 

In the realm of data-driven decision-making, the landscape 
is evolving to accommodate emerging technologies such as big 
data analytics, machine learning, and automation. This shift 
necessitates a reevaluation of decision theory and models to 
incorporate these new components effectively. Meanwhile, 
research into the transition of promotional divisions towards 
data-driven decision-making organizations reveals contrasting 
approaches: a managed method emphasizing the influence of 
analytical skills at the senior management level versus a 
decentralized approach of sensemaking. Findings suggest that 
executive leadership plays a pivotal role in facilitating 
sensemaking and advancing data-driven decision-making. 
Similarly, challenges faced by asset-intensive sectors like the 
EPC industry prompt the exploration of innovative solutions 
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such as a combined blockchain-IoT framework to enhance 
project resource management. The integration of Industry 4.0 
principles into supply chain management highlights the 
transformative impact of digitalization on meeting consumer 
demands and fostering collaboration among supply chain 
participants. Moreover, the utilization of big data in financial 
decision-making demonstrates its potential to enhance 
forecasting accuracy, relevance of decisions, and overall 
business performance. Lastly, a fact-based and data-driven 
approach to PPM is advocated, emphasizing the integration of 
PPM processes with corporate data resources and IT platforms 
to enable informed decision-making at both the business and 
item levels. These studies collectively underscore the 
importance of embracing data-driven strategies and leveraging 
technological advancements to drive organizational success 
and innovation in various domains. 

III. PROBLEM STATEMENT 

Current big data analytics techniques in IT administration, 
particularly concerning resource allocation and strategic 
planning, have significant shortcomings. Existing approaches, 
such as moving average and exponential smoothing techniques, 
often lack the predictive accuracy and scalability required to 
effectively forecast IT resource utilization, service demand, and 
market trends. These limitations result in suboptimal decision-
making outcomes due to their inability to capture the complex 
patterns inherent in IT data, leading to inaccuracies and 
inefficiencies [18]. To address these drawbacks, there is an 
urgent need for a more advanced and reliable forecasting 

technique. The proposed solution is the use of ARIMA models. 
ARIMA's sophisticated time-series forecasting capabilities 
enable organizations to analyze historical data and anticipate 
future trends more reliably and accurately. By incorporating 
ARIMA into data-driven decision-making processes, 
organizations can improve strategic planning efforts, allocate 
resources more efficiently, and foster innovation. This 
integration will ultimately lead to better business performance 
and success in the rapidly evolving field of IT management. 

IV. PROPOSED ARIMA FOR DECISION MAKING IN IT 

MANAGEMENT 

In the process of employing ARIMA for strategic data-
driven decision-making in the realm of IT management, several 
crucial steps are undertaken. Initially, data collection gathers 
relevant information pertaining to IT resources, performance 
metrics, and historical trends. Subsequently, preprocessing 
techniques such as Min-Max normalization are applied to 
ensure uniformity and scale across the dataset, enabling more 
effective analysis. EDA follows, where patterns, trends, and 
outliers are identified to gain deeper insights into the dataset's 
characteristics. Finally, ARIMA models are employed to detect 
patterns with predictive capabilities to inform strategic 
decision-making processes, optimize resource allocation, and 
enhance operational efficiency within the dynamic landscape of 
IT management.  It is depicted in Fig. 1. 

 

Fig. 1. Proposed methodology. 

A. Data Collection 

The IT incident log dataset, sourced from Kaggle, provides 
a comprehensive collection of records documenting various 
incidents encountered within an IT infrastructure [20]. This 
dataset encompasses a diverse range of incidents, including but 
not limited to system failures, network outages, software errors, 
security breaches, and user-reported issues. Each incident entry 
typically includes detailed information such as the timestamp 
of occurrence, severity level, description of the incident, 
affected components or systems, resolution status, and any 
associated notes or comments. With its rich and varied dataset, 
this resource serves as a valuable asset for IT professionals, 
researchers, and data analysts seeking to analyze patterns, 
trends, and root causes of IT incidents, as well as to develop 

predictive models for incident management and prevention 
strategies. 

B. Preprocessing using Min-Max Normalization 

Preprocessing the IT incident log dataset using Min-Max 
Normalization involves transforming the numerical attributes 
to a common scale, typically ranging from 0 to 1, while 
preserving the distribution and relative differences between the 
data points. This technique is particularly useful when dealing 
with features that have varying scales or ranges, ensuring that 
each attribute contributes equally to the analysis without 
skewing the results. By applying Min-Max Normalization, 
outliers and extreme values are normalized to fit within the 
designated range, reducing the impact of outliers on subsequent 
analyses while retaining valuable information embedded in the 
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dataset. This preprocessing step lays the foundation for more 
accurate and reliable analysis of the IT incident data, facilitating 
tasks such as clustering, classification, or anomaly detection. 
Min-max Normalization is given in Eq. (1). 

n= 𝑚𝑖𝑛𝑛𝑒𝑤+ (𝑚𝑎𝑥𝑛𝑒𝑤 −𝑚𝑖𝑛𝑛𝑒𝑤) × (
𝑛−𝑚𝑖𝑛𝑥

𝑚𝑎𝑥𝑥−𝑚𝑖𝑛𝑥
)     (1) 

Min-Max Normalization enhances the interpretability and 
comparability of the dataset, making it easier to identify 
patterns, trends, and relationships between attributes. 
Normalizing the numerical features to a common scale ensures 
that no single attribute dominates the analysis due to its scale or 
magnitude, thus preventing bias in subsequent modeling or 
visualization tasks. Additionally, Min-Max Normalization 
simplifies the implementation of machine learning algorithms, 
as it reduces the computational complexity and convergence 
issues associated with normalized data. Overall, preprocessing 
the IT incident log dataset using Min-Max Normalization 
improves the robustness, efficiency, and effectiveness of 
subsequent analyses, enabling stakeholders to derive actionable 
insights and make informed decisions to enhance IT incident 
management and prevention strategies. 

C. Exploratory Data Analysis 

Exploratory Data Analysis (EDA) is a crucial preliminary 
step in analyzing the IT incident log dataset, aimed at gaining 
insights into the dataset's structure, characteristics, and 
underlying patterns. This process involves systematically 
exploring the dataset through various statistical and 
visualization techniques to uncover trends, anomalies, and 
relationships between variables. Initially, summary statistics 
such as mean, median, standard deviation, and quartiles are 
calculated for numerical attributes, providing a concise 
overview of central tendency and variability. Similarly, 
categorical attributes are summarized by counting the 
frequency of each category, offering insights into the 
distribution of data across different classes or groups. 

Subsequently, data visualization plays a pivotal role in 
EDA, allowing for intuitive exploration and interpretation of 
the dataset. Histograms are utilized to visualize the distribution 
of numerical attributes, enabling the identification of potential 
skewness, outliers, or multimodal patterns. Box plots 
complement this analysis by providing a visual representation 
of the distribution's spread and highlighting any deviations 
from the central tendency. Additionally, scatter plots are 
employed to visualize relationships between pairs of numerical 
attributes, facilitating the detection of correlations, clusters, or 
trends within the data. Heatmaps further enhance the analysis 
by visualizing the correlation matrix, enabling the identification 
of strong, moderate, or weak correlations between variables. 

EDA encompasses outlier detection, missing values 
analysis, and feature engineering to ensure data quality and 
relevance for subsequent analyses. Outliers, if present, are 
identified using statistical methods or visualization techniques 
and evaluated for potential impact on the analysis. Missing 
values are addressed through imputation or deletion strategies, 
ensuring completeness and accuracy of the dataset. Feature 
engineering involves creating new features or transformations 
from existing variables to capture relevant information and 
enhance predictive modeling capabilities. Through systematic 

exploration and analysis, EDA provides a solid foundation for 
subsequent data-driven decision-making processes, 
empowering stakeholders to derive actionable insights and 
formulate effective IT incident management strategies. 

D. Employing ARIMA for Strategic for Data-Driven Decision 

Making 

The role of ARIMA models in strategic data-driven 
decision-making is paramount, particularly in domains such as 
IT management where accurate forecasting is crucial for 
informed decision-making. ARIMA models play a vital role in 
analyzing historical time-series data and predicting future 
trends, enabling organizations to anticipate changes, allocate 
resources efficiently, and optimize strategic planning efforts. 
By capturing the underlying patterns and dynamics in time-
series data, ARIMA models provide valuable insights into IT 
resource utilization, demand forecasting, and market trends, 
empowering decision-makers to make informed choices that 
align with organizational goals and objectives. 

ARIMA models facilitate proactive decision-making by 
identifying potential risks and opportunities well in advance. 
By leveraging historical data and analyzing trends over time, 
ARIMA enables organizations to anticipate market 
fluctuations, predict equipment failures, and forecast demand 
for IT services, among other factors. This proactive approach to 
decision-making allows organizations to mitigate risks, 
capitalize on opportunities, and stay ahead of the curve in a 
rapidly evolving business landscape. Overall, ARIMA serves 
as a powerful tool for strategic data-driven decision-making in 
IT management, enabling organizations to optimize resource 
allocation, enhance operational efficiency, and drive business 
success. 

ARMA is the outcome of combining the Moving Average 
(MA) and the Autoregressive (AR), two simpler models. 
Because researchers sometimes append the residuals to the end 
of the model equation during assessment, the "MA" portion 
comes in second. Assume for the moment that "X" is a 
randomly selected time-series statistic. This therefore may be a 
simple Autoregressive Moving Average model. 

𝑥𝑡= d + 𝜙1𝑥𝑡−1 + 𝜃1𝜖𝑡−1+ 𝜖𝑡  (2) 

First of all, the variables x_t and x_(t-1) represent the values 
of the current period and the prior period, respectively. Similar 
to how we used the AR model, they use the previous data as a 
foundation for future estimates. The error values for the same 
two periods are t and t-1 in a similar way. They use the error 
term from the prior quarter to adjust their projections. If we 
know how far off were from our prior estimate, it can create a 
more accurate one this time. As usual, "d" is merely a regular 
constant factor. In essence, users are free to replace this element 
with any other. When there isn't a beginning point like that, 
researchers just assume that d=0. 

The two variables that remain are ϕ_1 and θ_1. To 
understand the current time, the first, or ϕ_1, often specifies 
which part of the value from the preceding one, x_(t-1) is 
important. In relation to the previous error term ϕ_(t-1), the 
latter value, 1, denotes the same. Like the preceding models, 
these values have to be between -1 and 1 to prevent the 
coefficients from growing. In increasingly complex models, 
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〖ϕ_1〗_1, and θ_1 naturally represent the relevance of the values 
and the terms of error for the "i-th" lag. For example, expression 
4 expresses the percentage of the value from four times ago that 
is still relevant, whereas expression 3 specifies the part of the 
residual from three periods ago that is important now. 

Before moving on, a few points regarding building ARMA 
models must be made clear. In this instance, every model of the 
type is defined by the two "orders". It call the first order the 
"AR" order and the second order the "MA" order. The moving-
average components are indicated by the first letter, while the 
autoregressive sections are indicated by the second. 
Consequently, the residuals of up to B delays as well as the 

previous values up to A time ago are included in an ARMA (A, 
B) model. 

𝑥𝑡 = 𝜙1𝑥𝑡−1 + 𝜙2𝑥𝑡−2 + 𝜃1𝜖𝑡−1+ 𝜃2𝜖𝑡−2 + 𝜃3𝜖𝑡−3 + 𝜖𝑡  (3) 

It's critical to understand that the values of the two orders, 
A and B, are not necessarily equal. This is significant because, 
frequently, the error term ϵ_(t-1) + or the prior value x_(t-1) 
loses significance first. Because of this, a lot of useful 
prediction models have different orderings for the Moving 
Average and Autoregressive functions. The data drive decision 
making is depicted in Fig. 2. 

 

Fig. 2. Data-driven decision making. 

V. RESULTS AND DISCUSSION 

The process of data-driven decision-making in the realm of 
IT management entails several crucial steps, beginning with 
data collection from diverse sources such as IT incident logs or 
performance metrics. Subsequently, preprocessing techniques 
like Min-Max Normalization are applied to standardize the data 
and mitigate the impact of varying scales, ensuring consistency 
and comparability. EDA follows, enabling insights into data 
patterns, distributions, and correlations, essential for 
identifying trends and anomalies. Finally, employing ARIMA 
models for strategic decision-making harnesses the predictive 
power of time-series analysis, facilitating accurate forecasts of 
IT resource utilization, demand trends, and market dynamics. 

A. Resource Allocation 

Resource allocation refers to the strategic process of 
distributing available resources, including financial, human, 
technological, and physical assets, among competing demands 
or objectives within an organization. This process involves 

assessing the needs, priorities, and constraints of various 
projects, departments, or initiatives, and making decisions to 
allocate resources in a manner that maximizes efficiency, 
effectiveness, and value creation. Resource allocation entails 
balancing trade-offs and optimizing the utilization of resources 
to achieve organizational goals, such as increasing productivity, 
enhancing performance, minimizing costs, and achieving 
competitive advantage. Effective resource allocation relies on 
data-driven decision-making, strategic planning, and 
continuous monitoring and evaluation to adapt to changing 
circumstances and ensure alignment with organizational 
priorities and objectives. 

Table I presents a comparative analysis of current and 
optimized resource allocations across various IT resources, 
including servers, storage, bandwidth, CPU cores, and RAM. 
The table highlights significant improvements achieved 
through data-driven decision-making in resource allocation. 
For instance, there is a 20% decrease in the allocation of 
servers, CPU cores, and RAM, indicating more efficient 
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utilization of these resources without compromising 
performance. Similarly, the optimized allocation of storage 
reflects a 20% reduction in resource usage, contributing to cost 
savings and resource optimization. The most notable 
improvement is observed in bandwidth allocation, with a 
remarkable 99% increase, signifying a strategic reallocation of 
resources to meet growing demands for network connectivity 
and data transfer. Overall, the table underscores the tangible 
benefits of data-driven decision-making in optimizing resource 
allocation, enhancing efficiency, and maximizing value within 
the IT infrastructure of the organization. It is depicted in Fig. 3. 

TABLE I. RESOURCE ALLOCATION 

IT Resource 

Current 

Allocation 

(Units) 

Optimized 

Allocation 

(Units) 

Improvement 

(%) 

Servers 100 80 20% decrease 

Storage 500 TB 400 TB 20% decrease 

Bandwidth 1 Gbps 2 Gbps 99% increase 

CPU Cores 1000 800 20% decrease 

RAM 10 TB 8 TB 20% decrease 

 

Fig. 3. IT resource improvement. 

B. Security 

Security refers to the state or condition of being protected 
against unauthorized access, misuse, disclosure, disruption, or 
destruction of assets, resources, information, systems, or 
networks. It encompasses a range of measures, practices, 
technologies, and policies implemented to safeguard valuable 
assets and ensure confidentiality, integrity, availability, and 
authenticity. Security aims to mitigate risks and threats posed 
by various internal and external factors, including malicious 
actors, cyberattacks, natural disasters, and human errors. It 
involves the identification, assessment, and management of 
vulnerabilities and risks, as well as the implementation of 
controls and safeguards to prevent, detect, and respond to 
security incidents effectively. Security is essential across all 
domains, including information technology, physical 
infrastructure, finance, healthcare, and national defense, to 
protect organizations, individuals, and society from potential 
harm and ensure the continuity and resilience of critical 
operations and services. 

Table II illustrates the transformative impact of enhanced 
security measures on key security metrics within an 
organization. The significant reduction in the number of 
security incidents from 50 to 20 reflects the efficacy of 

strengthened security protocols and controls in mitigating risks 
and preventing unauthorized access or breaches. Moreover, the 
substantial improvement in the average time to detect security 
incidents, decreasing from 24 hours to 8 hours, highlights the 
enhanced responsiveness and efficiency of security monitoring 
and detection systems. Similarly, the decrease in the average 
time to respond from 48 hours to 12 hours signifies the 
organization's improved ability to swiftly address and mitigate 
security threats, minimizing the potential impact on operations 
and data integrity. Furthermore, the increase in the compliance 
score from 75% to 90% underscores the organization's 
commitment to adhering to regulatory requirements and 
industry standards, demonstrating its proactive approach to 
maintaining a robust security posture. Overall, the table 
showcases the tangible benefits of enhanced security measures 
in bolstering resilience, minimizing vulnerabilities, and 
safeguarding critical assets and information against emerging 
cyber threats and risks. 

TABLE II. SECURITY 

Metric Current Value Enhanced Value 

Number of Security 

Incidents 
50 20 

Average Time to 

Detect 
24 hours 8 hours 

Average Time to 

Respond 
48 hours 12 hours 

Compliance Score 75% 90% 

C. Cost Optimization 

Cost optimization involves systematically evaluating cost 
drivers, identifying inefficiencies, and implementing targeted 
interventions to reduce costs while maintaining or enhancing 
value delivery. Cost optimization initiatives aim to achieve a 
balance between cost reduction and value creation, enabling 
organizations to streamline operations, optimize resource 
utilization, and improve profitability. By leveraging data-
driven analysis, process optimization, technology adoption, and 
strategic sourcing strategies, organizations can identify 
opportunities for cost savings, mitigate financial risks, and 
enhance competitiveness in dynamic business environments. 
Cost optimization is essential for organizations to achieve 
sustainable growth, resilience, and long-term success by 
aligning costs with business objectives and optimizing return 
on investment. 

 

Fig. 4. Cost optimization. 
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Fig. 4 depicts the trend of IT expenditure and corresponding 
cost savings over a five-year period. The graph illustrates a 
consistent increase in IT expenditure from 2017 to 2021, 
indicating growing investment in IT resources and 
infrastructure. Despite the upward trend in IT spending, the 
graph also highlights a concurrent rise in cost savings during 
the same period, suggesting effective cost optimization 
measures implemented by the organization. This trend 
underscores the organization's ability to balance investment in 
technology with initiatives aimed at reducing operational costs 
and maximizing efficiency. Overall, Fig. 4 demonstrates the 
organization's commitment to strategic cost management and 
its success in achieving cost savings while maintaining a 
trajectory of IT investment and growth. 

D. Strategic Planning 

Organizations use strategic planning, a methodical and 
forward-thinking process, to identify their long-term goals, 
priorities, and objectives and to create strategies and action 
plans to reach them. Through strategic planning, organizations 
can anticipate challenges, capitalize on opportunities, allocate 
resources effectively, and adapt to changing environments, 
ultimately positioning themselves for success in a dynamic and 
uncertain future. It is depicted in Fig. 5. 

 

Fig. 5. Strategic planning. 

E. Mean Absolute Error (MAE) 

The average of the variations between the actual and 
anticipated values is known as MAE. Eq.  (4), which describes 
it. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑋𝑖 − 𝑋�̂�|
𝑚
𝑖=1    (4) 

Where m is the number of datum, 𝑋𝑖 is the ground truth and 

𝑋�̂� is the predicted values. 

F. Mean Squared Error (MSE) 

The average squared difference between the target value 
and the model's projected value in the dataset is measured 
by MSE. Eq. (5), which describes it. 

𝑀𝑆𝐸 =
1

𝑚
∑ (𝑋𝑖 − 𝑋�̂�)

2𝑚
𝑖=1     (5) 

G. Root Mean Squared Error (RMSE) 

RMSE is a measure of the average deviation between 
observed and predicted values, calculated by taking the square 

root of the average of the squared differences between observed 
(y) and predicted (ŷ) values: 

RMSE = √
1

𝑛
 ∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1    (6) 

H. Mean Absolute Percentage Error (MAPE) 

MAPE is a measure of the average percentage difference 
between observed and predicted values, calculated by taking 
the mean of the absolute differences between observed (y) and 
predicted (ŷ) values, divided by the observed values, and then 
multiplied by 100: 

MAPE = 
1

𝑛
∑ |

𝑦𝑖−�̂�𝑖

𝑦𝑖
|𝑛

𝑖=1  × 100   (7) 

TABLE III. COMPARISON OF ERROR METRICS 

Methods MAE MSE RMSE MAPE 

Exponential 

Smoothing [21] 
1.45 3.20 1.78 0.098 

Moving Average 

[22] 
1.65 3.80 1.95 0.112 

ARIMA 1.25 2.67 1.63 0.089 

Table III provides a comprehensive comparison of error 
metrics for three different forecasting methods: Exponential 
Smoothing, Moving Average, and ARIMA. The metrics 
evaluated include MAE, MSE, RMSE, and MAPE. Across all 
metrics, the ARIMA method consistently outperforms both 
Exponential Smoothing and Moving Average, demonstrating 
its superior forecasting accuracy. With lower values of MAE, 
MSE, RMSE, and MAPE, the ARIMA model exhibits closer 
alignment between observed and predicted values, indicating its 
effectiveness in capturing underlying trends and patterns in the 
data. These results underscore the importance of employing 
sophisticated time-series forecasting techniques like ARIMA 
for improved decision-making and resource allocation in 
diverse domains. It is depicted in Fig. 6. 

 

Fig. 6. Comparison of error metrics. 

I. Discussion 

The results obtained from the comparison of performance 
metrics among the three existing methods, Exponential 
Smoothing [21], Moving Average [22], and ARIMA, offer 
valuable insights into their respective forecasting capabilities. 
Exponential Smoothing exhibits moderate performance, with 
MAE, MSE, and RMSE values of 1.45, 3.20, and 1.78, 
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respectively. However, it lags slightly behind ARIMA, as 
indicated by higher error metrics. Moving Average, while 
simple and easy to implement, demonstrates inferior 
performance compared to both Exponential Smoothing and 
ARIMA, with higher MAE, MSE, and RMSE values. These 
findings suggest that while Exponential Smoothing may suffice 
for basic forecasting needs, organizations seeking more 
accurate predictions should consider adopting ARIMA for 
enhanced forecasting accuracy and reliability. 

Further analysis reveals that ARIMA outperforms both 
Exponential Smoothing and Moving Average across all 
metrics, with significantly lower MAE, MSE, and RMSE 
values, indicating its superior forecasting accuracy and 
predictive power. With MAPE values also considerably lower 
than those of Exponential Smoothing and Moving Average, 
ARIMA demonstrates its effectiveness in minimizing 
percentage errors between observed and predicted values. 
These results underscore the importance of leveraging 
advanced time-series forecasting techniques, such as ARIMA, 
for achieving more precise and reliable predictions, thereby 
empowering organizations to enhance strategic planning 
processes for sustainable growth and competitive advantage in 
dynamic business environments. 

VI. CONCLUSION AND FUTURE WORKS 

In summary, the application of ARIMA models to data-
driven decision-making procedures in IT administration has 
shown a great deal of promise for raising organizational 
competitiveness, efficiency, and agility. Organizations may 
estimate resource consumption, predict future trends, and 
maximize operational efficiency in resource allocation and 
strategic planning thanks to ARIMA's predictive capabilities. 
ARIMA minimizes downtime and disturbances in important IT 
systems by facilitating predictive maintenance techniques 
through the use of historical data analysis. Additionally, by 
offering precise projections of future spending needs, ARIMA 
helps firms optimize their IT budgets by allowing them to 
strategically deploy funds and efficiently manage expenditures 
while increasing value delivery. Moving forward, future 
research could explore the application of ARIMA models in 
additional areas of IT management, such as capacity planning, 
risk management, and performance optimization. Additionally, 
the refinement and optimization of ARIMA models, including 
parameter tuning and model selection techniques, could further 
enhance their predictive accuracy and reliability. Moreover, 
combining ARIMA with other cutting-edge analytical 
techniques may open up new avenues for IT management 
decision-making, allowing businesses to glean more nuanced 
understanding from their data and spur creative thinking. 
Finally, in-depth analyses of the effects of ARIMA models on 
organizational performance and their practical use in actual IT 
settings would offer insightful information on the potential 
advantages and efficacy of these models. In the current quickly 
changing digital ecosystem, more study and innovation in 
ARIMA-based decision-making processes have the potential to 
propel further improvements in IT management and support 
organizational success. 
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Abstract—The secure sharing and privacy protection of 

medical data have become pain points for medical data 

management platforms. Therefore, a secure sharing electronic 

health record privacy protection method based on blockchain is 

proposed in the study, aiming to improve data security privacy 

and ensure absolute ownership of patients' medical data. 

Attribute encryption and blockchain computing are utilized to 

construct a data secure sharing model, and zero-knowledge proof 

and ElGamal encryption algorithms are introduced to further 

improve the construction of data privacy protection methods. 

Experimental verification showed that the data secure sharing 

method proposed in the study has more advantages in terms of 

production key size and time cost. Compared with other public 

recognition mechanisms, zero-knowledge proof reduced the 

average time cost of generating keys by 54.36%. The proposed 

data privacy protection method had an average increase of 

7.73% in protection effectiveness compared to other methods. 

The results indicate that the data secure sharing and privacy 

protection methods proposed in the study can improve the 

overall performance and security of the system while fully 

ensuring the absolute ownership of patients' data. This method 

has positive application value in the privacy protection of medical 

data. 

Keywords—Blockchain; secure sharing; electronic health 

records; privacy protection; zero-knowledge proof; attribute 

encryption 

I. INTRODUCTION 

With the continuous improvement of the national 
economic level, the process of medical intelligence and 
wireless technology is gradually improving. However, limited 
medical resources, uneven distribution of medical levels, and 
heterogeneity of system data based on different medical 
systems have led to the phenomenon of isolated medical data 
[1-2]. Meanwhile, the optimization and advancement of 
Internet of Things technology have led to threats to the 
privacy and security of data information. Issues such as hacker 
attacks, data information leakage, and patient privacy 
protection urgently need to be addressed [3]. Blockchain 
technology has achieved decentralization through distributed 
consensus, data encryption, economic incentives, and other 
methods, improving data privacy protection. It has been 
widely applied in research on data privacy protection in the 
Internet of Things. However, the current privacy protection 
methods for electronic health records still need further 
development and optimization. Based on this, a secure shared 
electronic health record privacy protection method is proposed 
on the basis of blockchain, aiming to improve the protection 
performance of medical data and enhance patients' sharing 

rights over their medical data. By putting patients at the center, 
we ensure the privacy and security of user Electronic Health 
Record (EHR) data while safeguarding patients' absolute 
rights to their own medical data. At the same time, zero 
knowledge proof (ZKP) was introduced in combination with 
ElGamal encryption algorithm to explore EHR data privacy 
protection. 

The overall structure of the research includes six sections: 
Section I summarizes the research achievements and 
shortcomings of blockchain and medical data privacy 
protection at home and abroad; Section II studies and designs 
a privacy protection method for secure shared electronic 
health records based on blockchain technology; Section III 
conducted experiments and analysis on the proposed privacy 
protection method for secure shared electronic health records; 
Section IV summarizes the experimental results. Discussion 
and conclusion are given in Section V and Section VI 
respectively. 

II. RELATED WORKS 

With the continuous application and development of big 
data technology, how to effectively share medical data 
information and protect privacy has become a new focus in the 
current research field. Ortega Calvo and others proposed an 
artificial intelligence modern data platform to address the 
limitation of healthcare data management systems being 
unable to utilize the generated data. Based on big data, 
artificial intelligence management, and efficient data 
processing, different components were utilized to regulate data 
collection and heterogeneous data was analyzed. By 
constructing a security and data governance layer, the privacy 
and integrity of the system database were maintained [4]. 
Kumar et al. raised a secure and efficient data sharing 
framework based on blockchain and deep learning to address 
the issues of unreliable connection security and privacy in 
real-time monitoring of patients in public networks. By 
utilizing consensus mechanisms based on smart contracts to 
register and verify communication entities, and using stacked 
sparse mutation autoencoders for key verification, privacy 
protection for real-time transmission of healthcare data was 
improved [5]. Shuaib et al. proposed a medical data sharing 
system based on licensed blockchain technology (BCT) to 
address the limitation of BCT relying on centralized databases. 
By integrating BCT, threshold signatures for decentralized file 
systems, and using the Istanbul Byzantine consensus 
algorithm as key verification, the performance and security of 
the system were improved [6]. To improve privacy protection 
during medical data sharing, Liu et al. proposed combining 
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federated learning with neural architecture search and 
developed a multi-objective convolutional interval type 2 
fuzzy rough model based on neural architecture search. By 
combining convolutional neural networks with fuzzy rough 
sets, the interpretability of deep neural networks was 
effectively improved [7]. 

The development of BCT provides security and privacy 
protection for data transmission in the era of intelligent 
informatization [8]. To improve the resistance of 
e-government systems to malicious attacks, Elisa et al. 
proposed a decentralized peer-to-peer e-government system 
framework using BCT. By utilizing BCT to verify and store 
existing and new data, the information security and privacy of 
the system were enhanced [9]. Sharma et al. raised a 
distributed application that protects privacy in response to 
various security attacks on traditional healthcare solutions. By 
utilizing BCT to create and maintain healthcare integers, the 
security, privacy, and transparency of healthcare platforms 
were improved [10]. Awotunde et al. raised a network 
architecture based on blockchain, which combines a hybrid 
convolutional neural network and kernel principal component 
analysis, to protect the system from potential threats and 
ensure network traffic security. By extracting features through 
kernel principal component analysis and then using 
convolutional neural networks for classification and detection, 
the security, privacy, and maintainability of IoT smart cities 
were improved [11]. To address the data security and 
management issues between IoT edge nodes and massive 
heterogeneous devices, Zhonghua et al. proposed an IoT 
access control model combining BCT. By proving the 
workload of traditional consensus algorithms, the Proof of 
Work (PoW) mechanism was optimized to provide 
decentralized, fine-grained, and dynamic access control 
management for IoT environments [12]. Due to the difficulty 
in ensuring security and privacy in data management, 
information verification, and dissemination, Patil established a 
medical record security system based on BCT. By utilizing 

BCT to improve the access of medical data management 
systems to monitoring drugs, hospital assets, etc., the service 
efficiency of medical service systems was improved [13]. 

Based on the above, relevant experts and scholars have 
explored various aspects of privacy protection of medical data 
and the application of BCT, and have achieved good results. 
However, current medical data systems still have a high 
dependence on third-party service providers, and patients 
cannot have absolute ownership of their own medical data. 
Therefore, the study innovatively proposes a secure sharing 
Electronic Health Record (EHR) privacy protection method 
based on patient-centered blockchain, aiming to ensure the 
privacy and security of user EHR data while safeguarding the 
absolute right of patients to their own medical data. In 
addition, to improve the privacy and security of the system, 
Zero Knowledge Proof (ZKP) is introduced. The combination 
of ZKP and ElGamal encryption algorithm has been explored 
for EHR data privacy protection. 

III. METHODS AND MATERIALS 

The study first designed an EHR Security Sharing (EHRSS) 
based on BCT. On this basis, the study further introduced ZKP 
based on blockchain for EHR Privacy Protection (EHRPP) 
method design. 

A. Design of Secure Sharing Method Based on Blockchain 

The processing and sharing of EHR data are mainly 
achieved by commonly used data sharing management 
platforms in medical systems, but during the platform sharing 
process, users need to upload the data to cloud storage 
themselves [14-15]. However, the security of this operation is 
extremely low, and it overly relies on third-party service 
providers, making it difficult for users to guarantee their 
absolute ownership of the uploaded data. Therefore, this study 
proposed an EHRSS method based on BCT. The specific 
architecture is shown in Fig. 1. 
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user 
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Fig. 1. Blockchain-based EHRSS model architecture. 
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In Fig. 1, the EHRSS model proposed in the study is 
mainly composed of the proprietary Inter Planetary File 
System (IPFS), blockchain, patients, and data users. Among 
them, the IPFS interstellar file system is responsible for 
storing the patient's EHR, and the blockchain is responsible 
for storing the public information and user operation records 
generated in the entire EHRSS model, while also considering 
the communication channel between patients and data users. 

The patient mainly refers to the owner of EHR, who creates 
and deploys smart contracts in the EHRSS model. The data 
users mainly refer to doctors, nurses, hospital administrators, 
and medical institutions. When the attributes of the data user 
comply with the strategy embedded in the ciphertext, the data 
sharing right is obtained based on the decryption address and 
key information. The execution process of the EHRSS model 
is denoted in Fig. 2. 
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Fig. 2. Blockchain-based EHRSS model flowchart. 

As shown in Fig. 2, The EHRSS model first determines the 
system's security parameters, attribute sets, random parameters, 
etc., and generates common parameters and the system's 
master key. The generation process is shown in Eq. (1). 
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In Eq. (1), Pk  represents a common parameter. Msk  

represents the system master key. N  represents the product 

of two prime numbers multiplied. g  represents the generator. 

b  and c  represent random numbers. 
i  and 

ih  represent 

calculations related to attribute revocation. 
id  and 

iD  

represent attribute related calculations. t  represents the 

calculation related to the identity of the data user. e  

represents bilinear mapping. I  represents a set of attributes. 
Y  represents the random private key of the data user. Based 
on the generated public parameters and system master key, the 
data user inputs their unique Identity Document (ID) and the 
corresponding attribute set, in order to obtain the exclusive 
attribute key for the data user. The specific calculation method 
is shown in Eq. (2). 
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In Eq. (2),
,1iK , 

,2iK , and 
,3iK  represent the attribute 

private key information of the data user. 
IDt  represents the 

identity ID of the data user. On this basis, the patient encrypts 
the EHR using their symmetric key, uploads it to the IPFS 
system, obtains the corresponding storage hash value, and 

stores the ciphertext in a shared contract. Among them, the 
EHR expression is shown in Eq. (3). 

( )ipfsM key hash     (3) 

In Eq. (3), M  represents HER data. 
ipfshash  represents 

the hash value of the storage address in the IPFS system. key  

represents symmetric key information. The ciphertext 
expression is shown in Eq. (4). 

 0 1 ,0 ,1 , ,1 , ,2 {1,..., {1,..., }( , ,{ , ,{ , } } )
xx x x y x y y l x lCT C C C C C C

   (4) 

In Eq. (4), CT  represents ciphertext information. x  and 

y  represent rows and columns.  x  represents attributes. 

l  represents the length of the access address. C  represents 

encryption. Meanwhile, the data user decrypts the ciphertext 
information based on their own attribute private key. When 
the data user meets the set orientation strategy and is not 
included in the attribute revocation list, they can obtain the 
storage information and decryption key of patient EHR data in 
IPFS. The identity discrimination calculation method for data 
users is shown in Eq. (5). 

 
1/( ),2 , ,2

,1

1 ( ),3 , ,1

( ),1 ,0

,2

( ),2 ,1

( , )
( )

( , )

( , )

( , )

x

y

l

ID IDx x y

x

y x x y

x x

x

x x

e K C
F

e K C

e K C
F

e K C


























   (5) 

In Eq. (5), 
,1xF  and 

,2xF  represent the conditions that 

satisfy the data user being accessed. The expression for EHR 
data obtained by data users is shown in Eq. (6). 
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In Eq. (6), 
xu  represents the recovery coefficient. In 

addition, in the EHRSS model, patients have the right to 
specify the users of their private data and perform fine-grained 
revocation of attribute sets, without updating the private key 
information of other data users associated with the ciphertext. 
Taking revoking a certain identification ID as an example, the 
patient needs to add the data user's ID to the revocation list 
corresponding to the attribute, and re encrypt and upload the 
electronic health record data to the IPFS system, replacing the 
access policy set in the shared contract. 

B. Design of Privacy Protection Methods Based on 

Blockchain 

In the process of EHR data sharing, relying solely on the 
security of the IPFS system and blockchain cannot fully 
guarantee the privacy of patient EHR data. Therefore, based 
on the proposed EHRSS model, further research was 
conducted on the privacy protection of EHR using ZKP and 
ElGamal encryption algorithms on the basis of BCT. ZKP can 
prove to other verifiers that a proposition is true without 
disclosing any actual information of the verifier [16-17]. 
Therefore, the proof process of ZKP in the proposed EHRPP 
method is shown in Fig. 3. 
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Fig. 3. ZKP's proof process in EHRPP. 

In Fig. 3, data users use Zero-Knowledge Succinct 
Non-Interactive Argument of Knowledge (ZK-SNARKs) list 
the ZKP of patient EHR data required for their research, and 
publish the correlation results and hash values generated based 
on digital circuits into smart contracts. Secondly, patients 
make a preliminary judgment on whether they meet their 
expectations based on the data keywords disclosed by medical 
institutions. If so, continue to validate the patient's data to 
ensure that it meets the needs of the data user. The patient 
randomly selects a numerical value and combines it with 
information such as ID, timestamp, and EHR data to generate 
a digital signature. The specific expression is shown in Eq. 
(7). 

1( , ( , , , ))z p pq AuthSign x H ID M k   (7) 

In Eq. (6), 
zq  represents digital signature. (*)AuthSign  

represents authorized signature. 
px  represents the patient's 

private key. 
pID  represents the patient's identification 

information ID.   represents timestamp. k  represents a 

random number. 
1H  represents a hash function that can 

resist collisions. At the same time, patients establish 
corresponding digital circuits based on smart contracts, and 
combine random values to obtain the EHR dataset, additional 
data, and common parameters of the system. The specific 
expression is shown in Eq. (8). 
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In Eq. (8), M   represents the HER dataset obtained by 

selecting a random number k . 
nm  represents HER data. V  

represents the digital circuit constructed by the patient. R  
represents the result set. H  represents the hash value. r  
represents the output result. Based on the above parameters, it 
inputs and calculates the result set and hash value of EHR to 
prove the authenticity and availability of the obtained EHR 
data. After inputting system security parameters and digital 
circuits, it can obtain the key pair information of ZKP. The 
specific expression is shown in Eq. (9). 

(1 , ) ( , )V VZKPkeygen V Pk Uk    (9) 

In Eq. (9), (*)ZKPkeygen  represents the ZK-SNARKs 

algorithm. 
VPk  represents the key for listing ZKP. 

VUk  

represents the key for verifying ZKP.   represents system 

security parameters. Input the patient's EHR data, digital 
signature, and the key generated by ZKP, as well as the 
obtained result set and hash value, and then output ZKP. The 
specific expression formula is shown in Eq. (10). 

( , , , , )z VProve M q Pk R H     (10) 

In Eq. (10), (*)Prove  represents the output of patient 
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related information.   represents ZKP. After the patient 

submits the ZKP, the EHR data of the patient is determined 
based on the smart contract to determine whether it meets the 
needs of the data user. The specific expression is shown in Eq. 
(11). 

( , , , , , ) ( / )V z pVerify Uk q y R H true false   (11) 

In Eq. (11), 
py  represents the patient's public key. ZKP 

verifies the digital signature of EHR data using the patient's 
public key, and determines the ZKP, result set, hash value, 
ZKP generated by the data user, result set, and hash value. 
When all the above results meet the verification requirements, 
ZKP will output "true" to EHRPP, otherwise it will output 
"false". Therefore, the EHRPP model architecture based on 
the proposed ZKP is shown in Fig. 4. 
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Fig. 4. Blockchain-based EHRPP model architecture. 

From Fig. 4, the EHRPP model proposed in the study 
differs from the EHRSS model in that it divides data users into 
doctors and medical institutions. This is because the study 
considers that on the basis of secure sharing of patient EHR 
data, medical institutions need to use EHR data for research or 
analysis to promote the recovery of medical diseases. 
Therefore, the study split the data users in the EHRPP model. 
Among them, doctors mainly generate EHR data for patients 
and are responsible for uploading patient metadata to 

blockchain for recording. Before using EHR data, medical 
institutions need to prove and define ZKP, and write the 
required keywords into smart contracts. Therefore, the process 
of the EHRPP model proposed in the study is shown in Fig. 5. 

From Fig. 5, the EHRPP model first sets security 
parameters and parameters such as large prime numbers, meta 
groups, cyclic groups, priority over representation, hash 
functions, etc., to generate common parameters and system 
master keys. The specific expression is denoted in Eq. (12). 
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Fig. 5. Blockchain-based EHRPP model flowchart. 
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1 1 2( , , , , , )pPk p g G Z H H    (12) 

In Eq. (12), p  represents large prime numbers. 
1G  

represents a cyclic group of order p . 
pZ  represents a finite 

field. 
2H  represents an reversible hash function. The system 

conducts qualification review for patients, doctors, and 
medical institutions with requirements, and creates 
corresponding key pairs for them. The three obtain their 
respective public key calculation formulas as shown in Eq. 
(13). 
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In Eq. (13), 
dy  and 

ry  respectively represent the public 

keys of doctors and medical institutions. 
dx  and 

rx  

respectively represent the private keys of doctors and medical 
institutions. The patient encrypts EHR data using a symmetric 
key and uploads the ciphertext to the IPFS system to obtain 
the corresponding storage hash value. Meanwhile, doctors 
upload patient metadata to blockchain for recording and 
storage. Medical institutions provide ZKP certification based 
on the patient EHR data they need. After the ZKP verification 
is passed, the medical institution sends an application to the 
patient to obtain EHR data information. The patient randomly 
outputs the shared data and synchronously stores it in the 
system. The specific expression is shown in Eq. (14). 
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In Eq. (14), 
1s , 

2s , and 
3s  represent the results obtained 

by calculating the application information of medical 

institutions. key  represents the symmetric key of the 

medical institution. Medical institutions obtain IPFS 
information and symmetric keys for stored HER data based on 
the key. At this point, the system checks the medical 
institution based on the hash value and identification ID, as 
shown in Eq. (15). 
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In Eq. (15), 
sk  and sk   represent the application 

information calculated by the patient and medical institution, 
respectively. The system compares the examination values of 
medical institutions with the medical institution information 

stored by patients in the system. When the two are equal, it 
indicates that the transaction is legal. At this point, medical 
institutions can obtain encrypted EHR data by downloading 
based on hash values. Conversely, the system determines that 
the medical institution is a malicious user and punishes them. 
After downloading EHR data, medical institutions can use 
symmetric keys to decrypt the data and obtain the original 
EHR data. At the same time, it compares the hash value of 
EHR data with the metadata of blockchain records to 
determine whether the data is EHR data required by medical 
institutions. 

IV. RESULTS 

To verify the effectiveness of the EHR data security 
sharing and privacy protection methods proposed on the basis 
of blockchain, the study first analyzed the properties and 
encryption efficiency of the EHRSS method during the 
encryption and upload stages. Secondly, performance 
validation and analysis were conducted on the proposed 
EHRPP method. 

A. Verification and Analysis of Security Sharing Methods 

Based on Blockchain 

To effectively validate the effectiveness of the EHRSS 
method, simulation experiments were conducted on the Java 
Pairing Based Cryptography (JPBC) library in the Java 
language. It assumed that the cyclic group and generator are 
both 1024 bits, the ID length is 64 bits, the account length is 
160 bits, and the IPFS address length is 256 bits. In EHRSS, it 
interacted with blockchain during initialization, registration 
application, encryption, and upload stages. Therefore, the 
study first analyzed the changes in storage size, computational 
cost, and number of attributes in three stages, as shown in Fig. 
6. 

Fig. 6(a) showcases the relationship between the storage 
phases of the EHRSS model in three stages and the amount of 
attributes when the revocation list has 10 data users. As the 
amount of attributes increases, the storage overhead for the 
three stages of model initialization, application for registration, 
and encryption upload all increased. Based on the calculation 
cost of the three stages in Fig. 6(b), as the amount of attributes 
changes, the calculation cost of the initialization stage first 
increased and then decreased with the increase of the number 
of attributes, but the overall change is relatively small. The 
computational cost during the registration application stage 
remained generally stable as the amount of attributes increased. 
However, the computational cost of EHRSS encryption and 
uploading was not affected by the amount of attributes for 
different user numbers. This indicated that users can expand 
the attributes in the EHR data sharing project as needed, and 
the computational efficiency will not be reduced by the 
increase in the number of attributes. On this basis, the study 
further analyzed the impact of different sizes of EHR data on 
IPFS system upload and download, encryption and decryption, 
as shown in Fig. 7. 
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Fig. 6. Relationship between the three phases of EHRSS and changes in the number of attributes. 
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Fig. 7. Impact of different sizes of EHR data on uploading and downloading, encryption and decryption in IPFS systems. 

From Fig. 7 (a), as the EHR data increased, the upload and 
download time overhead of the IPFS system also increased. 
When the EHR data size was 100MB, the upload time cost in 
the IPFS system was 1.17s, and the download time cost for h 
was 0.36s. Based on Fig. 7 (b), the proposed security sharing 
method had lower encryption and decryption time costs for 
EHRSS under different EHR data sizes, and had ideal 
efficiency in processing large-scale EHR data. Therefore, the 
study further compared the performance of medical data 
security sharing methods proposed by other scholars with 
EHRSS. The EHR data size was set to 2GB, and the specific 
comparison results are denoted in Table Ⅰ. 

TABLE I.  PERFORMANCE COMPARISON OF DIFFERENT 

SECURITY-SHARING METHODS 

Methods of secure 

data sharing 

Encryption 

overhead (s) 

Generated 

key size (kb) 

Decryption 

overhead (s) 

Reference [6] 45.23 124.24 40.35 

Reference [7] 42.54 150.00 34.62 

Reference [18] 35.46 128.00 29.88 

Reference [19] 22.43 89.75 15.87 

EHRSS 19.23 54.32 6.63 

From Table Ⅰ, the EHRSS method proposed in the study 
required significantly less encryption and decryption time 
compared to other methods. The encryption time required for 
EHRSS was reduced by an average of 47.20% compared to 
other methods, while the decryption time was reduced by an 

average of 78.03%. This indicated that the introduction of 
attribute revocation lists on the basis of blockchain has 
improved the encryption and decryption efficiency of data 
security sharing. By comparing the key sizes generated by 
different algorithms, the proposed method reduced them by 
56.28%, 63.79%, 57.56%, and 39.48%, respectively, 
compared to other methods. This indicated that the algorithm 
raised in the study not only improves the granularity of 
attribute revocation, but also enhances the convenience of 
ciphertext applications. Compared to other methods, EHRSS 
has superior computational efficiency and practicality. 

B. Verification and Analysis of Privacy Protection Methods 

based on Blockchain 

To further demonstrate the privacy and security of EHRPP 
in protecting patient EHR data, this study verified and 
analyzed the performance of the ZK-SNARKs algorithm in 
the EHRPP method, the required time for verifying keys, 
generating proofs, and the time cost for verifying proofs. The 
research set the security parameter to 128 bits, ZKP was 
defined by the libSNARK code library, and each experiment 
was repeated 10 times. The average of each indicator was 
taken for the experimental results. Meanwhile, the Practical 
Byzantine Fault Tolerance (PBFT) mechanism, Proof of Stake 
(PoS) mechanism, and PoW mechanism were introduced and 
compared with ZKP. The required storage sizes for the four 
mechanisms under different EHR data scales are shown in Fig. 
8. 
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Fig. 8. Comparison of key generation and verification storage size under different proof mechanisms. 

From Fig. 8(a), as the EHR data parameters increased, the 
storage size required for all four proof methods also increased. 
Compared to other methods, ZKP required smaller storage. 
Combining the four proof methods in Fig. 8(b), ZKP reduced 
the storage requirements for keys by an average of 5.18%, 
13.14%, 19.45%, 24.00%, and 30.05% compared to the other 
three methods when the medical data parameters were 100, 
300, 500, 700, and 900, respectively. The size of ZKP and PoS 
proof keys remained basically unchanged, while PoW's proof 
key size increased as the number of parameters increased, 
although the proof size was less than ZKP when the parameter 

was 100. This indicated that the proof process of ZKP is more 
stable. By comparing the verification key sizes of the four 
methods in Fig. 8(c), when the parameter was 900, the 
verification key size of ZKP was 31.80kb, which was 4.70% 
less than the other three methods. This indicated that the 
EHRPP based on the ZKP proposed in the study has superior 
performance in protecting patient privacy, balancing the 
security sharing and privacy protection issues of EHR data. 
Meanwhile, the study further compared the time overhead for 
generating keys, proving keys, and verifying keys using four 
methods, as shown in Fig. 9. 
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Fig. 9. Comparison of the time overhead required for key generation and verification under different authentication mechanisms. 
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As shown in Fig. 9(a), the time overhead of generating 
keys for ZKP under different EHR data parameters showed no 
significant change, with an average time cost of 16.29 seconds. 
Compared with the other three methods, the average time 
overhead decreased by 3.93%, 7.39%, and 1.51%, respectively. 
From the comparison of the time cost required to prove the 
key using the four methods in Fig. 9(b), ZKP was least 
affected by the size of data parameters. The other three 
algorithms showed an upward trend with the increase of 
parameter size. This may be because during the key proof 
process, the storage capacity of the three algorithms for 
proving keys is relatively large, which requires more time for 
proof. Fig. 9(c) shows the time overhead for four algorithms to 
verify whether the key information is the data required by 
medical institutions. When the parameter quantity of EHR 
data was 900, the time overhead of ZKP was reduced by an 
average of 4.84% compared to the other three algorithms. The 
above verification indicates that the EHRPP proposed based 
on ZKP has superiority in overall performance. In addition, 
the study further compared the privacy protection effects of 
Study [18], study [19], EHRSS and EHRPP 4 methods on 
EHR data security sharing are shown in Fig. 10. 

Fig. 10 (a), (b), (c), and (d) show the EHR data sharing 
protection effect of study [18], study [19], EHRSS, and 
EHRPP four schemes, respectively. The protection effect of 
study [18], study [19], EHRSS, and EHRPP was about 91%, 
84%, 84%, and 93%, respectively. This may be because the 
method proposed in study [18] achieved data protection 
through secret sharing algorithms, which has less dependence 
on the IPFS system, while study [19], although storing data in 
an off chain database based on IPFS, still relied on the 
authorization verification of the Ethereum blockchain. 
However, overall, the EHRPP method raised in the study has 
better security than the other two methods. Compared with 
EHRSS, after introducing ZKP, its privacy protection effect 
on EHR data was significantly improved. The performance 
comparison results of EHRPP with study [18] and study [19] 
in EHR data with 500 input parameters are denoted in Table 
Ⅱ. 

From Table Ⅱ, the size of the proof key generated by 
EHRPP was only 15.2MB, and the time overhead for 
generating the proof key was16.3s. Compared with the key 
sizes generated in studies [18] and study [19], EHRPP had an 
average reduction of 84.52%. This indicated that the EHRPP 
method proposed in the study had a faster speed in generating 
proof key pairs, while comparing the time overhead for 
verifying keys with the three methods, the time overhead 
required in study [18] was lower. This may be because both 
EHRPP and study [19] were IPFS systems, while study [18] 
defined a group secret sharing algorithm architecture. 
However, overall comparison shows that EHRPP still has 
significant advantages in overall performance and security 
privacy. 
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Fig. 10. Comparison of the effectiveness of cross-chain data protection. 

TABLE II.  PERFORMANCE COMPARISON OF DIFFERENT METHODS 

Method Key generation process (s) Proof key (s) Authentication key (s) 
Proof key size 

(MB) 
Authentication key size (KB) 

EHRPP 16.3 19.5 0.32 15.2 16.2 

Reference [18] 15.9 21.2 0.04 165.4 16.2 

Reference [19] 21.5 24.6 0.45 31.0 16.2 

V. DISCUSSION 

The study proposes a blockchain based EHR secure 
sharing and privacy protection method aimed at improving the 
security and privacy protection of medical data, ensuring that 
patients have absolute ownership of their medical data. 
Through experimental verification, the proposed method has 
significant advantages in generating key size and time cost. 
Compared with existing recognized mechanisms, ZKP reduces 
the average key generation time cost by 54.36%. In addition, 
this method has an average improvement of 7.73% in data 
protection effectiveness compared to other methods. This is 
consistent with the results obtained by Konkin A et al. in their 
study of ZKP [20]. By combining attribute encryption and 
blockchain computing to construct a data security sharing 

model, as well as introducing zero knowledge proof and 
ElGamal encryption algorithm, the research has successfully 
improved the construction of data privacy protection. The 
proposed method shows high efficiency in generating key size 
and time cost. Especially, compared with studies [18] and [19], 
the reduction in key generation time of ZKP indicates its 
potential advantages in handling large-scale data. Through 
smart contracts and attribute based encryption, patients can 
have more precise control over access and sharing of their 
EHR data, ensuring their absolute rights to their data. It can be 
considered that the introduction of ZKP and ElGamal 
algorithms on the basis of existing blockchain technology is 
an innovative attempt to improve the security and privacy of 
data sharing. Compared with other proposed data sharing 
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frameworks, the research method shows lower time overhead 
and smaller key size in key generation, proof generation, and 
verification. 

VI. CONCLUSION 

To improve the security sharing and privacy protection 
performance of medical data systems, research explored 
security sharing EHR data privacy protection methods based 
on blockchain. Firstly, an EHRSS method based on BCT was 
proposed to improve the security of EHR data through 
attribute encryption algorithms. Secondly, the EHRPP model 
was constructed by introducing ZKP and ElGamal encryption 
algorithms. Experimental verification showed that compared 
to the other four methods, the key sizes generated by EHRSS 
decreased by 56.28%, 63.79%, 57.56%, and 39.48%, 
respectively. When the parameter was 900, the verification 
key size of ZKP was 31.80kb, which is 4.70% less than the 
other three methods. The data protection effect of EHRPP 
obtained by introducing ZKP on the basis of EHRSS increased 
by 10.71% compared to EHRSS. Compared to other methods, 
the key generated by EHRPP was only 15.2MB, and the time 
overhead for generating the proof key was 16.3s, resulting in 
an average reduction of 84.52% in key size. The outcomes 
indicated that the EHR data security sharing and privacy 
protection method proposed in the study can improve the 
overall performance and security of the system, and has 
positive application significance in medical data security and 
privacy protection. However, the study only conducted 
theoretical exploration and experimental analysis of security 
sharing and privacy protection methods. In the future, it will 
consider further optimizing ZKP technology, compressing its 
scale and generation time, and improving the security of data 
privacy protection. 
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Abstract—Breast cancer poses a significant threat to women’s 

health, affecting one in every eight women globally and often 

leading to fatal outcomes due to delayed detection in advanced 

stages. Recent advancements in machine learning have opened 

doors to early detection possibilities. This study explores various 

machine learning algorithms, including K- Nearest Neighbor 

(KNN), Support Vector Machine (SVM), Multi- Layer Perceptron 

(MLP), Decision Tree (DT), Logistic Regression (LR), Naive 

Bayes (NB), Random Forest (RF), Ada Boost (AB), Gradient 

Boosting (GB), and XGboost (XGB). The employed algorithms, 

along with nested ensembles of Bagging, Boosting, Stacking, and 

Voting, predicted whether a cell is benign or malignant using the 

Wisconsin Diagnostic Breast Cancer (WDBC) dataset. Utilizing 

the Chi-square feature selection technique, this study identified 

21 essential features to enhance prediction accuracy. Results of 

this study indicate that MLP LR achieved the highest accuracy of 

98.25%, closely followed by SVM with 97.08% accuracy. Notably, 

the Voting classifier yielded the highest accuracy of 99.42% 

among the ensemble methods. These findings suggest that the 

research model holds promise for accurate breast cancer 

prediction, thus contributing to increased awareness and early 

intervention. 

Keywords—Breast cancer; detection; machine learning; 

bagging; boosting; stacking; voting; chi square; ensemble; hybrid 

ensemble; bioinformatics 

I. INTRODUCTION 

This Breast cancer is one of the alarming signs of female 
health, as many patients are added to the breast cancer queue 
every year globally. Mortality rate and late detection problems 
confirm that early detection is a must. According to the WHO 
report of July 2023, about two and nearly half million women 
were diagnosed, and 685,000 died in 2020 globally. On the 
other hand, in the last five years, only 7.8 million women 
survived after being diagnosed with breast cancer, ensuring it is 
the world’s most prevalent cancer [1]. Similarly, as per the 
Daily Star report, more than 12 thousand women and seven 
hundred are diagnosed with breast cancer every year in 
Bangladesh, and about 6,844 of them don’t make it [2]. Despite 
significant advancements in medical science, early detection 
remains the primary obstacle in effectively treating breast 
cancer. Timely detection is crucial, as failure to do so can 
result in fatal outcomes for patients [3]. 

Cancer occurs when healthy tissues undergo uncontrolled 
growth, forming masses or clusters of cells called tumors. 
Tumor cells can be of two types: Cancerous (called Malignant) 
and non-cancerous (named Benign) [4]. Malignant is harmful 
because this cell can grow and spread to other body parts, 

whereas Benign does not spread but grows. Cancer is 
detectable through physical examination, biopsy, or 
mammograms. These ways are effective but time-consuming, 
costly, and painful. 

The primary challenge in breast cancer diagnosis lies in 
distinguishing between cancerous (malignant) and non-
cancerous (benign) cells. Machine learning algorithms have 
emerged as a solution to this problem, leveraging previous 
patient data to develop various models. Over the past few 
decades, these algorithms, particularly Artificial Neural 
Networks and Support Vector Machines (SVM), have 
consistently demonstrated high accuracy and effectiveness. 
Their reliability makes them valuable tools for achieving better 
diagnostic outcomes [3]. 

Ensemble machine learning algorithms have long been 
employed to improve detection accuracy. In a recent study by 
R. Murtirawat et al. [3], an update on Ensemble Learning 
techniques involving five machine learning algorithms (LR, 
KNN, LDA (Linear Discriminant Analysis), SVM, RF) was 
presented. The study achieved an impressive accuracy of 
99.30% using a 75% training and 25% testing dataset. 
Therefore, this paper represents a significant milestone by 
achieving even higher accuracy with a 70:30 training-testing 
data ratio. 

In a study conducted by E. Strelcenia et al. [5], the 
accuracy of several machine learning methods, including LR, 
DT, RF, KNN, MLP, and XGB Classifier, was evaluated. 
Their findings revealed accuracies of 96%, 98%, 97%, 89%, 
92%, and 94%, respectively, based on their dataset. Machine 
learning techniques consistently demonstrate notable accuracy 
percentages across various applications. In the context of breast 
cancer predictions, these algorithms proved to be particularly 
effective, yielding higher accuracy rates. For instance, both 
MLP and LR achieved an accuracy of 98%. Additionally, 
SVM, KNN, and XGboost demonstrated performances with 
97% accuracy. 

The aim of this research is to use ten different computer 
programs to guess if someone has breast cancer, using a dataset 
of 21 features. The goal is to accurately differentiate between 
benign and malignant cases using a range of algorithms, 
including KNN, SVM, DT, RF, MLP, NB, LR, ADB, GB, and 
XGB, along with other ensemble techniques such as Bagging, 
Voting, and Stacking. Ensemble techniques play a crucial role 
in breast cancer prediction and diagnosis, offering enhanced 
accuracy, particularly in the early stages. The proposed study 
utilizes proper statistical feature selection techniques to 
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effectively detect breast cancer by distinguishing between 
benign and malignant cases. Furthermore, the research model 
holds promise for advancing developments in breast cancer 
research and improving patient care and treatment. 

This study is structured into several sections. Firstly, it 
serves as a literature review, providing relevant information 
and discussion. Following this, the methodology section 
outlines the techniques and algorithms used in the model. 
Subsequently, the results section presents outcomes in terms of 
matrices and parameters. Discussions ensue, where the findings 
are analyzed and compared with existing works. Finally, the 
conclusion summarizes the study’s key insights. 

II. LITERATURE REVIEW 

Ensemble methods have been used in breast cancer 
detection for quite some time now, mainly because they’ve 
been proven to boost accuracy. With the continuous 
advancements in medical science and machine learning 
algorithms, the impact on breast cancer research is becoming 
increasingly evident, attracting more researchers to the field 
each day. Many have focused their efforts on the WBCD 
dataset due to its extensive statistical data, allowing for more 
thorough experimentation. 

In a recent study conducted by R. Shafique et al. [6], the 
significance of feature selection techniques was highlighted by 
comparing the performance of PCA, chi-square, and SVD on 
specific datasets. Models constructed using RF, SVM, GBM, 
LR, MLP, and KNN algorithms demonstrated enhanced 
accuracy with all three techniques. Notably, KNN achieved the 
highest accuracy of 95% on the WDBC dataset across the three 
feature selections. Following this, the study addressed dataset 
imbalance by employing upsampling, which involves adding 
extra samples to test the model’s performance. This approach 
aimed to mitigate potential inaccuracies resulting from 
neglecting the minor class, ultimately improving accuracy. The 
following study displayed that Chi2 offered more impactful 
results than PCA comparatively in different models on 
statistical datasets, especially WDBC. 

A study by M. Kumar et al. [7] introduced the OSEL 
(Optimized Stacked Ensemble Learning) model, which 
combines various algorithms such as KNN, RF, LR, SVM, DT, 
ADBM1, GB, SGB (Stochastic Gradient Boosting), and Cat 
Boost. This model achieved impressive metrics, including 
99.4% accuracy, 99% precision, 98% recall, and 99% F-
measure. As an effective heterogeneous ensemble method, 
Stacking demonstrated superior performance compared to 
other Boosting classifiers, resulting in higher accuracy, 
precision, recall, and F1-measure. This makes the combined 
model particularly relevant in the current research landscape. 
Another notable ensemble model for diagnosis was established 
by U. Naseem et al. [8], utilizing a combination of four 
classification methods (SVM, LR, NB, DT) as base learners 
and artificial neural networks (ANN) as the meta-learner. This 
model achieved an accuracy of 97.6% without sampling and 
98.83% with sampling. In the prognosis case, the ensemble 
model performed best with SVM, LR, and RF as base learners 
and ANN as the meta-learner, achieving an accuracy of 
83.15% without sampling and 88.33% with sampling. Notably, 
SVM consistently outperformed other classification models 

across both diagnosis and prognosis datasets when used 
individually. 

The study by R. Murtirawat et al. [3] garnered attention for 
showcasing remarkable accuracy through the Voting ensemble 
technique. Their updated Ensemble Model (LR, KNN, LDA, 
SVM, and RF) achieved an impressive accuracy of 99.42% 
with a 75% training dataset and 25% testing dataset. However, 
this notion was challenged by another report from A. Assiri et 
al. [9], whose Voting ensemble boasted even higher accuracy 
of 99.42%, achieved solely through majority Voting. This 
majority-based algorithm was constructed using the top three 
algorithms (logistic learning, SVM with SGD, and multilayer 
perceptron) from the initial eight classification techniques, 
which then determined the final result through a voting 
mechanism. Interestingly, this study revealed that the majority-
based ensemble model outperforms the soft voting accuracy 
(98.83%), showcasing its comparative effectiveness. 

V. Nemade et al. [10] presented a model comprising two 
sections: standard ML algorithms and ensemble techniques. 
Achieving an accuracy of 97% with XGboost, the evaluation 
was based on the confusion matrix labels, including True 
Negative (TN), False Negative (FN), True Positive (TP), and 
False Positive (FP). Notably, this model utilized AUC as a 
metric, distinguishing itself from others that typically rely on 
accuracy, precision, recall, and AUC-ROC. 

M. Ramakrishna et al. [11] proposed an AdaBoost 
ensemble model that leveraged recognized feature patterns. 
Notably, Adaboost-RF and Adaboost-NB took 8.52s and 
18.32s, respectively, to develop the model. Impressively, 
Adaboost-RF achieved an accuracy of 97.95%, demonstrating 
commendable performance. Further evidence of the 
effectiveness of the AdaBoost algorithm was provided by N. 
Mashudi et al. [12], who implemented it on the WBCD dataset 
and achieved an accuracy of 98.77%. Through various cross-
validation techniques such as 2-fold, 3-fold, and 5-fold, 
AdaBoost demonstrated consistent high accuracy, with scores 
of 98.41% and 98.24% for 2-fold and 3-fold cross-validation, 
respectively. Additionally, SVM displayed a notable accuracy 
of 98.60% in 5-fold cross-validation. 

In a study by M. Momtahen et al. [13], a DOB-Scan probe 
was introduced to classify breast tissues as healthy or 
unhealthy. They devised a technique utilizing bagging and 
boosting on machine learning classifiers, achieving 100% 
accuracy in classifying 68 tissue-mimicking liquid phantom 
samples. Similarly, the effectiveness of the voting classifier 
was demonstrated in a paper by Q. Nguyen et al. [14]. In their 
research, the Ensemble-voting classifier, SVM tuning, and 
logistics regression achieved an accuracy of 98.83%. The study 
utilized PCA for feature extraction and implemented a 90:10 
training-testing ratio with 10-fold cross-validation to mitigate 
the risk of overfitting. 

III. METHODOLOGY 

For early detection, it’s crucial to determine whether the 
affected cell is cancerous (Malignant) or not (Benign). The 
process discussed in this research involves several phases, 
including data analysis, model preparation, training, and 
ensemble techniques. During data analysis, researchers of this 
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study conducted data description, collection processing, and 
feature selection. The prepared data is then used for model 
preparation, implementing various ML algorithms. This 
includes individual machine training, ensemble approaches, 
and evaluation metrics. 

In Fig. 1, the primary task was to pre-process the data. 
After selecting the WBCD dataset and dividing it into training 

(70%) and testing (30%) sets, this study applied standard 
scaling to standardize features. Ensemble and machine learning 
models of this research aim to detect cancer cells (Benign or 
Malignant), incorporating the effectiveness of all algorithms 
and ensemble models with differences in their performance. 

 

Fig. 1. Diagram of proposed methodology. 

A. Dataset Description 

The ‘WBCD’ dataset, curated by Dr. William H. Wolberg 
from the University of Wisconsin Hospital in Madison, 
comprises 569 rows and 33 columns. For each cell nucleus, ten 
actual valued features are computed, including radius (mean of 
distances from the center to points on the perimeter), texture 
(standard deviation of gray-scale values), perimeter, area, 
smoothness (local variation in radius lengths), compactness 
(perimeter^2 / area-1.0), concavity (severity of concave 
portions of the contour), concave points (number of concave 
portions of the contour), symmetry, and fractal dimension 
(“coastline approximation” - 1). Additionally, attributes such as 
ID Number and Diagnosis (M=malignant, B=benign) are 
included, with 357 instances classified as Benign and 212 as 
Malignant. 

B. Data Collection and Pre-processing 

1) Data collection: Collected this ‘WBCD’ dataset from 

Kaggle (a renowned platform for dataset collection). This 

dataset contains many features related to breast cancer, which 

helps in determining whether it’s Benign or Malignant. 

2) Data exploration: Providing a comprehensive 

explanation of the dataset is crucial for a proper understanding 

of the data. To achieve this, this research conducted 

descriptive statistics, checked for missing values, and 

visualized distributions using box plots, heat maps, 

histograms, and correlation matrices. These techniques are 

invaluable for gaining insight into the dataset and effectively 

addressing any issues that may arise. 

3) Cleaning: For cleaning purposes, the researches of this 

study removed the ‘ID’ and ‘unnamed’ columns as they are 

not necessary for cancer detection or prediction. After 

removing them, the dataset became more significant and 

accurate, leading to easy working processes for proper 

detection. 

4) Feature selection: The feature selection method of this 

model is Chi-square(chi2). It helped to find 21 features to 

detect whether the actual cell is benign or malignant. Of the 

569 records, 37% were classified as Malignant, accounting for 

212 records. Conversely, 63% of the cells were classified as 

Benign, resulting in 357 records. This approach focuses on 

extracting features that are both informative and 

straightforward for cell determination. Fig. 2 shows 

percentage of patients. 

 
Fig. 2. Percentage of patients. 

37%
63%

Benign Malignant
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5) Train-test split: The dataset was divided into two parts: 

(1) Training and (2) Testing. 70% of the data is allocated for 

training, as this portion teaches the model and determines the 

actual results. The remaining 30% of the dataset was reserved 

for testing, providing insights into the model’s performance 

and evaluating the training process’s effectiveness. 

6) Scaling: Scaling method uses data transform technique 

to fit within a specific scale. In this case, the research used 

standardization as the scaling method, which involves 

converting data to have a mean of zero and a standard 

deviation of 1 so that all features can be expressed in a 

comparable way. 

7) Encoding: For encoding, we’ve used data labeling. 

This approach assigns a unique number to label each class 

inside a definite feature. It expresses records by changing 

them into a numerical layout, ensuring compatibility with the 

algorithms’ requirement for numerical inputs, and even 

maintaining the specific feature’s information. 

8) Final data set: This is the final dataset resulting from 

an exhaustive study. With 569 samples and numerous features, 

the model can effectively detect whether a cell is Benign or 

Malignant. The main approach involved selecting 21 features 

using the chi-square method, which proved instrumental in 

identifying cancer cells. Through various techniques and 

methods, this research successfully achieved accurate cancer 

detection and more. 

C. Algorithms 

1) Chi-square: It is [6] a feature selection technique to 

select the best correlational feature from independent 

variables. It is a well-performed method for feature selection 

in statistical datasets. Chi-square performs to determine the 

GOF (Goodness of it), which measures the closeness of the 

prediction from a hypothesis [6]. The formula of chi-square is: 

𝑥2 = ∑(𝑓0 − 𝑓𝑒)/𝑓𝑒  (1) 

Where, 

          𝑓0= observed frequency 

         𝑓𝑒 =expected frequency when no relation existed 
between variables. 

In Fig. 3, also shows the visualization of the importance of 
30 features through chi2, among which we select the top 21 
features for our model prediction. 

2) K-nearest neighbor: In short, KNN is a non-

parametric, supervised learning algorithm that works to 

classify similar points near one another and make an 

individual group of them. To measure the new Knearest point, 

the researchers of this study calculated with Euclidean 

distance. It’s a distance measurement to deal with big datasets. 

[7] The equation is: 

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1   (2) 

3) Logistic regression: A binary classification process to 

work with a linear function. Here, the sigmoid function is used 

as it refers to the assumption or probability [5]. The equation 

of this is: 

𝑃(𝑌 = 1|𝑥𝑖) = 𝜎(𝑥𝑖
𝑇𝑊) =

1

1+𝑒−(𝑤0+𝑤1𝑥1,1+𝑤2𝑥2,2+⋯+𝑤𝑑𝑥𝑖,𝑑)   (3) 

4) Multilayer perceptron: MLP is a supervised, feed-

forward back-propagation network comprising multiple 

layers: input, output, and hidden layers. These layers play a 

crucial role in extracting essential information during learning 

and adjusting weights accordingly [5]. MLP employs a 

stimulation function across all neurons, calculated using the 

following formula [25]: 

𝑓(𝑥𝑖) =  b + ∑ 𝑥𝑖
𝑛
𝑖=1 𝑤𝑖       (4) 

 
Fig. 3. Important features representation. 
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where, 

𝑥𝑖 = inputs of incoming layers. 

𝑤𝑖  = weights of hidden layers neurons. 

b = initial weight. 

5) Random forest: It is another type of supervised learning 

algorithm with a building block of machine learning, a way of 

making new data predictions based on previous data. RF is 

built with a set of decision trees of randomly chosen features, 

which gives the best prediction from the voting of every tree 

[25]. 

6) Adaboost: AdaBoost is an ensemble method that 

utilizes boosting, combining numerous “weak classifiers” to 

form a “strong classifier” by updating their weights iteratively. 

Training continues until a minimized error is achieved [11]. 

AdaBoost is a boosted classifier of the form: 

𝐹𝑇(x) =  ∑ 𝑓𝑡  𝑥      𝑇
𝑡=1   (5) 

Where each 𝑓𝑡  is a weak learner that takes an object as 
input and returns a value indicating the class of the object [26]. 

7) Gradient boosting: GB is a numerical optimization 

technique that addresses classification and regression 

problems [26]. It operates sequentially, gradually improving 

weak learners by focusing on high-value data points. It can be 

defined as: 

Y =  ax +  b +  e  (6) 

Where e represents the error and shows the inexplicable 
data [6]. 

8) XGboost: The XGB is a high-scalability decision tree 

that minimizes the loss function to get an additive expansion 

of the function [5]. XGB uses extensive and complex datasets 

to classify objects [7]. 

9) Bagging: Bagging is a way of reducing variance from 

noisy datasets by converting some random subsets into 

decision trees. It trains multiple instances of weak learners and 

finally predicts by averaging on regression and voting for 

classification, which tends to reduce overfitting and makes it 

more sustainable [27]. 

10) Boosting: Boosting is a sequential process of reducing 

errors in a predicted model. In this method, the base classifier 

allocates updated weight to the occurrences of 

misclassification, which improves the performance of the 

model sequentially [27]. 

11) Voting: Voting is a method of combining the prediction 

of multiple independent models. It could either be Soft voting 

or Majority Voting. It is useful when the base model shaves 

multiple predictions, like high or low, but can have the 

majority or average performance percentages [27]. 

12) Stacking: Stacking is a technique of taking outputs 

from multiple base models and passing them as an input of a 

Meta model for final prediction. It takes base predictions 

optimally and leads to better performance [27]. 

IV. RESULT 

The proposed model of this study is a combination of 
machine learning algorithms, including ensemble methods. To 
preprocess the WDBC dataset, this study applied 
standardization and then used the Chi-square method for 
univariate feature selection, resulting in 21 effective features 
for classification. Initially, the dataset was divided into two 
parts: 70% for training and 30% for testing, using the 
train_test_split function from the Sklearn model selection 
package. The random state number 42 was used for this 
function. The researchers of this study developed the model 
using Python (version 3.11) and Anaconda (Anaconda Inc., 
Austin, TX, USA) as the software platform. Built-in functions 
such as Sklearn, Numpy, Pandas, Matplotlib, and Seaborn were 
utilized to conduct experiments and evaluate results. After 
splitting the dataset, ten different ML classification and 
regression algorithms were applied —KNN, SVM, MLP, NB, 
RF, DT, LR, XGB, AB, and GB—to train all the ML models 
on 70% of the training data. Subsequently, the remaining 30% 
of the data allowed the prediction of cancer cell types, 
assessing the research model’s performance on unknown data. 
The Chi-square method significantly contributed to achieving 
an accuracy of over 98%, compared to PCA [6] [28], which 
yielded an accuracy of only 94%. 

To determine the supremacy of any model, researches need 
to measure the performance via metrics. ROC can help to 
represent its performance; the higher the curve, the better 
performance is provided by the model [29]. 

1) Confusion matrix: A confusion matrix is a table 

describing the performance of a classification model based on 

test data whose original valid values are known before. 

Though it is simply stable, other parameters are slightly 

confusing (see Fig. 4). 

 
Fig. 4. Confusion matrix of ensemble techniques. 
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2) Accuracy: Accuracy measures the number of correctly 

detected Breast tumors [27]. It describes the model’s correct 

output prediction and measures how accurately a model works 

so that the model can prove (see Fig. 6) itself more effective. 

High accuracy produces high success of models. The formula 

is given below: 

Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (7) 

3) Precision: It evaluates the accurate classification of 

positive samples and the true positive rate. This paper presents 

the valid Malignant rate, indicating the perfect positive output 

correctly identified by the model. This can be calculated using 

the formula below: 

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (8) 

4) Recall: It is an output of total positive classes that 

confirms the correct prediction of a model. The recall is as 

preferable as higher. The formula for the recall is: 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (9) 

5) Specificity: It measures the correct negative sample 

classification. It can be mentioned as the actual negative rate. 

The formula of it: 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (10) 

6) F1 score: When two models exhibit significant 

differences between precision and recall points—such as high 

precision and low recall, or vice versa—comparing them 

becomes challenging. This is where the F-score comes into 

play, as it aims to balance recall and precision simultaneously. 

The F-score reaches its maximum value when recall is equal 

to precision. The formula below can be used to calculate it: 

F1 − Score = 𝟐 ×  
𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (11) 

7) AUC-ROC: AUC mainly measures the ranking of good 

prediction; on the other hand, ROC is a graph showing the 

performance of all classification models (see Fig. 5). 

Table II presents the accuracy, precision, recall, f1, f2, f3 
scores, and AUC-ROC. MLP and LR achieved the highest 
accuracy prediction of 98.25%, followed by KNN, SVM, 
XGB, and RF with 97.08% accuracy. AB and GB both attained 
95.91% accuracy, while DT and NB achieved 94.15% and 
93.57% accuracy, respectively. The highest precision score of 
0.9839 was obtained from MLP and LR. Additionally, recall, 
f1, f2, and f3 scores, and AUC-ROC yielded the highest values 
of 96.83%, 97.60%, 97.13%, 96.98%, and 97.95%, 
respectively. It is evident that when considering all parameters, 
MLP and LR performed the best as individual algorithms. 

Following that, the ensemble algorithm is presented in 
Table III, showcasing the results of the research model after 
applying the Ensemble Technique. Once the top algorithms 
have been identified, they are utilized for the ensemble 

technique (shown in Table II). As SVM, LR, MLP, and XGBC 
worked well (shown in Table I), this study chose them for 
Voting and Stacking, which gave the highest accuracy of 
99.42% as well as precision, recall, F1, and F2 scores of 1.0, 
0.9841, 0.9920, and 0.9873, respectively. Despite having the 
lowest accuracy of NB and DT (shown in Table III), they 
performed much better after applying Bagging. So, it is evident 
that ensemble techniques are always more effective in 
performance. Fig. 7 shows performance of different EML 
algorithms. 

 
Fig. 5. ROC curve of different ensemble methods. 

 
Fig. 6. Accuracy of ML algorithms. 

 
Fig. 7. Performance of different EML algorithms. 
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TABLE I.  RELATED PAPERS ON MACHINE LEARNING AND ENSEMBLE TECHNIQUES IN BREAST CANCER DATASET (WBCD) 

Author Year Technique Accuracies (%) 

E. Strelcenia et al. [5] 2023 ML Algorithm – LR, DT, RF, KNN, MLP, XGboost 96%, 98%, 97%, 89%, 92%, and 94%. 

V. Chaurasia et al. [15] 2020 
Ensemble - ABC, GBC, RF, ET, Bagging, XGboost, Stacking 
(SVC, DT, LR, KNN, RF, NB) 

94.73%, 93.85%, 94.72%, 95.17%, 94.51%, 95.16, 
92.65, and 98.24%. 

M. Naji et al. [16] 2021 
ML Algorithm – SVM, NB, C4.5, LR, RF 

Ensemble - Majority Voting 

ML: 97.8%, 92.6%, 93.1%, 96.8%, 97.1%, and 95.9%. 

Ensemble: 98.1%. 

M. Jabbar [17] 2021 
ML Algorithm – SVM-NB, AR-ANN, FMM-CART, LP-SVM, et. 
Ensemble - Majority Voting BN+RBF 

ML: 97.13%, 97.40%, 97.29%, and 97.33%. 
Ensemble: 97.42%. 

T. Srinivas et al.[18] 2022 
ML & Ensemble-KNN, LR, DT, RF, SVM, SGD, SMO, Gradient 

booster, AdaBoost M1, Logit Boost, Bagging 

95%, 95%, 95%, 97%, 95%, 98%, 97%, 97%, 95%, 

96%, and 95%. 

T. Mahesh et al.[19] 2022 
ML Algorithm –NB, AltTeee, RF, RedEPT 
Ensemble - XGboost-NB, XGboost-AltDt, XGboost-RF, 

XGboost-RedEPT 

ML:88.5%, 95.6%, 94.5%, and 89.23% 

Ensemble: 81.55%, 96.5%, 98.2%, and 82.25% 

A. Assiri et al.[9] 2020 

ML Algorithm – LR, SVM+SGD, MLP, DT, RF, SVM+SMO, 
KNN, NB. 

Ensemble – Voting (Majority, Average, Product, Minimum, 

Maximum) 

ML: 98.25%, 97.88%, 97.66%, 91.81%, 96.49%, 
97.08%, 97.08%, and 91.81%. 

Ensemble: 99.42%, 98.83%, 98.12%, 98.46%, and 

99.41%. 

U. Naseem et al.[8] 2022 

Ensemble – Stacking (SVM, LR, NB, DT) +ANN, (SVM, LR, 

NB, RF) + ANN, (SVM, LR, RF, DT) +ANN, (SVM, LR, RF, 

NB) + ANN, (SVM, LR, RF) +ANN, (SVM, LR) +ANN with up 
sampling 

Diagnosis: 98.83%, 98.24%, 98.24%, 98.24%, 

98.14%, and 96.46%. 

Prognosis: 84.70%, 88.13%, 84.74%, 
88.33%,77.96%, and 76.27%. 

M. Elsadig et al.[20] 2023 ML & Ensemble- KNN, DT, SVM, RF, MLP, NB, STACK 
92.9%, 92.3%, 97.0%, 95.5%, 96.5%, 93.0%, 94.4%, 

and 96.3% for training-testing [70:30]. 

A. Khalid et al.[21] 2023 ML Algorithm – RF, DT, LR, KNN, LSVC, SVC 
96.49%, 93.85%, 92.98%, 92.10%, 89.47%, and 
87.71%. 

T. Islam et al.[22] 2023 

ML Algorithm –LR, RF, DT, GB, SVC, KNN, ABC, NB, GS, 

XGB 
Bagging- LR, RF, DT, GB, SVC, KNN, ABC, NB, GS, XGB 

Boosting - LR, RF, DT, GB, ABC, SVC, NB, XGB 

ML: 95.6%, 92.9%, 93.8%, 93.8%, 95.6%, 93.8%, 

93.8%, 91.2%, 95.6%, and 92.1%. 

Bagging: 92.9%, 92.1%, 92.1%, 92.9%, 92.1%, 
92.9%, 92.1%, 90.3%, 92.9%, and 91.2%. 

Boosting: 95.6%, 92.9%, 94.8%, 93.8%, 93.8%, 

93.8%, 74.5%, and 58.7%. 

M. Gupta et al.[23] 2018 
ML Algorithm – SVM, KNN, DT, LR 

Ensemble – Voting(soft) 

ML: 93.98%, 90.12%, 92.15%, and 89.12%. 

Ensemble: 97.88%. 

A. Bataineh et al.[24] 2019 ML Algorithm – MLP, KNN, CART, NB, SVM 99.12%, 95.61%, 93.85%, 94.73%, and 98.24%. 

TABLE II.  PERFORMANCE OF ML ALGORITHMS WITHOUT ENSEMBLE TECHNIQUE 

ML Algorithm Accuracy Precision Recall F1 Score F2 Score F3 Score Roc Auc 

K-Nearest Neighbor 97.08% 0.9677 0.9524 0.9600 0.9554 0.9539 0.9669 

Naïve Bayes 93.57% 0.9194 0.9048 0.9120 0.9076 0.9062 0.9292 

Random Forest 96.49% 0.9672 0.9365 0.9516 0.9425 0.9395 0.9590 

Support Vector Machine 97.08% 0.9531 0.9683 0.9606 0.9652 0.9667 0.9702 

Decision Tree 95.32% 0.9231 0.9524 0.9375 0.9464 0.9494 0.9530 

Logistic Regression 98.25% 0.9839 0.9683 0.9760 0.9713 0.9698 0.9795 

Multilayer Perception 98.25% 0.9839 0.9683 0.9760 0.9713 0.9698 0.9795 

AdaBoost 95.91% 0.9516 0.9365 0.9440 0.9395 0.9380 0.9544 

Gradient Boosting 95.32% 0.9365 0.9365 0.9365 0.9365 0.9365 0.9497 

XGboost 97.08% 0.9531 0.9683 0.9606 0.9652 0.9667 0.9702 

TABLE III.  PERFORMANCE OF ML ALGORITHMS WITH ENSEMBLE TECHNIQUE 

Ensemble Technique Model Accuracy Precision Recall F1 Score F2 Score Roc Auc 

Voting (hard and soft) Voting (SVM, MLP, LR, XGB) 0.9942 1.0 0.9841 0.9920 0.9873 0.9921 

Stacking (meta =RF) Stacking base (SVM, MLP, LR, XGB) 0.9942 1.0 0.9841 0.9920 0.9873 0.9921 

AdaBoost 

RF 0.9708 0.9833 0.9365 0.9593 0.9455 0.9636 

SVM 0.9766 1.0 0.9365 0.9672 0.9486 0.9683 

NB 0.9649 0.9385 0.9683 0.9531 0.9621 0.9621 

LR 0.9883 0.9841 0.9841 0.9841 0.9841 0.9874 

DT 0.9532 0.9104 0.9683 0.9385 0.9561 0.9563 

AdaBoost Voting 

(hard) 
Voting (AB+RF, AB+SVM, AB+LR) 0.9825 1.0 0.9524 0.9756 0.9615 0.9762 
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Gradient Boosting 
Gradient Boosting (n_estimators=1000, learning 

rate=.3, subsample=.3, random state=42) 
0.9766 0.9538 0.9841 0.9688 0.9779 0.9782 

XGboost 
XGBC (n_estimators=1000, learning rate=.1, 

subsample=.1, random state=42) 
0.9883 1.0 0.9683 0.9839 0.9744 0.9841 

Bagging 

RF 0.9708 0.9833 0.9365 0.9593 0.9455 0.9636 

DT 0.9649 0.9524 0.9524 0.9524 0.9524 0.9623 

SVM 0.9825 0.9839 0.9683 0.9760 0.9713 0.9795 

MLP 0.9883 1.0 0.9683 0.9839 0.9744 0.9841 

LR 0.9825 0.9839 0.9683 0.9760 0.9713 0.9795 

KNN 0.9649 0.9672 0.9365 0.9516 0.9425 0.959 

NB 0.9708 0.9677 0.9524 0.9600 0.9554 0.9669 

Bagging Voting (hard) 
Voting (BC+RF, BC+SVM, BC+MLP, BC+LR, 
BC+NB) 

0.9883 1.0 0.9683 0.9839 0.9744 0.9841 

 

V. DISCUSSION 

Table IV below provides a comprehensive comparison 
between existing models and the model created within this 
study, all applied to the same ‘WBCD’ dataset. Despite the 
numerous proposals on breast cancer, these represent some 
recent works by various researchers. The research model 
outperforms many of these in multiple aspects. This 
comparison is organized based on accuracy, precision, recall, 
specificity, F1 score, AUC-ROC, and train-test performance of 
the existing models, allowing for an overall performance 
contrast. 

The effectiveness of the stacking algorithm has been 
demonstrated by author A. Abdar et al. [30], achieving over 
98% performance in accuracy, precision, and recall. Another 
model, SELF by A. Jakhar et al. [26], attained 98.80% 
accuracy using this technique, along with high precision, recall, 
F1-score, and AUC-ROC scores exceeding 99% on an 80:20 
training-testing ratio. On the other hand, the recent model 
OSEL by author M. Kumar et al. [7] garnered attention with 
the highest accuracy of 99.45%. However, the precision, recall, 
and F1-score scores were 99%, 98%, and 94%, respectively, 
leading to somewhat less satisfaction. In terms of the research 
model, stacking achieved an accuracy of 99.42%, with 100% 
precision, 98.41% recall, 100% specificity, 99.2% F1-score, 
and AUC-ROC scores on a 70% training dataset and 30% 

testing dataset, showcasing the highest overall performance 
among the models 

A voting classifier is another technique aimed at enhancing 
performance, as described by Q. Nguyen et al. [14], achieving 
an accuracy of 98.83% and nearly 99% in other scores. 
However, this performance was surpassed by another model by 
M. Murtirawat et al. [3], utilizing the same classifier and 
achieving 99.30% accuracy, along with 100% precision, 97.8% 
recall, and 98.87% F1-score on a 75:25 train-test ratio. A 
recent paper by A. Assiri et al. [9] provided a remarkable 
accuracy of 99.42%, including more than 99% precision, 
recall, and F1-score with a complex voting ensemble 
technique, which was the highest reported at that time. 
Nevertheless, the approach of this study managed to achieve an 
accuracy of 99.42% along with other parameter scores such as 
precision, recall, specificity, F1-score, and AUC-ROC of 1, 
.98, 1, 99.2, and 99.2, respectively, using both hard and soft 
voting techniques, setting a new benchmark. 

In a paper by author N. Mashudi et al. [12], AB achieved an 
accuracy of 98.77%, along with 99.42% precision and 97.66% 
specificity. In comparison to other ensemble techniques like 
bagging and boosting, this study surpassed recent papers with 
98.83% accuracy and high scores in other parameters. 

TABLE IV.  COMPARISON WITH EXISTING WORK 

Work Author Model Accuracy Precision Recall Specificity 
F1-

Score 

Auc 

Roc 

Train 

Test 

EXISTING 

WORKS 

M. Kumar et al.[7] OSEL 99.45% 0.99 0.98 - 0.94 - - 

A. Assiri et al.[9] Voting (hard) 99.42% 0.9940 0.994 - 0.994 - 70:30 

M. Murtirawat et al.[3] Voting 99.30% 1.0 0.978 - 0.9887 - 75:25 

Q. Nguyen et al.[14] Voting 98.83% 0.99 0.99 - 0.99 0.9844 70:30 

A. Jakhar et al.[26] SELF Stacking 98.80% 0.9909 0.9909  0.9909 0.9906 80:20 

N. Mashudi et al.[12] AdaBoost 98.77% 0.9944 - 0.9766 - -  

A. Abdar et al.[30] Stacking 98.07% 0.9810 0.9810 - 0.9810 0.9760 K=10 

OUR 

WORKS 

Voting (hard and soft) Voting (SVM, MLP, LR, XGBC) 99.42% 1.0 0.9841 1.0 0.9920 0.9921 70:30 

Stacking(meta=rf) 
Stacking base (SVM, MLP, LR, 
XGBC) 

99.42% 1.0 0.9841 1.0 0.9920 0.9921 70:30 

Boosting AB(LR) 98.83% 0.9841 0.9841 0.9841 0.9841 0.9874 70:30 

Bagging 
Voting (BC_RF, BC_SVM, 

BC_MLP, BC_LR) 
98.83% 1.0 0.9683 1.0 0.9839 0.9841 70:30 
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VI. CONCLUSION 

Breast cancer stands as a formidable cause of mortality 
among women, underscoring the critical need for early 
detection. The challenge lies not only in uncovering the 
presence of cancer but also in doing so at its nascent stage, 
thereby curbing the mortality rate. The amalgamation of 
medical science with ML classifiers has emerged as a powerful 
tool in tackling this challenge. Over time, it has become 
evident that enhancing a model's predictive performance 
significantly aids in this realm. Ensemble techniques, taking a 
step further, amalgamate multiple classification methods, 
thereby exhibiting superior performance. This study traverses 
this path, showcasing the efficacy of breast cancer prediction 
with an accuracy of 99.42%, along with precision, recall, F1, 
F2 score, and AUC-ROC scores of 99%, 99%, 99%, and 99%, 
respectively. Positioned as one of the premier models, it 
outshines existing ones in both early detection capability and 
performance prowess. Through rigorous training and testing, 
the model's efficiency on the WBCD dataset is attested, adeptly 
discerning between Benign and Malignant cases. 

Looking ahead, this model holds promise for further 
enhancement by integrating new optimization techniques. 
Researchers exploring additional ensemble techniques stand 
poised to achieve even more noteworthy results. Ultimately, 
the proposed ensemble learning system promises to become an 
indispensable tool for cancer specialists, facilitating the early 
recognition of breast cancer. 
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Abstract—This study proposed a novel approach to handle 

mental health, particularly, depression among college students, 

called CRADDS A Comprehensive Real-time Adaptive Depression 

Detection System. The novel CRADDS combined advanced tensor 

fusion networks which is able to analyze emotions using audio, text 

and video data more accurately, this is possible due to the strength 

of deep learning and multimodal approaches. This system is 

constructed with a hybrid algorithm framework that combines 

SVM (Support Vector Machines), CNN (Convolutional Neural 

Network) and (Bidirectional Long-Term Short-Term Memory) 

BiLSTM techniques. To address the limitations identified in 

earlier research, CRADDS increasing its feature set and using 

effective machine learning algorithms to reduce false positives and 

negatives. Further, it includes the advanced IoT devices to collect 

real time data from various range of public and private sources. 

The depression symptoms may be continuously monitored in real 

time, which helps to identify depressions in early stages and 

guaranteed the perfect well-being of students. Additionally, the 

model has the ability to adjust based on the interaction features, 

which helps to provide psychological support using the automatic 

responses observed from the verbal and nonverbal clues. 

Experiments show that the proposed CRADDS obtained an 

impressive accuracy based on the features of text, audio and video, 

when compared with the existing models. Overall, CRADDS is a 

useful tool for mental health professionals and educational 

institutions because it not only identifies depression but also helps 

to treat it earlier, and guarantees good academic scores and 

general well-being. The proposed validation accuracy increases 

from 63.04% to 86.08% which is higher than compared existing 

SVM model. 

Keywords—Depression analysis; multimodal techniques; mental 

health; real-time monitoring; hybrid algorithms 

I. INTRODUCTION 

A. Depression Analysis and its Importance 

Examining depression among students become very 
important, particularly in COVID-19 situations, which has 
severely increased mental health issues. Lockdowns and remote 
learning caused students to be away from their regular social 
networks and classrooms, which led to increased stress, anxiety 
[20] and depression symptoms in the students. Particular 
psychological difficulties were presented by the change to 
online learning environments, the disturbance of habits and 
future uncertainty [1]. The analysis of depression occurrence 
among students during this period was necessary to allow early 
detection and treatment, for preventing long-term mental health 
issues. By using effective depression analysis techniques, 
educational institutions and healthcare practitioners were able 
to develop and execute mental health interventions that were 

specifically designed to meet the needs of students who were 
experiencing difficulties during the pandemic [2-3]. These 
methods included wellness programs, peer support systems and 
online counselling services. Additionally, by understanding the 
patterns and situations regarding depression in students, 
educators and others can efficiently create academic and 
psychological support networks. COVID-19 raised focus to the 
importance of mental health measures in educational settings 
and highlighted the value of mental health as a fundamental 
element of overall well-being and successful learning [4-5]. In 
ongoing global health crisis, assessing student depression will 
provide valuable insights into the future approaches to student 
health services. It also highlights the importance of mental 
health plays in improving academic flexibility and success. 

B. Depression Analysis Techniques and its Drawbacks 

Depression analysis techniques involve a variety of 
methodologies, such as self-report surveys, clinician interviews 
and growing technology-based approaches like machine 
learning models that are used to analyse behavioural data [6]. 
Traditional self-report measures, like the Beck Depression 
Inventory and the Hamilton Depression Rating Scale, are 
commonly used, due to their adaptability and ability to track 
changes [7-8]. However, these previous literature methods can 
be unfair because sometimes people underestimate the 
symptoms due to the misunderstanding of questions. Observing 
nonverbal signals that indicate depression and further analysing 
patient responses can be done through clinician interviews, 
which provide a more understanding level of information [9-
10]. Furthermore, using machine learning models provides an 
effective way to raise the accuracy of the depression diagnosis. 
These models may evaluate large amounts of data from various 
sources, like speech patterns, physical activity and social media 
usage, and identify patterns immediately that are not achievable 
with these traditional methods. Due to the limitations with these 
traditional techniques, there is an immediate need for 
multimodal based machine learning approaches. By analysing 
the advantages and trends of machine learning modals, we 
present the effective solution for this. 

C. Machine Learning and its Advantages 

Deep learning a subset of machine learning, provides a 
number of benefits when it comes to evaluating depression in 
college students by using advanced algorithms to understand a 
wide range of data sources. This technology is particularly good 
at immediate relationships and patterns that conventional 
analytical techniques could miss. For example, it can examine 
writing and speech patterns as well as social media activity to 
identify early indicators of depression that may not be 
immediately noticeable. Some of the techniques and its 
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advantages in reviewed by current research methods are 
illustrated below (Table I) [11-14]. 

The above researches obtain remarkable improvement in 
depression analysis with different data domains. Based on this 
research procedures, this study gives an advanced solution that 
tackle not only the present limitations but also the future. 

Traditional depression analysis models frequently fail in 
numerous important domains when applied in real-time. 
Previous research mostly used discrete data modalities like text, 
audio, or video, which might result in assessments that are both 
incomplete and perhaps erroneous. These models often employ 
opaque black box techniques, which make it challenging to 
comprehend the decision-making process and pinpoint the 
fundamental causes of depression. Furthermore, the temporal 
dynamics and intricate connections included in multi-modal 
data pose challenges to the handling capabilities of many of the 
models that are now in use. 

Our suggested CRADDS (Credit Risk Assessment Decision 
Support System) uses three potent algorithms—Convolutional 
Neural Network, BiLSTM, and SVM—to close these gaps. The 
individual qualities of each algorithm work together to improve 
the system's overall efficacy and accuracy in real-time 
depression analysis. 

First, the CNN in CRADDS is enhanced with dilated 
convolutions, which increase the receptive field without 
compromising resolution, making it different from a standard 
convolutional network. This makes it possible for the model to 
extract more contextual information from the input 
photographs, which is important for detecting small changes in 
facial expressions and subtle emotional subtleties that could be 
signs of depression. Second, the model can concentrate on 

significant features from textual, audio, and video data 
sequences thanks to the attention mechanism built into the 
BiLSTM layer. This increases the model's capacity to represent 
intricate linkages and long-range dependencies, which raises 
the model's accuracy in identifying patterns of sadness over 
time. Finally, by combining visual, textual, and aural signals, 
SVM ensures robust categorization and greatly lowers the 
likelihood of false positives and negatives. 

D. Proposed CRADDS Advantages and Study Motive 

The propose study designed with an objective regarding 
three existing articles [15-17], limitations and future scope, this 
study not only focused on depression analysis, also provides an 
effective solution for the current research limitations, 
additionally, the future scope of the studies also completely 
satisfied with our proposed CRADDS. The possibility is clearly 
overviewed by Table II. 

E. Depression Analysis among Various Factors  

A thorough investigation of depression among medical 
students was carried out by Puthran et al. (2016), and the results 
showed that the frequency was 28.0% worldwide. Remarkably, 
the highest rates of depression were seen in Year 1 students, 
with a progressive drop noted in future years. Even if the rates 
of depression in medical and non-medical students were 
identical, the poor treatment behavior among depressed medical 
students highlights the need for targeted treatments. A 
comparatively high incidence of depression of 28.4% was 
carried out by Gao et al. (2020), which examined the prevalence 
of depression among Chinese university students. The subgroup 
analysis highlights the need for improved mental healthcare 
services for this and suggests a continuous requirement for 
interventions and support networks in Chinese colleges. 

TABLE I.  MACHINE LEARNING [21] TECHNIQUES AND ITS ADVANTAGES  

Source Techniques Used Data Used Improvements Noted 

[11] SVM, Naïve Bayes Social Media Posts Improved early detection accuracy 

[12] CNN, kNN, Random Forest Facial Images, dynamic textual descriptions. 2.7% better in feature extraction. 

[13] Deep Learning, VGG-16, Word2Vec, Faster R-CNN Social Media Posts (texts, images, videos) First real-time multimodal analysis system. 

[14] BiLSTM Textual posts on social media Good results in early depression detection. 

TABLE II.  LIMITATIONS AND FUTURE SCOPE OF EXISTING RESEARCH  

Source Limitations Future Scope How CRADDS address Limitations and Future Scope 

[15] 

High risk of false positives 

and negatives, 

Ethical concerns 

Expand the use of IoT for real-time 

diagnostics 
Integrate with voice conversation systems 

for therapeutic effects 

Implements robust validation to minimize diagnostic errors 

Designs ethical AI frameworks and observes to guidelines 

Improves IoT integration and supports real-time multimodal analysis 

[16] 

Relies on audio and text; 

plans for video integration 
Requires broader, more 

accurate datasets 

Develop a hybrid model using audio, video, 

and text features 
Implement more powerful algorithms for 

enhanced accuracy 

Uses a comprehensive multimodal approach integrating audio, text, and 
video 

Applies advanced algorithms to improve learning rates and prediction 

accuracy 
Plans for real-time, scalable depression detection applications 

[17] 

Limited participant number 

affects result validity 

Manual collection of verbal 
and non-verbal cues is 

resource-intensive 

Develop automatic monitoring through app 
Use advanced statistical analysis for more 

significant findings 

Reduce required data collection period 

Expands dataset to include more demographic variables for greater 

representativeness 
Combines automatic monitoring of verbal and non-verbal cues through 

mobile apps 

Applies machine learning to reduce data collection period while 
maintaining accuracy 
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Machine learning approaches were used by Qasrawi et al., 
(2022) to predict risk factors related to anxiety and depression 
in school-age children. The models with the best accuracy 
levels were SVM and RF, underscoring the importance of 
variables including family income, academic performance, 
home environment and violence in schools in impacting mental 
health symptoms. The results suggest that to improve mental 
health preventive and intervention programs, machine learning 
should be included into school information systems. Haque et 
al., (2021) used machine learning techniques to identify 
depression in kids and teens between the ages of 4 and 17. After 
predicting depressed classes with a high accuracy rate of 95%, 
RF was shown to be the most effective algorithm. Suicidal 
thoughts, sleep difficulties, and mood-related symptoms were 
important indicators of depression, highlighting the need of 
early identification and treatment to lessen the harmful impacts 
of depression in this susceptible group. 

The remaining sections of the article are discussed in four 
sections. In Section II methods of the proposed model are 
outlined. In Section III, the results of the experiments are 
discussed. In Section IV, the conclusion is presented. 

II. METHOD 

A. Proposed Model Outline 

The foundation of our proposed CRADDS is the 
combination of three powerful algorithms: SVM (Support 
Vector Machine), CNN (Convolutional Neural Network), and 
BiLSTM (Bidirectional Long Short-Term Memory). Each of 
these algorithms includes specific features to improve the 
system's effectiveness and precision in real-time depression 
analysis. 

1) CNN: CRADDS's CNN is not like a regular 

convolutional network; it is improved by convolutional layers 

with specific functions that make use of dilated convolutions. 

These dilated convolutions increase the network's sensitive 

field without sacrificing resolution, allowing the model to 

extract more contextual information from input images. This is 

important for identifying detail emotions in recognition tasks. 

This is especially important for identifying changes in video 

expressions that could point to despair. 

2) Bi-LSTM: Bi-LSTM layer of CRADDS is used to give 

importance to certain data points. Its attention-mechanism 

allows the algorithm to focus more on important features from 

textual, audio and video data sequences that have a better ability 

to identify depression. The model's ability to learn from 

difficult dependencies and long-range connections in the data, 

which is made possible by weighting input information 

differently and improves its ability to observe depression 

patterns in time. 

3) SVM: Together with these advanced techniques of CNN 

and Bi-LSTM, SVM strength also added to make CRADDS 

effective. To conduct detailed analysis, the system continuously 

combines visual, textual and audio signals and greatly reduce 

the possibility of false positives and negatives. Through the 

combination of these advanced algorithms, CRADDS improve 

diagnostic precision and acts as an effective tool for early 

identification of depression, and guaranteeing quick support for 

depressed individuals. 

B. Architecture 

1) CNN architecture: In this section the proposed 

CRADDS used a dilated convolutional neural network (DCNN) 

to analyse depression very accurately. Because the dilated 

kernel is a perfect tool to analyse depression in any form of 

audio, video and textual. DCNN is important for improving the 

ability to analyse difficult emotional signals from multiple 

methods such as speech patterns, facial expressions, and textual 

data words. Traditional convolutional kernels are defined by 

𝑜𝑡𝑤 = (
𝑖𝑡𝑤−𝑛+2𝑝

𝑠
) + 1                          (1) 

𝑜𝑡ℎ = (
𝑖𝑡ℎ−𝑛+2𝑝

𝑠
) + 1                           (2) 

𝑜𝑡𝑤  and 𝑜𝑡ℎ  are the output width and height respectively. 
𝑖𝑡𝑤 and 𝑖𝑡ℎ are the input height and width. 𝑛 denotes the size of 
convolutional filter and 𝑝 is the amount of padding applied to 
the input. 𝑠  is the stride which the kernel moves across the 
input. The concept of traditional techniques is updated by using 
dilated convolutions which is used to extract the input features 
under CRADDS. 𝑑 is the dilation factor. By introducing gaps 
into the kernel, dilation allows the network to have a bigger 
responsive field by effectively raising the kernel size without 
increasing the number of weights. 

𝑜𝑡𝑤 = (
𝑖𝑡𝑤−(𝑛−1)×(𝑑−1)+2𝑝

𝑠
) + 1                    (3) 

𝑜𝑡ℎ = (
𝑖𝑡ℎ−(𝑛−1)×(𝑑−1)+2𝑝

𝑠
) + 1                      (4) 

Here 𝑑 is the dilation rate. (𝑛 − 1) 𝑎𝑛𝑑 (𝑑 − 1) adjusts the 
kernel size by considering the gaps inserted between the 
kernel's elements to modify the kernel's size. In CRADDS, we 
build the DCNN model by replacing these with dilated 
convolution kernels. By adding gaps to the kernel grid, dilated 
convolutions increase the field of contact without adding to the 
computational complexity. For example, the receiving area 
effectively grows from 3x3 to 7x7 and, with further dilation, to 
15x15 by changing conventional 3x3 kernels to include 
dilations. Even with these increases, the total number of 
parameters stays fixed, preventing higher processing expenses 
and improving the network's ability to extract more detailed 
information from the input data. 

Using a range of dilation rates that are carefully selected to 
capture the serious patterns related to emotion changes and 
emotional states in depression, the DCNN processing is 
improved for the identification of depression. Each of the 
dilation rates 1, 2 and 4 is precisely adjusted to the feature scales 
that are important for emotional analysis. The softmax function 
is defined as 

𝜎(𝑧𝑗) =
𝑒𝑧𝑗

∑ 𝑒𝑧𝑗
𝐽
𝑗−1

                                 (5) 

In Eq. (5), 𝑧𝑗  denotes the element in vector 𝑧  with  𝑗 
highlights the total number of elements. Several dilation rates 
are built into the architecture of the DCNN in CRADDS, which 
improves feature extraction abilities and guaranteeing full 
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coverage of the input data. 6 dilated convolution-pooling 
modules, two fully connected layers, and a softmax output layer 
make up the DCNN structure. Dropout functions are integrated 
to reduce overloading, maintain the integrity of input 
information and improve performance. The specified dilations 
are defined as 

𝑚𝑖 = max [𝑚(𝑖 + 1) − 2𝑟𝑖,𝑚(𝑖 + 1) − 2(𝑚(𝑖 + 1) − 𝑟𝑖), 𝑟𝑖]                                               
(6) 

Here 𝑚𝑖 is the dilation rate for the current layer (𝑖),𝑚(𝑖 +
1)  is the dilation rate for the next layer (𝑖 + 1)  and 𝑟𝑖  is a 
parameter. The structure of DCNN is visually presented under 
Fig. 1. 

 
Fig. 1. DCNN structure for depression analysis for text, audio and video data. 

 

Fig. 2. Dilation results for text, audio and video data under CRADDS. 
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Fig. 2 shows the exact dilation process of text, audio and 
video inputs. For text processing, the kernel has been set for 
textual input with a dilation rate of 1, which indicates a 
conventional convolution that is direct and does not have any 
gaps. When analysing text, local information such as 
associations between words are important for understanding 
emotions. This minimal dilation is suitable for text processing. 
For audio processing, figure displays a kernel with a dilation 
rate of 2 for audio data. The kernel covers a greater portion of 
the input due to the higher dilation, ignoring some data points 
in order to capture more extensive temporal patterns in the 
spectrogram, such as changes over time that are important for 
audio analysis. For features like pitch and tone that change over 
a series of samples, this type of dilation is useful for detecting 
patterns across somewhat longer time spans. Dilation rate of 3 
is used to denote the video data processing, allows the 
convolutional process to cover a larger region of the input 
frames. This method works well with videos, because it can 
able to capture spatial relationships in larger regions, which is 
useful when detecting movements and changes in videos by 
using many pixels to present the movements with high 
accuracy. By increasing dilation rate, the network will improve 
the area where it receives and include more related information 
from the video frames. This can be used to understand the 
challenging patterns in motion tasks and improve the accuracy 
to find out emotional expressions very clearly. 

2) Bi-LSTM: CRADDS used BiLSTM with attention 

mechanism; by using its advanced features, it helps to improve 

the understanding of text, audio and video input. This model 

aims to identify the temporal patterns that are important for 

identifying depressions very accurately. Bi-LSTM layers allow 

the network to learn from data in both forward and backward 

directions. This helps the network to capture the various 

temporal features effectively than the traditional LSTM. This 

bidirectional learning is important to CRADDS because it 

obtains a thorough understanding of the data, which can be the 

textual, audio and video clippings. Thus, the attention 

techniques used in BiLSTM highlights the particular data in to 

segments that are helpful to identify depression. The attention 

mechanism is expressed as 

{
  
 

  
 
𝑜𝑡, ℎ = 𝐵𝑖𝐿𝑆𝑇𝑀 (𝑎)

𝑜𝑡 = [𝑜𝑡𝑓 , 𝑜𝑡𝑏]

𝑜𝑡 = 𝑜𝑡𝑓 + 𝑜𝑡𝑏
𝜔 = 𝑤 × 𝑜𝑡 + 𝑏
𝑐 = tanh(𝑜𝑡) × 𝜔

𝑦 = 𝑜𝑡 × 𝑐

                         (7) 

In Eq. (7), the inputs are denoted by 𝑎 , the forward and 
backward LSTM outputs are represented by 𝑜𝑡𝑓 , 𝑜𝑡𝑏 , 

respectively, and their concatenation output is represented by 
𝑜𝑡 . The weight vector 𝜔  and the weighted context 𝑐  improve 
the model's ability to observe significant depression indications 
by focusing its learning on the most crucial elements of the 
sequence. 

The fully connected (FC) network processes the processed 
features after the attention layer, combining them into a final 
output that can be used to identify the presence and severity of 

depression. With this setup, each modality of text, audio and 
video is evaluated separately and their insights are integrated to 
create a more accurate evaluation. Table III shows the 
parameter setting of the proposed Bi-LSTM. 

TABLE III.  PARAMETER SETTING OF PROPOSED BI-LSTM  

Input Type Layer Name Parameter Setting 

Text 

Bi-LSTM Hidden Units 128 

Layer Layers 2 

 Dropout 0.5 

Attention Dropout 0.5 

FC1 Output Features 128 

 ReLU 

 Dropout 0.5 

FC2 Output Features 128 

 ReLU 

Audio 

Bi-LSTM Hidden Units 128 

Layer Layers 2 

 Dropout 0.5 

Attention Dropout 0.5 

FC1 Output Features 128 

 ReLU 

 Dropout 0.5 

FC2 Output Features 128 

 ReLU 

Video 

Bi-LSTM Hidden Units 128 

Layer Layers 2 

 Dropout 0.5 

Attention Dropout 0.5 

FC1 Output Features 128 

 ReLU 

 Dropout 0.5 

FC2 Output Features 128 

 ReLU 

3) Multi-modal fusion: Additionally, embeddings from the 

last Bi-LSTM layer and a DCNN processing features are 

concatenated to address the multimodal character of the input. 

By feeding this concatenated vector into a further FC layer, the 

results obtained from the analysis of text, audio and video are 

successfully combined. 

𝑓𝑜𝑡 , 𝑥𝑏𝑎𝑓𝑢𝑠𝑒𝑑 =

[𝐷𝐶𝑁𝑁 (𝑎𝑡𝑥𝑡), 𝐷𝐶𝑁𝑁 (𝑎𝑎𝑢𝑑𝑖𝑜), 𝐷𝐶𝑁𝑁 (𝑎𝑣𝑖𝑑𝑒𝑜)                  (8) 

Here 𝑓𝑖𝑡  denotes fused input of DCNN text, audio and 
video outputs respectively. 

BiLSTM processing of concatenated features 

𝑦𝑡𝑒𝑚𝑝 = 𝐵𝑖𝐿𝑆𝑇𝑀 (𝑥𝑏𝑎𝑓𝑢𝑠𝑒𝑑)                      (9) 

Here (𝑥𝑏𝑎𝑓𝑢𝑠𝑒𝑑)  is the concatenated vector from all three 

modalities after initial DCNN processing. 𝑦𝑡𝑒𝑚𝑝  denotes the 

output from Bi-LTSM which produces temporal and sequential 
information across the multimodal data. The final prediction is 
expressed as 

𝑦𝑝𝑟𝑒𝑑 = 𝐹𝐶(𝑤𝑓𝑢𝑠𝑒 ∗ 𝑦𝑡𝑒𝑚𝑝 + 𝑏𝑓𝑢𝑠𝑒)              (10) 
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In Eq. (10) FC denotes fully connected network that 
combines the multimodal temporal features into final predictive 
output. 𝑤𝑓𝑢𝑠𝑒  and 𝑏𝑓𝑢𝑠𝑒 denotes weights and biases of the final 

FC layer. 

To improve the system the loss function needs to consider 
the combined influence of text, audio and video data. This can 
be expressed as, 

𝐿 = ℓ(𝑦𝑝𝑟𝑒𝑑 , 𝑦)                             (11) 

ℓ is the chosen loss function, cross entropy for classification 
tasks.  

4) SVM based feature extraction: The SVM is mainly used 

for feature extraction from difficult, high-dimensional datasets 

in our proposed CRADDS study. To improve the margin 

between two classes, the initial stage in this approach is to 

define a separating hyperplane using the traditional SVM 

technique for supervised learning classification. This can be 

expressed as 

min
1

2
 ||𝑊||2 + 𝐶 ∑ 𝜉𝑖

𝑁
𝑖=1  subject to 

𝑡𝑖(𝑊𝑇𝑋𝑖 + 𝐵) ≥ 1 − 𝜉𝑖 , 𝜉𝑖 ≥ 0,    𝑖 = 1, … . , 𝑁       (12) 

Where, the balance between increasing the margin and 
reducing classification mistakes is expressed by 𝐶, and 𝜉𝑖 are 
slack variables that account for misclassifications. By applying 
higher boundaries and promoting accurate classification, a high 
𝐶 value helps to reduce misclassification. 

The SVM successfully uses the kernel method to handle the 
non-linear aspects of energy system data. RBF (Radial Basis 
Function) kernel is expressed as, 

𝐾(𝑋𝑖, 𝑋𝑗) = 𝑒
−

1

2𝜎2
||𝑋𝑖−𝑋𝑗||2

                  (13) 

where the flexibility of the kernel function is controlled by 
the kernel parameter 𝜎2. The SVM can operate in a converted 
feature space where non-linear connections are corrected, 
allowing the separation of data points that are not linearly 
separable in the original space. This kernel simplifies this 
process. In addition, we incorporate a cost matrix into the SVM 
to handle the issues arising from dataset imbalances, which 
might lead to bias in the classification boundaries in favour of 
the majority class. This matrix reduces bias by adjusting the 
misclassification penalty to prioritize the minority class. The 
cost matrix function expressed as 

𝑐𝑜 = [
0 1
𝑐 0

]                                (14) 

if 𝑐 > 1, then it would cost more to incorrectly classify an 
instance of the minority class than the majority class. This 
strategy gives a more equitable categorization result by 
bringing the boundary closer to the majority class, which makes 
the model more sensitive to the minority class. The model 
reduces dimensionality and separates the essential elements 
from the input energy data through this procedure, guaranteeing 
reliable prediction outcomes. Fig. 3(a), 3(b) and 3(c) present the 
process of SVM classification of text, audio and video input. 

 

Fig. 3. SVM classification on Text input, Audio input, and Video input. 

III. RESULTS AND EXPERIMENTS  

A. Simulation Setup  

Proposed CRADDS is evaluated using DAIC-WOZ 
datasets adapted from [16]. Based on that Table IV presents the 
features of dataset which is used to evaluate proposed 
CRADDS. 

B. Evaluation Criteria  

In the present study, the results of the CRADDS are 
compared with the three existing researches of [15] [16] [17]. 
The main objective of the CRADDS is to address the limitation 
of these studies and also satisfy the future visions. Based on the 
task we proceed with an experiment. 

Table V presents that the CRADDS model performs 
significantly well when tested on text, audio and video data 
using DCNN, BiLSTM, and SVM. The validation accuracy and 
loss for Text DCNN are 0.45 and 0.85, respectively, and the 
training accuracy is 0.94 with a loss of 0.25. Using validation 
metrics of 0.82 accuracy and 0.28 loss, Audio DCNN achieves 
a training accuracy of 0.96 with a reduced loss of 0.12. Video 
DCNN validation accuracy of 0.83, a validation loss of 0.35, 
and a training accuracy of 0.95 and loss of 0.22. The validation 
accuracy and loss for Text BiLSTM are 0.80 and 0.30, and the 
accuracy is 0.89 with a loss of 0.18. With validation metrics of 
0.81 accuracy and 0.25 loss, Audio BiLSTM exhibits 0.91 
accuracy and 0.15 loss. With a validation accuracy and loss of 
0.80 and 0.28, Video BiLSTM exhibits an accuracy of 0.90 and 
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a loss of 0.17. Text SVM achieves validation accuracy of 0.78 
and loss of 0.32, together with training accuracy of 0.88 and 
0.20 loss. Audio SVM records validation accuracy and loss of 
0.79 and 0.27, along with 0.92 training accuracy and 0.14 loss. 
Lastly, Video SVM displays validation accuracy and loss of 

0.77 and 0.30 with 0.90 training accuracy and 0.19 loss. These 
findings show that, for all data types, DCNN models perform 
more accurately than BiLSTM and SVM, with Audio DCNN 
shows the best overall performance. 

TABLE IV.  DATASET FEATURES  

Category Description Category Description 

Dataset DAIC-WOZ Depression Database Participants 59 Depressed; 130 non-depressed individuals 

Purpose Automatic Depression Detection System Data Types 

Audio recordings (AUDIO.wav) 

Video recording 

Text responses (TRANSCRIPT.csv, FORMANT.csv, etc.) 

Source University of Southern California (USC) Training Set 

IDs of patients 

Patient PHQ-8 scores 

Binary labels 
Gender 

Questionnaire responses 

Access Apply on USC website for access and download Development Set 

IDs of patients 

Patient PHQ-8 scores 
Gender 

Binary labels 

Questionnaire responses 

Data Format Zip files (189 sessions: from 300 P.zip to 492 P.zip) Test Set 
IDs of patients 

Gender 

Total Sessions 189 Features 

Verbal symptoms 
Non-verbal symptoms 

Audio features 

Video features 
Text features 

 

TABLE V.  EVALUATION PARAMETERS FOR PROPOSED CRADDS  

Method 
Tra-

Accuracy 
Tra-Loss 

Val-

Accuracy 
Val-Loss 

Text DCNN 0.94 0.25 0.85 0.45 

Audio DCNN 0.96 0.12 0.82 0.28 

Video DCNN 0.95 0.22 0.83 0.35 

Text 

BiLSTM 
0.89 0.18 0.80 0.30 

Audio 

BiLSTM 
0.91 0.15 0.81 0.25 

Video 

BiLSTM 
0.90 0.17 0.80 0.28 

Text SVM 0.88 0.20 0.78 0.32 

Audio SVM 0.92 0.14 0.79 0.27 

Video SVM 0.90 0.19 0.77 0.30 

TABLE VI.  PERFORMANCE EVALUATION OF PROPOSED CRADDS  

Method Precision Recall F1 Support 

Text DCNN 0.93 0.92 0.93 50 

Audio DCNN 0.93 0.90 0.91 50 

Video DCNN 0.93 0.90 0.87 50 

Text BiLSTM 0.82 0.85 0.83 50 

Audio BiLSTM 0.84 0.86 0.85 50 

Video BiLSTM 0.83 0.85 0.84 50 

Text SVM 0.80 0.82 0.81 50 

Audio SVM 0.82 0.84 0.83 50 

Video SVM 0.82 0.83 0.83 50 

C. Performance Comparison with Existing Studies 

As we discussed earlier, in this section the proposed 
CRADDS based techniques of DCNN, BiLSTM with attention 
mechanism and SVM are compared with the existing research 
studies of [15] [16] and [17].  

Fig. 4 presents the efficacy of CRADDS based DCNN when 
compared with the efficacy of CNN [15]. The performance of 
the DCNN-based CRADDS on training and validation datasets 
obtains a notable efficacy in the depression diagnosis. The 
model's ability to adapt to new data is confirmed by the figure, 
which shows how training and validation loss meet. The 
validation loss decreases from 18 to 2.5 while the training loss 
drops substantially from 20 to 1.5 during the epochs, 
demonstrating the model's capacity for learning and error 
reduction. At the same time, the training accuracy steadily 
increases to 95.03%, whereas the validation accuracy rises 
steadily to 82.10%. These show that multimodal data including 
text, audio and video inputs has complex patterns that the 
DCNN is able to capture successfully. Comparative studies 
indicate that the model outperforms typical CNN models in 
reliably identifying depression, as seen by its higher precision 
and recall. Table VI shows performance evaluation of proposed 
CRADDS. 

Fig. 5 shows, when comparing the CNN-LSTM model [16] 
to the proposed CRADDS model BiLSTM, it shows remarkable 
efficacy in depression diagnosis. The training loss decreased 
from 18 to 2 and the validation loss from 16 to 3, respectively, 
on the training and validation loss, which show a considerable 
reduction across epochs. The immediate drop in loss values 
presents how well the BiLSTM model learns and adapt from 
the data. The validation accuracy increases gradually to 
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85.04%, but the training accuracy curve shows a continuous 
improvement up to 94.07%. These findings highlight the 
BiLSTM capacity to efficiently extract difficult patterns and 
temporal connections from multimodal data that includes text, 
audio and video inputs. The BiLSTM in CRADDS shows better 

performance than the CNN-LSTM model, which is important 
for depression identification. CRADDS with BiLSTM is an 
effective tool for automatic depression identification because of 
its improved feature extraction and classification abilities. 

 
Fig. 4. CRADDS-based DCNN results against typical CNN [15] over Epochs. 

 
Fig. 5. CRADDS-based BiLSTM results against CNN-LSTM [16] over Epochs. 

 
Fig. 6. CRADDS-based SVM(RBF) results against SVM [17] over Epochs. 
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Fig. 6 shows the efficacy of proposed CRADDS based 
SVM, when compared to the SVM model of [17], shows a 
notable improvement in depression identification [18, 19]. Over 
the course of the epochs, the training and validation loss figures 
show a constant decrease: the training loss dropped from 1.2 to 
0.5 and the validation loss from 1.3 to 0.55. This steady 
decrease shows how well the model can adapt to new data. 
There is a consistent improvement in training accuracy from 
65.12% to 90.02% and in validation accuracy from 63.04% to 
86.08%. These show the effectiveness of SVM model learns 
and captures the difficult correlations found in the multimodal 
data (text, audio, and video). The CRADDS-based SVM model 
appears to be more effective at differentiating between people 
who are depressed and those who are not, based on its greater 
accuracy and lower loss values when compared to the regular 
SVM model. 

IV. CONCLUSION 

The study introduces a novel CRADDS system to analyse 
the depression among college students by using their posts 
regarding text, audio and video inputs under the platform of 
University of Southern California (USC) by using DAIC-WOC 
dataset. The proposed CRADDS uses the techniques of DCNN, 
BiLSTM and SVM (RBF Kernel) model. This study presents 
the unique objectives in the domain of depression analysis. In a 
modern day the techniques of deep learning are mostly used 
under wide range of applications, this study also uses the 
effective fusion techniques of deep learning algorithms. To 
make sure about the effectiveness of proposed CRADDS each 
technique of CRADDS is evaluated and compared against the 
existing effective techniques analysed form the study [15] [16] 
and [17]. The main motive of the present study is to address the 
limitation of these existing researches and to satisfy their future 
scope expectations. The proposed CRADDS have the ability to 
address these objectives which is discussed earlier under the 
Table II. The effective experiments regarding the Table II are 
demonstrated under Section IV. The results of proposed 
CRADDS highlights that the techniques of CRADDS based 
DCNN, BiLSTM and SVM are outperforms with their 
proposed techniques of the existing studies with their 
remarkable scores. The output obtained from all the models 
under CRADDS highlights its efficacy regarding the input 
features of text, audio and video format. Overall, the proposed 
achieves the best solution when compared with the existing 
studies objective and acts as an effective tool to meet not only 
the present but also the future demands under the investigation 
of depression, guaranteeing the perfect well-being of students 
as well as common individuals. 

In order to improve the accuracy and robustness of the 
model, future study will investigate the integration of new data 
modalities, such as physiological signals. Our goal is to create 
edge computing-based real-time deployment solutions that 
increase efficiency and accessibility. Furthermore, 
investigating explainable AI methods will aid in improving the 
transparency and comprehensibility of the model's judgments. 
Finally, adding more demographic groupings to the dataset will 
guarantee the model's wider applicability and fairness. 
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Abstract—Myopic maculopathy (MM), also known as myopic 

macular degeneration, is the most serious, irreversible, vision-

threatening complication and the leading cause of visual 

impairment and blindness. Numerous research studies 

demonstrate that the convolutional neural network (CNN) 

outperforms many applications. Current CNN designs employ a 

variety of techniques, such as fixed convolutional kernels, the 

absolute value layer, data augmentation, and domain knowledge, 

to enhance performance. However, some network structure 

designing hasn't received much attention yet. The intricacy of the 

MM categorization and definition system makes it challenging to 

employ deep learning (DL) technology in the diagnosis of 

pathologic myopia lesions. To increase the detection precision of 

MM's spatial domain, the proposed work first concentrates on 

creating a novel CNN network structure then improve the 

convolution kernels in the preprocessing layer. The number of 

parameters is decreased, and the characteristic of a small local 

region is modeled using the smaller convolution kernels. Next 

channel correlation of the residuals with separable convolutions is 

employed to compress the image features. Then, the local features 

using the spatial pyramid pooling (SPP) technique is combined, 

which improves the features' capacity to be represented by multi-

level pooling. The use of data augmentation is the final step in 

enhancing network performance. Compress the residuals in this 

paper to make use of the channel correlation. The accuracy 

achieved by the model was 95%, F1-score of 96.5% and AUC of 

0.92 on augmented MM-PALM dataset. The paper concludes by 

conducting a comparative study of various deep-learning 

architectures. The findings highlight that the hybrid CNN with 

SPP and XgBoost (Depthwise-XgBoost) architecture is the ideal 

deep learning classification model for automated detection of four 

stages of MM. 

Keywords—Retinograph; ophthalmologists; computer-aided 

diagnosis; vision loss; deep learning; retinograph images; myopic 

maculopathy 

I. INTRODUCTION 

Due to its fast-rising incidence internationally [1] and the 
risk to eyesight, myopia is presently a major public health issue. 
By 2050, it is predicted that 50% of the world's population will 
be myopic, with 10% of them having severe myopia [2]. 
Cataracts, glaucoma, retinal detachment, and myopia 
maculopathy can all be brought on by myopia (MM). As a result, 
organizations in the health sector like WHO, are confident that 
myopia might cause visual impairment. MM puts a hardship on 

patients, their families, and society as a whole. According to 
Naidoo et al., the global productivity loss resulting from MM 
might be $6 billion, and in 2050, myopia could impact nearly 
half of the world's population. This financial stress will probably 
get worse shortly. There is no recognized cure for MM as of yet. 
Preventive treatment, however, lessens ocular headaches and 
should be taken into account for all myopic patients. The 
International Photographic and Grading System for Myopic 
Maculopathy [3] identifies and categorizes myopic 
maculopathy. According to the severity of the condition, 
pathologic myopia was divided into five categories: category 1, 
just tessellated fundus, category 2, diffuse chorioretinal atrophy, 
category 3, patchy chorioretinal atrophy, category 2, and 
category 0, no macular lesions. In addition, characteristics 
including lacquer cracks, Fuchs spots, and choroidal 
neovascularization, are utilized to classify diseases. 
Additionally, the posterior staphyloma offers more details on the 
illness. In this study, myopic maculopathy is taken into 
consideration when a fundus picture image falls into category 2 
or above. 

The rapid advancement of artificial intelligence [4] is 
essential for the automation of challenging medical diagnoses 
and the analysis of clinical data. The most sophisticated category 
of AI is deep learning [5]. It uses deep artificial neural networks 
to solve feature-dependent issues while simulating the 
functioning of the human brain. The deep learning system (DLS) 
surpasses board-certified professionals in medical settings [6], 
[7]. The employment of DSL-based diagnosis software in 
ophthalmology's clinical and public healthcare settings has 
proved effective. Artificial intelligence (AI)-based medical 
imaging, such as retinal fundus pictures, is a valuable and 
effective option for managing and diagnosing MM. However, 
automated diagnostics based on CT scans are thought to be an 
image analysis challenge, which may be solved by labelling the 
data and applying machine learning techniques like deep 
learning. The rapid advancement of artificial intelligence [4] is 
essential for the automation of challenging medical diagnoses 
and the analysis of clinical data. The most sophisticated category 
of AI is deep learning [5]. It uses deep artificial neural networks 
to solve feature-dependent issues by simulating the functioning 
of the human brain. The deep learning system (DLS) surpasses 
board-certified professionals in medical settings [6], [7]. The 
employment of DSL-based diagnosis software in 
ophthalmology's clinical and public healthcare settings has 
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proved effective. Artificial intelligence (AI)-based medical 
imaging, such as retinal fundus pictures, is a valuable and 
effective option for managing and diagnosing MM. However, 
automated diagnostics based on CT scans are thought to be an 
image analysis challenge, which may be solved by labelling the 
data and applying machine learning techniques like deep 
learning. 

 
Fig. 1. Grading of myopic maculopathy, where figure (a) Shows the 

category 0:No macular lesions, figure (b) Category 1: Tessellated fundus, 

figure (c) Shows category 2: Diffuse chorioretinal atrophy, figure (d) 

Category 3: Patchy chorioretinal atrophy and figure (e) Represents category 4: 
macular atrophy. 

Due to the intricacy of the categorization and 
characterization of the PM system, using deep learning 
approaches in PM lesion scanning is still difficult [11]. There 
was a lengthy period of disagreement on the precise definition 
of PM until a classification for MM was suggested by pathologic 
myopia (META-PM) meta-analysis. The severity of eyes with 
MM is approximately equal to or greater than that of eyes with 
spreading choroidal atrophy (Category 2), or eyes with at least 
one "plus" lesion are considered to have PM at this level of 
categorization. With such a categorization system in mind, 
creating an AI program to automatically recognize the PM and 
aid doctors in making a precise diagnosis is advantageous. 
Sufficient high-resolution PM retinal fundus picture dataset 
resources and a highly qualified staff are needed to do this. This 
study aims to construct and train DLSs that can automatically 
identify PM and categorize MM utilizing a beautiful dataset of 
color retinal fundus pictures gathered from the hospital's 
ophthalmology facilities. A visual example of the stages of MM 
is represented in Fig. 1. 

An original model is offered in this paper. Convolutional 
neural networks and the cycle generative adversarial network 
(CycleGAN) [12] are combined to optimize the convolutional 
neural network (CNN). The suggested technique can locate 
lesion locations with less initial training data and can identify 
retinal disorders. With cycle consistency, CycleGAN can 
provide more trustworthy and realistic pictures. Adopting the 
discriminator and generator adversarial results in the best 
solution. Additionally, to differentiate the domain pictures, the 
classifier and generator cooperate [13]. A unique res-guided 
sampling block strategy is proposed using the combination of 
learnable residual features and pixel-adaptive convolutions. As 
a generator, a res-guided U-Net [14] is created, and conventional 

convolution is used in place of res-guided sampling blocks. 
Large training datasets are frequently required for supervised 
learning to account for all potential variances. However, 
gathering a lot of training data can be time-consuming, 
especially for medical imaging, where hand annotation is 
necessary. DepthCNN-XgBoost is one method for solving this 
issue since it takes a lot less training data than the standard 
method of using vast quantities of data [15]. Several variations 
[16], which can be broken down into the three main views of 
data, method, and model, were used to carry out the DepthCNN-
XgBoost learning. The dataset was enhanced by the data-driven 
algorithm, which employed previous knowledge. The space is 
constrained by model-oriented approaches like embedding. 
Finally, from the perspective of an algorithm, it is comparable to 
tweaking the network weights by looking at data from a fresh 
sample. Therefore, rather than referring to specific learning 
algorithms, FSL refers to a general understanding of algorithms 
(such as supervised or unsupervised learning principles). In 
addition, different configuration stages, modelling, and 
formulation were required when applying FSL to various deep-
learning classifiers. 

As we previously explained, supervised learning models are 
used to train the deep learning models used for the area 
segmentation of MM RETINGRAPH images. These models are 
mostly based on DepthCNN-XgBoost and FCN structures. 
Therefore, their weight cannot be changed dynamically. There is 
a risk of problems if a large data sample is required for training. 
By suggesting a DepthCNN-XgBoost learning model in this 
study, where just a small sample of the network would be taught 
dynamically, we are able to get around this constraint. Our 
primary focus is pretrained learning-based classification, and we 
constantly update and improve weights by incorporating fresh 
sample data. Fig. 2 explains this DepthCNN-XgBoost learning 
approach. To the best of our knowledge, the dynamic updating 
of model weights is a new and original method. The DepthCNN-
XgBoost scheme, which has been shown to be particularly 
helpful for detection of MM when diagnosis using retinograph 
images. 

As of now, the MM eye-related disease has a unified region 
in retinograph images using a modified depthwise separable CN 
and XgBoost classifier. The findings were then evaluated by a 
domain expert during testing in order to categorize the output. 
Some of the samples were then picked for additional training. 
Due to the small amount of fresh ground truth data utilized as a 
training set, the deep model was able to learn to update its 
behavior dynamically with little modification to the learned 
behavior. 

The following are our main contributions to myopia 
detection. 

1) A novel deep learning technique is developed that 

recognizes the presence of myopia and categorizes it. 

2) To decrease the number of parameters and enhance local 

features, we reduce the size of the convolution kernel in the 

preprocessing layer and initialize the kernels using 30 SRM 

basic filters [12]. Additionally, the suggested "forward-

backward-gradient descent" approach is used to optimize the 
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convolution kernel in order to improve accuracy and hasten 

network convergence. 

3) To replace the conventional convolution layer, we utilize 

two separable convolution blocks. In order to enhance accuracy 

and boost the signal to noise ratio, separable convolution may 

be used to extract the spatial and channel correlation of 

residuals. 

4) Before feeding the feature maps to the segment of the 

network that is completely linked, we condense them using 

spatial pyramid pooling [19]. Through multi-level pooling, 

spatial pyramid pooling may enhance feature expressions and 

map feature maps to set lengths. 

5) A loss function is created to increase the distance between 

the PM and HM classes by combining the triple loss with the 

binary cross-entropy loss (BCE loss). Our technique 

consistently produces the greatest outcomes and performs at the 

highest level when compared to deep learning models, machine 

learning models, and other methods. It ensures physicians' 

convenience and accuracy in clinics. 

The primary contributions of this study are summarized 
below to address these issues: (1) The iChallengePM dataset will 
be used to create 12 DAMFs. To our knowledge, all of the 
operations employed in the present DA are covered by these DA 
approaches. Our goal is to enhance data features, control sample 
imbalance, and significantly boost dataset quality. (2) A variety 
of optimizers, loss functions, and learning rates are built using 
the AlexNet, VGG-16, GoogleLeNet, and ResNet-50 models as 
a foundation. Using training data from 12 datasets, the model 
with the highest accuracy will be used as the main learner. This 
approach will improve the model's capacity for generalization. 
(3) Following the training of the fusion model to create the final 
model, the main learner prediction indicated above will be 
utilized as a new input and added to the hard voting model. 
Without transfer learning, the model optimized by the 
aforementioned processes achieves great accuracy. More 
importantly, by utilizing the augmented dataset and the model 
fusion technique, we successfully avoid overfitting and enhance 
the model's generalization capability when processing different 
types of data, which further enhances the model's expressive 
capability. As a result, the model's ability to recognize 
complicated and uncommon case pictures will be much 
improved. 

II. RESEARCH BACKGROUND 

In the early studies [17], images were segmented using 
methods based on edges, regions, clusters, and thresholds. These 
traditional techniques include manually extracting features, 
which are subsequently put to use for background separation, 
among other things. Additionally, the segmentation results are 
influenced by the feature quality, and this method is occasionally 
time- and labor-intensive. However, in recent years, research has 
evolved away from deep learning algorithms and toward 
traditional neural networks, particularly in the area of semantic 
picture segmentation [19, 20]. Additionally, as time has gone on, 
the recognition and forecast accuracy of these approaches have 
significantly increased. They were the first to use deep 
convolutional neural networks to segment semantic images. To 
create FCN, they switched out the convolution layer with a fully 

connected layer. One of the finest prototypes for the encoder-
decoder architecture used for pixel-level image categorization is 
the FCN (Fully Convolutional Neural Network). Upsampling 
and transposed convolution might be used to reconstruct a whole 
segmented image with categorized pixels. Researchers now 
have the chance to train deeper and bigger neural networks 
thanks to the introduction of new GPUs and better algorithms. 
Compared to the original FCN, the suggested DeconvNet [20] is 
a more comprehensive decoder. The aforementioned encoder 
and decoder have the same number and size of features. In 
addition to deconvolution, the DeconvNet decoder employs 
unpooling layers to enhance the outcomes. Due to the encoder's 
fully linked layers, the DevconvNet also uses a lot more memory 
than FCS. 

The settings and memory should be optimized. The SegNet 
[21], which is similar to the VGG-16 but different from the FCN 
and DeconvNet in up-sampling and convolution, thereby doing 
away with deconvolution, is introduced by Badrinarayanan et al. 
The feature maps are extremely well managed by SegNet. 
Inference, however, calls for additional memory. Generative 
adversarial networks (GANs) have recently achieved great 
success in a variety of applications [22] (e.g., DCGAN [18], 
SRGAN [17], and Pix2Pix [19]). The generative adversarial loss 
is calculated to determine the difference between the real and 
generated data distribution. The GAN was formally proposed by 
Goodfellow in 2014, and since then, it has operated on five 
adversarial processes that alternate between faking and 
identifying. Several researchers have discovered generative 
adversarial loss to be beneficial for improving network 
performance. In response to the success of GANs in image 
translation [23], a powerful GAN network for picture semantic 
segmentation is developed. It most closely resembles the 
approach put forth by Luc et al., in which adversarial networks 
help with semantic segmentation training. But there is no 
improvement over the starting point. Global data is included in 
fully linked CRFs (FullCRFs) by Deeplab as an independent 
post-processing step to further enhance CNN. Two orders of 
magnitude improve the speed of inference and training with this 
technique. Additionally, the incorporation of learnable 
transformations together with learnable Gaussian features 
outperforms and transforms a significant chunk of the inference 
into convolutions with the development of ConvCRFs, enabling 
efficient implementation on GPUs. 

In various investigations [14, 15–16], clinicians used the CT 
scan to identify illnesses related to SMM. This study has two 
key benefits: (a) early viral infection patterns may be shown [15, 
16], and (b) in 70% of patients, viral pneumonia-related CT 
abnormalities can be detected before laboratory testing [15]. As 
a result, early SMM infection identification is greatly aided by 
CT imaging. Detecting SMM in chest X-ray pictures has also 
been the subject of several investigations [7, 17]. We prioritize 
work involving CT scans nonetheless. According to SMM study 
findings, clinical symptoms do not typically present until after 
CT abnormalities [17]. 

Furthermore, asymptomatic people's chest CTs commonly 
show abnormalities that are consistent with viral pneumonia. On 
the one hand, certain patterns target unilateral, multifocal, and 
peripherally based ground-glass opacities. However, 
symptomatic groups were more likely to have 
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lymphadenopathy, pleural effusion, bronchiectasis, round cystic 
alterations, nodules, thickening of the surrounding pleura, and 
interlobular septal thickening. 

The visual detection method should concentrate on 
identifying prominent lung abnormality patterns such as GGOs, 
crazy-paving patterns, consolidation, and linear opacities. 
However, the density and appearance of the sickness varied 
depending on the stage of the illness. The illness should manifest 
after nine days of early symptoms [14]. Deep learning-based 
algorithms are frequently used for detection, identification, or 
segmentation in medical imaging [18] and biomedical 
applications [19]. Researchers are looking at a number of 
strategies to assist medical personnel in SMM detection in this 
area. To categorize the many CT slices, convolutional neural 
network variants are first used [13]. With a ROCAUC value of 
0.95, the applied approach may detect a viral infection; a score 
of 1.00 indicates a flawless classic. Even with a high detection 
rate, it proved challenging to distinguish between viral 
pneumonia using a simple CT scan. For coronavirus diagnosis, 
CNN variants have been proposed [20]. This method aids in the 
differentiation between instances of SMM, non-infection, and 
other viral infections. The findings indicate a good detection 
rate, much better than RT-PCR analysis. The accuracy of CNN 
is increased in the following stage by combining it with long-
term memory networks [21]. The inf-Net parallel partial 
decoder, which integrates high-level features to produce a global 
map, has also been introduced [22]. Hierarchies of convolution 
are used for this. 

Another choice to consider is U-Net structures. It will only 
be used for medicinal purposes [23]. The multistage technique 
includes the segmentation and categorization of SMM and other 
viral diseases [24]. Additionally, it aids in tracking the 
development of advanced illnesses. The methods utilized for 
SMM picture segmentation, which are based on U-Net 
topologies, are briefly detailed in [6]. The region of interest is 
first separated from the lung scan using U-Net. The 
categorization of SMM or other situations is then updated using 
a pretrained Resnet-50 [25]. AdaResU-Net [26], a multi-object 
adaptive CNN with the capacity to automatically adapt to new 
datasets and residual learning paradigms, was suggested in the 
following phase. For the purpose of SMM detection on high-
resolution CT images, U-Net++ [8], a U-Net-based model, was 
also applied. Additionally, SMM's detection has been evaluated 
using Xception, ResNet-18, ResNet-50, ResNet-101, 
SqueezeNet, GoogleNet, VGG-16, VGG-19, and ResNet-19 
[28]. ResNet-101 and Xception outperform the competition. In 
a different article, AlexNet and Inception-V4 were also used for 
SMM detection [29]. Additionally, to identify SMM, CNN and 
an Artificial Neural Network Fuzzy Inference System 
(ANNFIS) are used [30]. In a different study [31] proposes a 
Stack Hybrid Classification (SHC) approach based on ensemble 
learning. 

Additionally, object-detection techniques are taken into 
account [32] for SMM diagnoses, and in another study, VGA 
variations were also employed to find symptomatic lung regions 
[33]. The suggested approach can differentiate between 
community-acquired pneumonia (CAP) and SMM (CAP). The 
Naive Bayes classifier, discrete wavelet transformations, and 
evolutionary algorithms are employed in study [34] for SMM 
identification. A suggested approach for MM RETINGRAPH 
image segmentation is integrated with super-pixel-based fuzzy-
modified flower pollination and a type 2 fuzzy clustering 
method in a segmentation-based study [35]. For SMM image 
segmentation, volumetric medical image segmentation 
networks, or V-Nets [36], provide an option. Similar to this, V-
Net was employed in a different research project to concurrently 
segment every MRI slice [37]. The quantitative findings support 
the viability and efficacy of infection-region marking. As we 
have already stated [38], deep learning techniques were crucial 
in the segmentation of lung CT images. They can now measure 
the degree of infection and judge the severity of the condition 
[40, 41]. Table I lists the deep learning methods applied to CT 
picture segmentation and SMM identification. 

A large ground-truth dataset for training is a fundamental 
prerequisite of deep learning-based approaches, which can 
sometimes be quite challenging. Additionally, annotating the 
vast volumes of data is a labor- and time-intensive task. Due to 
these restrictions, deep learning techniques can only be used to 
solve real-world issues. A relatively small number of papers, 
including [22], where a semi-supervised learning strategy was 
applied with multiclass segmentation to identify the infected 
zone, have begun to examine this problem. However, the results 
of this strategy were subpar. In this work, we suggested a 
depthwise separable CNN method with XGBoost that enables a 
system to classify various stages of MM. This method does away 
with the requirement for a sizable dataset. Additionally, this 
system interacts with subject-matter experts to dynamically alter 
the settings. On the other hand, the weights in the existing 
models cannot be adjusted after training. 

III. RELATED WORK 

Pathological myopia [8], often known as nearsightedness, is 
one of the severe forms of myopia. Because it might cause 
blindness, pathological myopia is also known as degenerative 
myopia. One might spot pathological myopia by looking at the 
diseases that develop in the posterior of the eye. Pathological 
myopia can cause several eye conditions, such as posterior 
staphyloma, vitreous opacities, Weiss' reflex, liquefaction, 
macular degeneration, cystoid degeneration, liquefaction, 
Foster-Fuchs' spot, etc. In this study, an automated method for 
the diagnosis of problematic myopia based on fundus pictures is 
constructed using a deep learning approach known as a 
convolutional neural network. 
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TABLE II.  SUMMARY OF STATE-OF-THE-ART MACHINE LEARNING TECHNIQUES EMPLOYED FOR DETECTION OF PATHOLOGIC MYOPIA IN RETINAL FUNDUS 

IMAGES 

Reference Image Processing Techniques/Models Results Advantage 

Rauf et al. [8] 
Grayscale, histogram, 
Red channel, Shuffle 

The preprocessed images are then fed to the designed 

CNN model. The CNN model automatically extracts the 
features from the input images and classifies the images, 

i.e., normal image or pathological myopia. 

AUC: 0.9845 
Detect different stages of 
PM. 

Li et al. [9] 
Color histogram 

distribution 

A dual-stream DCNN (DCNN-DS) model that perceives 
features from both original images and corresponding 

processed images. 

sensitivities of 
90.8% and 97.9% 

and specificities 

of 99.1% and 
94.0% for 

detecting PM 

Detect PM and TF 

Devda et al. [10] 
Morphological edge 

detection 

A deep learning model with convolutional neural 

networks (CNN) is employed for classification, and the 
U-net model does image segmentation. 

ACC of 97.8% Detect PM 

Hemelings et al. 

[24] 

CNN and Semantic 

Segmentation 

CNN is combined with lesion segmentation. 
Furthermore, domain knowledge is incorporated by 

using Optic Nerve Head (ONH)-based prediction to 

improve the segmentation of atrophy and fovea. 

AUC of 0.9867 

for PM detection, 
Euclidean 

distance of 58.77 

pixels for fovea 

localization 

Detect PM and fovea 

localization 

Li Lu et al. [25] NA 

The author proposed a series of deep learning systems to 

detect myopic macular lesions and PM in accordance 

with the international photographic classification system 
(META-PM) using color fundus images. 

AUC of 0.989  

Du et al. [26]  
Deep Learning (DL) algorithms are proposed to identify 

the key features. 

AUC values were 
0.970, 0.978, 

0.982, and 0.881 

diffuse atrophy, 87.22% for 

patchy atrophy, 85.10% for 
macular atrophy, and 37.07% 

for choroidal 

neovascularization 

Zhang et al. [27]  

In [27], using ultra-wide field of view (UWF) fundus 

color imaging, a screening system named DeepUWF was 

developed, which can diagnose three kinds of fundus 
diseases (diabetic retinopathy, retinal tear, retinal 

detachment, and pathological myopia). This system is 

composed of CNN and two customer classifiers. 

 

three kinds of fundus diseases 
(retinal tear & retinal 

detachment, diabetic 

retinopathy and pathological 
myopia) 

Shi et al. [28]  

A Myopia Detection Network (MDNet) is proposed that 

combines the advantages of dense connection and 

Residual Squeeze-and-Excitation attention to detect 

myopia in optos fundus images. 

Mean Absolute 
Error of the 

Spherical 

Equivalent 
detected by this 

network can reach 

1.1150 D 

 

Freire et al. [29]  

First, different Deep Learning techniques are applied on 

fundus images, and, then transfer learning is applied on 

all tasks using Xception. 

 

algorithms to diagnosis 

Pathological Myopia (PM) 

and detection of retinal 
structures and lesions such 

asOptic Disc (OD), Fovea, 

Atrophy and Detachment 

The CNN was invented by Spyder. The characteristics are 
automatically extracted from the photos and categorized for 
pathological myopia. The metrics AUC = 0.9845 and validation 
loss = 0.1457 show the CNN model's excellent performance. 
The identification of pathological myopia from fundus pictures 
is therefore possible in the medical field using CNN. 

MM, pathologic myopia (PM), and tessellated fundus were 
classified using a dual-stream DCNN (DCNN DS) model in [9]. 
(TF). It functions by taking characteristics out of the original 
image and applying them to an image that has been color 
histogram. The DCNN-DS model achieved sensitivities of 
93.3% and 91.0%, specificities of 99.6% and 98.7%, and an 
AUC of 0.988 and 0.994 for identifying PM. According to the 
author's claims in [10], the suggested algorithm is trustworthy 
and has high sensitivity, specificity, and AUC to discriminate 
against various levels of MM on fundus images. A deep learning 

model using convolutional neural networks (CNN) is used for 
classification, and a DepthCNN-XgBoost model handles image 
segmentation. Devda et al. concentrate on segmenting lesions 
(atrophy and detachment), classifying nonpathological and 
pathological myopia images, detecting the fovea, and localizing 
the optical disc. Positive outcomes are produced by combining 
CNN with DepthCNN-XgBoost. 

CNN and lesion segmentation are integrated in [24]. The 
segmentation of atrophy and fovea is further enhanced by 
applying optic nerve head (ONH)-based prediction, which 
incorporates domain knowledge. Segmentation, as opposed to 
detection or regression models, is used in this work to locate the 
fovea. Euclidean distance for fovea localization, AUC for PM 
detection, and F1 and Dice for semantic segmentation are some 
of the metrics that are used to evaluate the outcomes (optic disc, 
retinal atrophy, and retinal detachment). The model successfully 
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localizes the fovea at a distance of 58.77 Euclidean pixels and 
detects PMs with an AUC of 0.9867. The optic disc lesion, 
retinal detachment lesion, and retinal atrophy lesion F1 and Dice 
metrics for semantic segmentation of lesions are observed at 
.9303 and 0.9869, 0.8073 and 0.7059, and 0.8001 and 0.9135, 
respectively. To identify myopic macular lesions and PM in line 
with the worldwide photographic classification system (META-
PM) using color fundus photos, the author of [25] presented a 
number of deep learning algorithms. Both the test and external 
validation. 

Datasets are said to have robust performance. The 
identification of the relevant traits is presented using deep 
learning (DL) methods in [26]. Additionally, these models are 
used to create a meta-analysis for pathologic myopia (META-
PM) classifying system (CS) by adding a specific layer. The DL 
models' sensitivity to choroidal neovascularization was 37.07%,  
87.22%, 84.44%, and 85.10%, respectively, as were their 
sensitivity to patchy atrophy, diffuse atrophy, and macular 
atrophy. These are the relevant AUC values: 0.970, 0.978, 0.982, 
and 0.881. The META-PM study CS had an overall accuracy of 
87.53%, with rates of 90.18%, 95.28%, 97.50%, and 91.14% for 
each kind of lesion, respectively. 

A screening technique known as DeepUWF was created in 
[27], utilizing ultra-wide field of view (UWF) fundus color 
imaging, and it can diagnose three different fundus disorders 
(diabetic retinopathy, retinal tear, retinal detachment, and 
pathological myopia). This system is built using CNN and two 
customer classifiers. Six different image preparation approaches 
are also used to fix the low contrast problem with UAF photos. 
These preprocessing steps improve the networks' ability to learn 
and help them achieve high levels of sensitivity and specificity. 
The benefits of dense connection and residual squeeze-and-
excite attention are combined in [28] to present a myopia 
detection network (MDNet) that can identify myopia in a fundus 
image. Following the extraction of the region of interest using 
the optical disc identification approach, the dataset is expanded 
using the data augmentation method. This network's capacity to 
recognize spherical equivalents with a mean absolute error of 
1.1150 D (diopters) demonstrates the utility of this approach. In 
[29], transfer learning is used to complete all tasks using 
Xception after various deep learning algorithms are initially 
applied to fundus pictures. The optical disc segmentation 
algorithm pipeline also employs the YOLO design. The model 
is assessed using the following metrics: AUC-ROC, F1-Score, 
Mean Dice Score, and Mean Euclidean Distance. The approach 
has so far shown positive outcomes. 

IV. RESEARCH METHODOLOGY 

1) Data acquisition: The training dataset for this study was 

acquired from the event hosted by the International Symposium 

on Biomedical Imaging (ISBI-2019) in Italy. It contains 400 

labelled funds images. The dataset consists of 239 pathological 

myopic eye images and 161 normal eye images. The image size 

is 1444×1444×3 (RGB image). The database is available at 

https://palm.grand-challenge.org/. Fig. 2 shows the 

preprocessing step. 

2) Proposed method: The initial step involves preprocessing 

the image (as illustrated in subsection A) to emphasize 

particular patterns, which aids in effectively training Deep 

Learning models for classification purposes. Overall steps of 

proposed system is described in Algorithm 1. This algorithm 

outlines the steps for extracting features using Depthwise 

Separable CNN and Multi-Level Pooling. It applies depthwise 

separable convolution to capture spatial features efficiently and 

then performs multi-level pooling to reduce dimensionality and 

retain important information. The extracted features are then 

used to train a CNN model for classification. 
The proposed framework for steganography based on a 

convolutional neural network (CNN) is illustrated in Fig. 3. The 
proposed CNN architecture consists of several layers that take a 
256 x 256 input image and generate two class labels, namely 
"Normal" and "Pathological Myopia". The network includes an 
image preprocessing layer, two separable convolutions 
(sepconv) blocks, four fundamental feature extraction blocks, a 
spatial pyramid pooling (SPP) module, and two fully connected 
layers followed by a softmax function. The convolutional blocks 
consist of four blocks known as "Basic Blocks 1" to "Basic 
Blocks 4," which perform operations to capture the spatial 
relationships between feature maps and transmit this 
information to the fully connected layer for classification using 
the XgBoost classifier. Each Basic Block carries out a set of 
actions to achieve this. 

A. Image Preprocessing 

In the initial stage of processing, we adjust the size of the 
convolution kernel and employ 30 fundamental SRM filters [12] 
to set the kernels to minimize parameters and enhance local 
features. We also use the "forward-backward-gradient descent" 
approach to optimize the convolution kernel, thereby improving 
accuracy and speeding up the network's convergence. 

B. Convolution Layer 

Instead of using bigger convolution kernels like 55, 
employed in earlier publications [18], [20], we use compact 
convolution kernels like 33 in our CNN design to limit the 
number of parameters. The number of parameters is decreased 
while the extraction of local characteristics is made effective by 
the use of small convolution kernels. As a result, we decided to 
use a convolutional kernel size of 3 with 32 channels for each of 
the first four Basic Blocks. The performance of the network and 
computational complexity are carefully analyzed to determine 
the number of channels for each fundamental block. 

https://palm.grand-challenge.org/
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Fig. 2. A preprocessing step to enhance the contrast while adjusting the light illumination, where figure (a) shows input image, (b) enhance the contrast, and (c) 

light adjustment. Also, the figure (d) shows the region-of-interest (ROI). 

 

Fig. 3. The systematic flow diagram of proposed system. 

C. Batch Normalization (BN) Layer 

Batch normalization [25] is a technique commonly 
employed during training to normalize the distribution of each 
mini batch, typically resulting in a zero mean and unit variance. 
According to study [25], incorporating a BN layer in deep neural 
networks can prevent the issues of gradient vanishing or 
explosion and overfitting. Moreover, it allows for a reasonably 
high learning rate, which helps in achieving faster convergence. 
After conducting experiments, we observed that networks 
similar to Ye-Net that do not have BN are highly vulnerable to 
inadequate parameter initialization and may not reach 
convergence. These findings were noted in the study [20]. 
Therefore, BN is utilized in the proposed approach. 

D. Non-Linear Activation Function 

We use the traditional rectifying linear unit (ReLU) as the 
activation function for each block in the Zhu-Net to avoid 
gradient vanishing or exploding issues, hasten network 
convergence, and achieve several additional aims. Utilizing 
ReLU on neurons during training can teach them to respond 
exclusively to inputs that carry significant signals, which can 
enhance the creation of more efficient features. The ReLU 
function is useful and makes computing back-propagation 
gradients easier. In our research, we made use of the network 
shown in Figure to assess the performance of other activation 
functions, including the truncated linear unit (TLU) suggested in 
Ye-Net, for purposes alongside ReLU. ReLU is used as the 
activation function to train the entire model, comprising all of its 
layers and building components. The utilization of ReLU results 
in enhanced performance and accelerated convergence. 

 

Fig. 4. Depth-wise separable convolution layer. 

 
Fig. 5. A visual architecture of residual block is utilized in this work to build 

the model. 

 

(a) (b

) 

(c) (d

) 
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E. Average Pooling Layer 

Average pooling layers, which can improve receptive fields, 
shrink feature maps, and improve image feature abstraction, are 
included in the first three essential building blocks. Moreover, 
average pooling improves the network's generalization capacity. 
To prevent information loss, the network's first block does not 
use pooling. Furthermore, we utilize separable convolution 
blocks (Sepconv Blocks 1 and 2) to enhance the SNR (the ratio 
of the signal-to-noise in the stereo signal and the resultant 
image) and efficiently manage spatial and channel correlations. 
In the last stage, we utilize an SPP module to improve the 
extraction of features. Through the application of multi-level 
pooling, the SPP module enhances the representation of features. 
At the conclusion of the suggested approach, a trio of fully 
connected layers are implemented, consisting of 2688, 1024, and 
2 neurons in each layer. The ultimate layer with complete 
connectivity employs a softmax activation function to establish 
scores for the two class labels. 

1) Separable convolution architecture: Recent achievements 

in computer vision projects like Inception [29], Xception [30], 

and other architectures have been made possible by separable 

convolution. In Fig. 5, we can observe Xception, which is a 

modified version of the Inception module (a). In this particular 

Inception variation, known for its extreme approach, the 

interdependence between channels is entirely eliminated, 

resulting in a boost in model expressiveness and storage 

efficiency. When the layer has been preprocessed, we create the 

relevant sepconv blocks using two separable convolution 

blocks made up of a 1x1 and a 3x3 convolution. This is done in 

order to use the leftover information from the normal and 

pathological myopia images more efficiently (as shown in Fig. 

1). In our configuration, we presume that the residual 

correlations in the spatial and channel domains are independent 

of one another. Each feature map produced by the high-pass 

filter can be subjected to group convolution using the sepconv 

block. Fig. 4 depicts the structure of sepconv blocks. A sepconv 

block consists of three repetitions of both a 1x1 pointwise 

convolution and a 3x3 depthwise convolution. 
In order to extract spatial correlations, a convolution 

operation with a depth of 3 x 3 is first carried out, employing a 
total of 30 groups. Pytorch uses the "groups" argument to 
implement separable convolution. After that, a pointwise 
convolution is performed in a sepconv block to get rid of any 
remaining channel correlations. After the initial 1-1 
convolutional layer of sepconv block 1, we add an ABS layer 
[26] to help our model recognize the symmetry present in the 
noise residual. The two sepconv blocks integrate residual 
connections to improve classification performance and prevent 
gradient vanishing or explosion. Fig. 5 represents the visual 
architecture example used in our proposed model. It's important 
to note that the second SepConv block lacks an activation 
mechanism. We chose to employ the ABS layer in the first 
sepconv block even though depthwise separable convolutions 
are typically applied without nonlinearities. It somehow boosts 
the network performance. The optimized kernel and the hyper 
parameter description are as follows: 

F. Optimizing Kernels 

Modeling the residuals rather than the pixel values will 
produce more robust characteristics. The convolution kernels in 
the preprocessing layer are constant during training for the 
Yedroudj-Net and Xu-Net architectures. We built a 
preprocessing method termed "forward-backward-gradient 
descent" to improve the SRM feature sets that were manually 
created using domain-specific expertise. 

To determine the residual, we follow this method: Firstly, we 
take each image X = Xij and compute the residual R = Rij as 

Rij =  X pred (Nij)  −  cXij,  (1) 

In this equation, c is an integer that represents the residual 
order, Nij denotes the neighboring pixels of Xij, and X pred (.) 
is a predictor of cXij based on the values of Nij. Generally, we 
utilize high-pass filters to obtain X pred () 

Algorithm 1: An algorithm for feature extraction using 
Depthwise Separable CNN and Multi-Level Pooling 

Input:  

- Images dataset (X) with corresponding labels (Y) 

- Hyperparameters: number of layers (L), filter sizes (F), pool sizes 

(P), depthwise separable convolution parameters (D) 

- Number of classes (C) 

Output: 

- Extracted features (X_features) 

- Updated labels (Y) 

Algorithm: 

1. Initialize an empty list X_features. 

2. Initialize an empty list Y. 

3. For each image x and its corresponding label y in the dataset: 

     - Perform depthwise separable convolution on x with parameters 

D, resulting in feature maps. 

     - Perform multi-level pooling on the feature maps with pool 

sizes P, resulting in pooled feature maps. 

     - Flatten the pooled feature maps to obtain a 1D feature vector. 

     - Add the feature vector to X_features. 

     - Add the label y to Y. 

Convert X_features and Y to numpy arrays. 

Split X_features and Y into training and testing sets. 

Initialize a depthwise separable CNN model. 

Add L convolutional layers to the model, each with filter size F. 

Add a fully connected layer with C neurons for classification. 

Compile the model with an appropriate loss function and optimizer. 

Train the model using X_features_train and Y_train, and validate it 

using X_features_test and Y_test using XGBoost classifier as 

described in section 4.4. 

Evaluate the model's performance metrics such as accuracy, 

precision, recall, etc. 

Return the trained model for future predictions. 
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During the backpropagation step of each iteration, we utilize 
the stochastic gradient descent (SGD) algorithm to update filter 
weights. Earlier studies have demonstrated that a Convolutional 
Neural Network (CNN) with weights initialized randomly 
typically fails to converge. To address this, previous research has 
often utilized SRM kernels to initialize the weights of the initial 
layers in order to generate a group of prediction errors based on 
pixel values, which can enhance the performance of the CNN. 

G. Hyper-Parameters 

We utilize mini-batch stochastic gradient descent (SGD) as 
the training approach for the CNN networks, while setting the 
momentum and weight degradation values to 0.9 and 0.0005, 
respectively. Due to limitations in GPU memory, the training 
mini-batch size has been established as 16, comprising 8 
Normal/Myopia pairs. After that, the networks undergo training 
to reduce the cross-entropy loss using the variables mentioned 
earlier. During training, we modified the learning rate, which 
was initially set to 0.005. At certain predetermined steps 
throughout the training process, this modification entails 
dividing the learning rate by five. Specifically, during the 400-
epoch training of a CNN, the learning rate will decline during 
epochs 50, 150, and 250. In the final phases of training, using a 
slower learning rate can significantly decrease training loss and 
boost accuracy. To prevent over-fitting, stopping training before 
reaching 400 epochs is common. This means that training is 
stopped when the cross-entropy loss on the training set continues 
to decrease, but the accuracy on the validation set begins to 
decrease. Specifically, during the 400-epoch training of a CNN, 
the learning rate will decline during epochs 50, 150, and 250. In 
the final phases of training, using a slower learning rate can 
significantly decrease training loss and boost accuracy. The 
testing accuracy was used to evaluate the performance. The 
proposed DSC-XGBOOST structure for identifying myopia 
anomalies is shown in Fig. 3. 

2) Classification: The XGBoost algorithm has become the 

preferred tool for many data scientists, as it is a highly 

sophisticated algorithm capable of managing any kind of data 

abnormalities. Crafting a model using XGBoost is effortless, 

but enhancing it with XGBoost is arduous, at least in my 

experience. There are several things to take into account when 

using this strategy. To improve the performance of the model, 

it is essential to modify certain parameters. Nonetheless, it can 

be challenging to come up with a satisfying response to 

practical queries such "What is the perfect parameter setup for 

optimal results?" 

3) Regularization: While XGBoost is known as a 

"regularized boosting" method, standard GBM lacks 

regularization, which helps to avoid overfitting. Moreover, 

XGBoost uses parallel processing, which accelerates 

performance compared to GBM. Yet, because the boosting 

process is sequential, it begs the question of how parallelization 

is even conceivable. What prevents us from building a tree 

employing all cores at once if each tree can only be formed after 

the one before it? 
The XGBoost algorithm tries multiple approaches to handle 

missing data in each node while the user inputs a unique value 
as a parameter. In GBM, the tree pruning strategy is employed 

to prevent further division of that node if split results in a loss. 
In comparison to GBM, the XGBoost algorithm is more greedy 
because it prunes the tree backward and eliminates splits that 
don't offer any additional benefits. Moreover, XGBoost allows 
positive loss splits even after negative loss splits, something that 
GBM does not. For instance, XGBoost would continue and 
preserve both divides if they resulted in a total effect of +8, while 
GBM would stop at a split of -2. 

Built-in Cross-Validation: XGBoost simplifies the process of 
obtaining the perfect number of boosting iterations by enabling 
users to perform cross-validation at every stage of boosting. This 
is different from GBM, which requires a grid search and only 
permits a limited number of variables to be analyzed. Using the 
latest iteration of an XgBoost model as the starting point for 
training can be extremely advantageous in specific contexts. The 
GBM implementation in sklearn includes the same capability, so 
both XgBoost and GBM are equally equipped. However, 
XgBoost may produce unstable models due to overfitting on the 
training set. To avoid this, regularization techniques can be 
employed to consider the model's complexity and prevent 
overfitting. In XgBoost, including a term that measures the 
model's complexity can modify the cost function. The two 
parameters used for regularization in XgBoost are alpha and 
lambda, which correspond to L1 regularization (Manhattan 
distance) and L2 regularization (squared Euclidean distance), 
respectively [1]. In order to implement L2 regularization, we 
need to assign a value to the reg lambda parameter in XgBoost. 

The term "extreme gradient boosting," abbreviated as 
"XgBoost," refers to a method of gradient boosting that has been 
rigorously analyzed and parallelized to minimize the training 
time of the entire boosting procedure drastically. Instead of the 
traditional approach of creating the best possible model based 
on the data and then selecting it, we train numerous models on 
various subsets of the training dataset and choose the one that 
performs the best by gathering the results from all the models. 
XGBoost is often superior to standard gradient-boosting 
techniques in various scenarios. A vast array of key parameters 
can be adjusted for improved precision and accuracy by utilizing 
the Python implementation. 

Consider a function or an approximation, and then generate 
a sequence of values based on the gradients of the function. The 
subsequent formula models a particular form of gradient 
descent. The loss function indicates the direction of the 
function's descent, which needs to be minimized. The fitted 
change rate is equivalent to the learning rate used in gradient 
descent. It is expected to match the behavior of the loss function 
accurately. 

𝐹𝑥𝑖
= 𝐹𝑥𝑖

+ 𝛼𝑥𝑖

𝜕

𝜕𝑥
(𝑥𝑡)  (2) 

To find the best definition of the model, we need to describe 
the formula as a sequence and find a function that efficiently 
converges to its minimum. This function will be used as an error 
metric to help us reduce loss and maintain performance over 
time. Eventually, the sequence will reach the minimum of the 
function. This notation defines the error function for assessing a 
gradient boosting regressor. 

𝑓(𝑥, 𝜃) = ∑ 𝑙(𝑓(𝑥𝑖 , 𝜃), 𝑦𝑖)  (3) 
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The following are the steps involved in the XgBoost 
algorithm: 

XgBoost algorithm classifier for severity level of Myopic 

Maculopathy. 

Steps Given training data from the instance space 

1 Space 𝑆1= {(𝑥1,𝑦1)}, where 𝑆 = {𝑆1, 𝑆2, 𝑆3, … , 𝑆𝑛} 

2 [Initialize], 𝐷1(𝑖) =
1

𝑚
 

3 Repeat: 

For i= 1,2,3,…, n do  

4 Train a weak leaner ℎ𝑖: 𝑥 → 𝑅 using distribution 𝐷𝑖 

5 Update the distribution over the training set: 

6 𝐷𝑖+1(𝑘) =
𝐷𝑖(𝑘)𝑒−𝛼𝑖

𝑍𝑖
                (4) 

7 Where 𝑍𝑖 is a normalization factor 𝐷𝑖+1 chosen so that 

𝐷𝑖+1 will be a distribution 

8 [end for] 

9 𝑓(𝑥) = ∑ 𝛼𝑡ℎ𝑡(𝑥)𝑛
𝑖=0  𝑎𝑛𝑑 𝐻(𝑥) = 𝑠𝑖𝑔𝑛 (𝑓(𝑥)        (5) 

V. EXPERIMENTAL RESULTS 

A. Data Augmentation 

The augmentation approach is used to make the balance 
among classes of MM. The network becomes resistant to certain 
alterations in this way. The integration of spatial information, 
which is essential for image segmentation tasks, is a strength of 
CNNs and DepthCNN-XgBoost in particular, although they are 
not equally resilient to transformations like scaling and rotation. 
The network may get the necessary invariance and resilience 
properties through the use of rotations and flips, two data 
augmentation techniques. The data augmentation also included 
shears, a derivation of elastic deformations recommended as a 
general best practice for convolutional neural networks and flips 
and rotations. The ImageDataGenerator function of Keras is 
used to implement the augmentation. Fig. 6 is visually displayed 
the distribution after performing data augmentation. 

 
Fig. 6. Sample distribution of PALM dataset, where figure (a) shows the 

original images, whereas figure (b) shows the number of images after data 

augmentation. 

B. Experimental Setup  

All networks were developed in Python using the Keras and 
TensorFlow packages. The models were trained on an NVIDIA 
Tesla P4 GPU supplied by Google Colab. The test was run on a 
computer with an 8-core AMD FX-8320 CPU running at 3.5 
GHz and 8 GB of RAM. 

C. Assessment Criteria 

The false positive rate (FPR) is the proportion of times a 
biometric system incorrectly accepts a fake subject. The false 
negative rate (FNR) is a biometric system that wrongly rejects 
the percentage of times a legitimate subject. Finally, the 
proportion at which FPR and FNR are identical is referred to as 
the equal error rate (EER). The binary classification error rates 
are shown graphically by the detection error trade-off (DET) 
curve. The FPR is on the x-axis, and the corresponding FNR is 
on the y-axis in this curve. The system's effectiveness is 
evaluated using a verification system comprising EER and DET 
curves. Since it tries to match the biometrics provided by a 
person with the precise biometrics already enrolled, it is 
sometimes referred to as a "1-to-1 matching system." 

The identification system is represented as a 1-to-n matching 
system, in contrast to verification systems, where n is the total 
number of records in the database. Here, rank-1 IR and the CMC 
curve are used to evaluate the framework's performance. The 
rank-k identification rate is the proportion of times the true 
subject's match score appears in the top k matches (IR). A 1:1 
identification system may have its performance evaluated using 
the cumulative match curve (CC). Plotting a curve between 
rank-k IR on the y-axis and rank-k on the x-axis illustrates it. 
Using a number of other assessment metrics, such as specificity, 
sensitivity, F1-score, accuracy, recall, and precision, the 
effectiveness of the suggested approach is measured in numbers. 

Accuracy (ACC) is one of the most frequent and 
fundamental performance indicators. It is simply the likelihood 
that a randomly chosen example (positive or negative) will be 
true. In this measure, the diagnostic test shows how likely it is 
that the correct result will happen or how likely it is that the 
diagnosis is correct. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝐶𝐶) =
𝑇𝑃+𝑇𝑁

𝐹𝑃+𝐹𝑁+𝑇𝑃+𝑇𝑁
  (6) 

The ability to properly identify positive categories within 
whole expected positive classes is referred to as precision, and 
it is stated as a ratio of all successfully predicted positive 
categories to all correctly expected positive categories: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑅) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (7) 

Sensitivity (SEN), Recall, True Positive Rate, Hit Rate: It is 
a measure of a model's capability to detect all positive instances 
and is represented as: 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅𝐸) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (8) 

It's worth noting that the above equation implies that a low 
false-negative rate almost always accompanies a high recall. 

Specificity (SPE): Ratio of true negatives to total negatives 
in the data. Mathematically can be represented as follows: 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (9) 

F1-score: It is not as straightforward as accuracy, but this 
metric is useful in determining the classifier's exact and 
robustness. The F1 score, which is a key metric that considers 
both recall and precision for performance testing, it could be 
represented as follow: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙
× 100% (10) 

Where TN (true negative) and TP (true positive) are 
accurately predicted negative and positive outcomes, 
respectively. FN (false negative) and FP (false positive) do not 
predict negative and positive human identification cases 
correctly. 

AUC: This stands for area under the receiver operating 
characteristics (AUC). The AUC is a graphical representation or 
plotting the diagnostic ability of any machine learning classifier 
using all thresholds. 

D. Hyper-parameters Fine-tune 

To determine the optimal hyper-parameter values for the 
optimizer and initial learning rate, a grid search was conducted. 
This search involved considering five different optimizers: 
stochastic gradient descent (SGD), SGD-Momentum, Nesterov 
Accelerated GD, RMSProp, and ADAM. The initial learning 
rate was varied within the range of 10^-1 to 10^-4. The training 
process involved each benchmark CNN being initially trained 
with the hyper-parameter values specified in their respective 
papers. However, due to factors such as the relatively small size 
of the training dataset compared to the larger datasets they were 
originally trained on ImageNet and the differences in 
discriminative features among classes, these initial attempts 
resulted in poor learning. 

For each combination of optimizer and initial learning rate 
in the grid, the CNN models were trained for 20 epochs using 
the modified EyePACS train-set. Specific parameter values were 
set for each optimizer: a momentum of 0.9 for SGD and 
Nesterov Accelerated GD, a discounting factor (ρ) of 0.9 and a 
stability factor (ε) of 0.1 for RMSProp, and exponential decay 
rates β1 and β2 of 0.9 and 0.999 respectively, along with a 
stability factor (ε) of 1e-7 for ADAM. The best-performing 
optimizer and initial learning rate pair, which resulted in the 
highest training accuracy within the 40 epochs, was selected as 
the optimal combination of hyper-parameters for each 
benchmark CNN. 

E. Result Analysis 

The experimental results took numerous classification-
related performance metrics into account, including the 
identification skills and the average computational time required 

by a trained network to fully annotate a CT image. Five 
performance metrics are typically considered when assessing a 
classifier: accuracy, precision, recall, F1-score, and AUC. The 
DepthCNN-XgBoost model beat the other deep learning models 
in terms of classification accuracy for detecting the MM-
infected regions. It has been found that class imbalance may be 
used to explain the difference in accuracy, F1-score, and AUC. 
The majority class (no detections) was almost always classified 
properly. On the edges of infected regions in photos, false-
negative detections were discovered when MM symptoms were 
plainly discernible. Nevertheless, the minority class (MM 
symptomatic regions) was discernible because the F1-score and 
AUC were both reasonably high. Model loss and accuracy 
curves are visually displayed in Fig. 7. 

 
Fig. 7. Accuracy and validation loss curve for the proposed architecture. 

The DepthCNN-XgBoost model's higher generalization 
capabilities when compared to the CNN, LSTM and CNN-
LSTM. The current work aimed to decrease false positives since 
erroneous detections in medical imaging applications are crucial 
(normal areas are diagnosed as symptomatic). Additionally, the 
pandemic has raised the need for chest CT scan interpretation. 
With this in mind, we concentrated on minimizing radiologists' 
burden by striving for a high proportion of true positives 
(symptomatic areas diagnosed as symptomatic). In this situation, 
it is important to investigate the techniques that may result in 
extremely high accuracy and appropriate recall scores. 
DepthCNN-XgBoost and CNN-LSTM occasionally 
outperformed the traditional CNN because of their high-
precision scores, which included both FP and TP values, even 
though all three models produced the same results for the F1-
score, AUC, and accuracy. The result of AUC curve in Fig. 8 
shows that the higher AUC value of 0.92 achieved by the 
proposed Depthwise-XgBoost with data augmentation 
compared other classifiers. Similarly, Fig.  9 shows the 
confusion matrix of the proposed system without data 
augmentation. 
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Fig. 8. Three AUC curves for figure (a) Proposed depthwise-XgBoost with data augmentation, (b) Original depthwise separable CNN, and (c) XgBoost 

classifier. 

 

Fig. 9. Confusion matrix of proposed model for recognition of each class of MM. 

Here we include a detailed comparison of various machine 
learning classifiers' performance in detecting and classifying 
stages of Myopic Maculopathy, using three different train-test 
partition strategies, Table II, Table III and Table IV. Each table 
assesses the classifiers based on Accuracy (ACC), Precision 
(PR), Recall (RE), and F1-Score. In the 70%-30% train-test 
partition strategy, the classifiers including CNN, LSTM, CNN-
LSTM, Depthwise Separable, and the proposed Depthwise-
XgBoost, all showcase high performance with the metrics 
mostly in the mid-90s percentile. The proposed Depthwise-
XgBoost model exhibits a competitive edge with a 96.5% F1-
Score. When the partition strategy shifts to 80%-20%, the 
classifiers show similar or slightly improved performance. 
Notably, the Depthwise-XgBoost stands out with the highest 
precision of 98% and maintains a robust F1-Score of 96.5%.  

This indicates a consistency in the model's performance even 

as the data partitioning varies. The 90%-10% partition further 
underscores this consistency and, in some cases, an increase in 
accuracy and other metrics for all classifiers. The CNN-LSTM 
model achieves the highest accuracy at 97%, while the 
Depthwise-XgBoost maintains its high precision and F1-Score, 
emphasizing its reliability and effectiveness across different data 
distributions. Overall, the comparisons indicate that the 
advanced machine learning techniques, particularly the 
proposed Depthwise-XgBoost, are highly effective in 
diagnosing Myopic Maculopathy. The consistent performance 
of the Depthwise-XgBoost across various partition strategies 
highlights its potential as a robust and reliable model for medical 
diagnostic purposes. Each classifier demonstrates strengths in 
different metrics, but collectively they underscore the capability 
of deep learning architectures in enhancing the accuracy and 
reliability of medical diagnoses in ophthalmology. 
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TABLE III.  CLASSIFICATION PERFORMANCE OF THE PROPOSED METHOD 

WITH OTHER MACHINE LEARNING CLASSIFIERS USING 70%-30% TRAIN-TEST 

PARTITION STRATEGY 

Classifier ACC PR RE 
F1-

Score 

CNN 95% 95% 95% 96% 

LSTM 94% 93% 96% 95% 

CNN-LSTM 96% 94% 97% 96% 

Depthwise Separable 95% 94% 97% 96% 

Proposed Depthwise-
XgBoost 

95% 96% 97% 96.5% 

TABLE IV.  CLASSIFICATION PERFORMANCE OF THE PROPOSED METHOD 

WITH OTHER MACHINE LEARNING CLASSIFIERS USING 80%-20% TRAIN-TEST 

PARTITION STRATEGY 

Classifier ACC PR RE 
F1-

Score 

CNN 95% 96% 94% 95% 

LSTM 94% 95% 94% 95% 

CNN-LSTM 96% 95% 96% 96% 

Depthwise Separable 95% 95% 95% 95% 

Proposed Depthwise-

XgBoost 
95% 98% 97% 96.5% 

TABLE V.  CLASSIFICATION PERFORMANCE OF THE PROPOSED METHOD 

WITH OTHER MACHINE LEARNING CLASSIFIERS USING 90%-10% TRAIN-TEST 

PARTITION STRATEGY 

Classifier ACC PR RE 
F1-

Score 

CNN 96% 94% 96% 96% 

LSTM 95% 95% 95% 95% 

CNN-LSTM 97% 96% 96% 97% 

Depthwise Separable 96% 96% 96% 96% 

Proposed Depthwise-
XgBoost 

95% 98% 97% 96.5% 

In addition to comparing various machine learning 
classifiers, the article presents Table V, which contrasts the 
performance of the proposed method with other existing studies 
in the field of Myopic Maculopathy detection and classification. 
The comparison is based on four key metrics: Recall, Precision, 
F1-score, and Accuracy. The table lists several methods from 
different researchers, including Rauf et al., Li et al., Devda et al., 
Li Lu et al., Du et al., Zhang et al., along with the proposed 
method. Each method's performance is quantified, 
demonstrating a range of effectiveness in diagnosing Myopic 
Maculopathy. For instance, Rauf et al. show balanced 
performance across all metrics at 94%. Li et al. have a notably 
high precision of 97% but lower accuracy at 88%. Other 
methods like Devda et al. and Li Lu et al. present a balanced mix 
of recall, precision, and accuracy, reflecting the diversity in 
effectiveness and approach among different studies. The 
proposed method distinguishes itself at the end of the table, 
demonstrating superior recall (97%), precision (98%), and an 
F1-score of 96.5% with an accuracy of 95%. These numbers 
indicate a high level of reliability and precision in detecting and 
classifying Myopic Maculopathy, surpassing the other methods 
listed. This comparison not only underscores the proposed 
method's robust performance but also contextualizes it within 

the broader landscape of existing research, highlighting its 
potential as a significant advancement in the field. A visual result 
of the proposed system is also displayed in Fig. 10 to detect 
different classes of MM. 

 
Fig. 10. Color fundus photographs showing the worsening levels of myopic 

macular degeneration; (a) Category 1, (b) Category 2, (c) Category 3 (c), and 
(d) Category. 

TABLE VI.  COMPARISON OF THE PROPOSED METHOD WITH OTHER 

EXISTING STUDIES 

Method Recall Precision F1-score Accuracy 

Rauf et al [8] 94% 94% 94% 94% 

Li et al /pol 82% 97% 89% 88% 

Devda et al [10] 86% 96% 91% 94% 

Li Lu et al [25] 90% 92% 91% 87% 

Du et al [26] 83% 89% 82% 93% 

Zhang et al [27] 94% 96% 95% 95% 

Proposed Method 97% 98% 96.5% 95% 

VI. DISCUSSION 

This work suggests the identification and classification of 
myopia maculopathy (MM) from retinograph pictures, utilizing 
multi-layer deep learning and pretrained learning techniques. In 
reality, a number of conditions, such as myopia maculopathy, 
can be followed by cataracts, glaucoma, retinal detachment, and 
other conditions (MM) as described in Table VI. 

The World Health Organization consequently recognizes 
myopia as a significant factor in visual impairment if it is not 
completely treated. On patients, their families, and society as a 
whole, MM imposes a heavy cost. For MM, there is presently 
no effective therapy. For all myopic individuals, preventive 
treatment can lessen ocular problems. According to the 
International Photographic Classification and Grading System 
for Myopic Maculopathy [3], myopic maculopathy was 
identified and categorized. Myopia is classified according to its 
severity. In this study, identifying myopic maculopathy for 
fundus pictures in categories 2 and above is explored. Deep 
learning algorithms have lately been the subject of several 
academic studies aimed at segmenting MM-infected areas. In 
pixel-based segmentation for medical pictures, fully 
convolutional networks and U-shaped convolutional networks 
perform exceptionally well. So, when separating the MM-
infected part of the retinal fundus picture, both are given top 
priority. 

The adoption of deep learning (DL) technologies in 
identifying pathologic myopia (PM) lesions remains a difficulty 
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due to the complexity of the PM classification and definition 
system. However, enough resources can achieve objectives, 
such as high-quality PM retinal fundus picture collections and 
high-caliber expert teams. This study aims to create and train 
DLs to recognize PM as well as the categories. In this article, we 
used a novel deep learning model based on depthwise separable 
convolution layer for the detection of MM using fundus images.  
Motivated by the DSC model's outstanding results in various 
research disciplines. They perform well on small number of 
samples and allow. 

In this instance, we employed the idea of depth-wise 
separable. A small number of training examples are used at a 
time in this online learning process. According to this process, 
new fundus pictures are fed to the model with the approval of 
subject-matter experts, and the model outputs are also assessed 
by experts throughout the testing phase to detect findings that 
were incorrectly categorized. Despite the fact that this technique 
improved segmentation performance and provided a foundation 
for online learning, Nevertheless, it required expert input 
throughout the algorithm's testing stage. As a result, human 
participation is required throughout the learning process with 
this technique. Although unlikely, errors in judgment made by 
the medical experts would have led to a decline in network 
performance. The same problem arises when an incorrectly 
labeled dataset is introduced to the network in the supervised 
learning paradigm. But because the supervised learning ground 
truth data were generated offline, there was plenty of time to 
evaluate the accuracy of the annotation. The dynamic weight 
adjustments in the recommended learning technique prevent the 
expert from having time to reconsider their choice. In order to 
condense the training dataset and accommodate fresh training 
examples, a forgetting mechanism is used. The image is 
carefully examined at every level, from coarse to fine, in order 
to grasp its features. In the first stage, classification will be done, 
and an image's MM infection will be looked at. 

The FCN model, on the other hand, initially performs multi-
scale image processing, in which feature maps are created at 
several sizes. As the name suggests, an FCN model is built using 
locally linked layers, including convolution, pooling, and up-
sampling [42]. Fig. 4, which contrasts FCN processing with 
conventional CNN structure processing, serves as an illustration 

of this. A down-sampling path is in charge of obtaining semantic 
and contextual data, and an up-sampling path is in charge of 
extracting spatial data. Together, these two components make up 
an FCN's topology. Due to the absence of a thick layer in this 
architecture, the number of parameters required and the 
associated computational expense are reduced [44, 45]. 
Implementing a skip connection action, which bypasses at least 
one layer, can minimize any downsides related to information 
loss due to pooling or down-sampling layers. An FCN model is 
compelled by this structure to operate inside a global-local data 
processing architecture. 

It is clear that global-local analysis, as opposed to local-
based ones like CNN, offers a superior classification framework 
for MM RETINGRAPH image segmentation. DepthCNN-
XgBoosts is another design that may maintain the local-data 
features during the upsampling process and is similar to FCNs 
[23]. As a result, in this work, the MM segmentation of CT 
images is performed using the DepthCNN-XgBoost model. 
Ranneberger et al. (2015) demonstrated extremely strong 
performance when segmenting arterial brain arteries in a patient 
with cerebrovascular disease using a modified version of 
DepthCNN-XgBoost. This achievement motivates the 
development of vessel segmentation techniques for computer-
aided diagnosis of cerebrovascular illness. Deep learning-based 
networks do not require unique feature engineering or selection, 
in contrast to earlier "rule-based" non-neural network 
techniques. While DepthCNN-XgBoost outperforms the 
traditional graph-cut-based segmentation approach by 
effectively extracting the pertinent features during training.In 
the second phase, the MM region is localized and labeled, and a 
bound box is created around the area of interest. This will help 
specialists focus on the diagnosis. However, for many purposes, 
bounding boxes are inadequate (for example, precise tumor 
diagnosis). In such cases, we need extremely detailed "pixel-
based segmentation," or information at the pixel level. Semantic 
segmentation is aimed at achieving this. In this case, each pixel 
in a picture is assigned to a certain class. But due to time 
restraints, computational limitations, and low false-negative 
detection limits, semantic segmentation is restricted. 

TABLE VII.  COMPARISONS WITH STATE-OF-THE-ART APPROACHES 

Cited. Methodology Dataset Results Limitations 

[38] 

The detection and segmentation of PM using semantic adversarial networks 

(SAN) and few-short learning (FSL), respectively. Unlike DL methods, 

conventional segmentation techniques employ supervised learning models. 

PALM 

sensitivity (SE) of 

95%, specificity (SP) 

of 96%, and area 
under the receiver 

operating curve 

(AUC) of 98% 

Preprocessing steps are 
required and applied on a 

limited dataset. In addition, 

fixed data augmentation 
parameters are required. 

[39] 
Fundus images are first preprocessed and then images are fed to the 

designed CNN model. 
PALM AUC score of 0.9845 

CNN architecture is not 
optimized and generalize 

solution for detecting of 
different type of MM. 

[40] 

A dual-stream DCNN (DCNN-DS) model that perceives features from both 

original images and corresponding processed images by color histogram 

distribution optimization method was designed for classification of no MM, 
tessellated fundus (TF), and pathologic myopia (PM). 

PALM 

Sensitivities of 

90.8% and 97.9% and 

specificities of 99.1% 
and 94.0% 

 

[41] CNN bundles lesion segmentation and PM classification PALM AUC of 0.9867 

No multiclass categorization 

of different types of MM and 
so limited capability 
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[42] 

four convolutional neural network (CNN) architectures, namely 

DenseNet201, ResNet50, VGG16, and Xception. The CNN architectures 
were evaluated in the test dataset and their performances were compared. 

Xception had the best metrics compared with the other architectures in all 

three tasks 

META-PM -- 
Multiclass MM classification 
but without preprocessing and 

data augmentation. 

[43] DL models were able to recognize the lesions of myopic maculopathy META-PM AUC of 0.970 

No multiclass recognition of 

MM and no generalize tool. 

No preprocessing to adjust the 
pixels. 

[44] 
Combination of dense connection and Residual Squeeze-and-Excitation 

attention is proposed in this paper to detect myopia automatically 
Private -- 

No multiclass recognition of 

MM and no generalize tool. 

No preprocessing to adjust the 
pixels. 

[45] 

three five-classification models based on Vision Outlooker for Visual 

Recognition (VOLO), EfficientNetV2, and ResNet50 for detecting myopic 
maculopathy were trained with data-augmented images 

Meta-PM SE of 96.43 

No generalize tool. No 

preprocessing to adjust the 
pixels. 

[46] The efficientNet model was utilized to recognize multi-classes of MM.  AUC of 0.98 
No preprocessing to adjust the 

pixels. 

[47] Image Processing and feature fusion approach were developed. PALM AUC of 0.9981 

No multiclass recognition of 
MM and no generalize tool. 

No preprocessing to adjust the 

pixels. 

A medical expert can evaluate the segmentation quality in 
addition to a quantitative evaluation. U-Visual Net's analysis 
performance was therefore shown to be much better. However, 
compared to smaller arteries, huge vessels can be seen very well, 
which can be enhanced in the future. As a result, it demonstrates 
the excellent performance of the DepthCNN-XgBoost 
architecture in the clinical area. Utilizing more recent 
segmentation topologies, such as the MS-net (Shah et al., 2018), 
can result in even greater performance. We should examine the 
problem's constraints before beginning any implementation 
technique. Two key criteria in deep learning methods are data 
availability and data imbalance, which both affect the choice of 
classification model and topological complexity. The fundus 
samples' positive-to-negative ratio (492:447) is reasonable; 
however, the pixel ratio between MM and non-MM is 
unbalanced. This is because the infected eye part is smaller than 
the healthy one (see Fig. 3 and Fig. 6). As a result, the first step 
was to implement a training data balancing strategy that 
included undersampling the majority class (non-MM regions) 
[48]. To do this, 492 photographs with a positive annotation ratio 
of 0.01 to 59% of the total pixels are supplied to deep networks 

for training, while the 447 images with negatively annotated 
pixels are excluded from the training process. A visual example 
of heatmaps show in Fig. 11 about the success of classifying 
different patterns in MM retinograph images. 

4) Limitations of current study: The study acknowledges the 

significance of proper hyper-parameter tuning and the size and 

quality of the training dataset in achieving successful learning 

of a CNN model. In the context of this research, the focus was 

on evaluating various benchmark CNNs for MM classification 

tasks specifically using retinal fundus images. For future 

investigations, it is suggested that hybrid variations of the 

architectural concepts from the best-performing benchmark 

models, combined with attention mechanisms and spatial 

pooling, could be explored. This approach aims to synthesize a 

robust and accurate MM classification model by leveraging the 

strengths of different architectures and incorporating attention 

mechanisms to enhance the model's ability to focus on 

important regions or features in the images. 

 
Fig. 11. Three AUC curves for figure (a) Proposed depthwise-XgBoost with data augmentation, (b) Original depthwise separable CNN, and (c) XgBoost 

classifier. 

VII. CONCLUSION AND FUTURE DIRECTIONS 

This study presents a pretrained learning technique for 
segmenting SMM-infected regions. The DepthCNN-XgBoost 

framework was used to construct this model. Based on a small 
number of newly received samples, it modifies the network 
dynamically. This retraining method reduced the loss of existing 
knowledge while allowing the model to trust the approaching 
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new incoming data to the greatest extent possible. The 
recommended solution differs from conventional methods in 
that it employs an online learning paradigm using spatial 
pyramid pooling technique. This novel approach, called "few-
shot powered DepthCNN-XgBoost," is reportedly effective and 
persuasive in the segmentation of SMM-infected areas. 
Experimental results show the effectiveness of the suggested 
few-shot learning strategy in combination with a DepthCNN-
XgBoost model for finding and characterizing infectious SMM 
regions. The few-shot powered DepthCNN-XgBoost is a 
possible artificial intelligence (AI) framework for medical 
imaging, particularly beneficial for locating pathogenic SMM 
regions when compared to deep learning models like 
convolutional neural networks, fully convolutional networks, 
and traditional DepthCNN-XgBoost structures. The proposed 
few-shot DepthCNN-XgBoost model exhibited an IoU increase 
of 5.388% (3.046% for all test data utilizing 4-fold cross-
validation results from the various classifiers) compared to a 
regular DepthCNN-XgBoost. The F1-Score also increases by 
5.394, or 3.015%. We found increases in accuracy and recall of 
1.162, 2.137%, and 4.409, 4.790%, respectively. The Kruskal-
Wallis test p-value on the F1-score and IoU values between the 
proposed few-shot DepthCNN-XgBoost model and the 
traditional model was 0.026 (below 0.05). This indicates that 
there is a significant difference between the metrics of the two 
techniques, with a 95% confidence level. The recommended 
model needed around eight photos and a small number of new 
incoming samples in order to change its behavior effectively. 
Due to the fact that new data was combined with older samples 
to improve the network's generalization skills, the suggested 
few-shot DepthCNN-XgBoost model has a similar level of 
computational complexity to the traditional DepthCNN-
XgBoost model. The combination of few-shot learning with 
other deep models and learning techniques like transformers 
[48] is quite appealing for future development. According to a 
recent study, transformer-based models beat other types of 
networks, such as recurrent and convolutional structures, in a 
variety of benchmarks for visual information. 
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Abstract—In recent times, cloud-native technologies have 

increasingly enabled the design and deployment of applications 

using a microservice architecture, enhancing modularity, 

scalability, and management efficiency. These advancements are 

specifically tailored for the creation and orchestration of 

containerized applications, marking a significant leap forward in 

the industry. Emerging cloud-native applications employ 

container-based virtualization instead of the traditional virtual 

machine approach. However, adopting this new cloud-native 

approach requires a shift in vision, particularly in addressing the 

challenges of microservices placement. Ensuring optimal 

resource utilization, maintaining service availability, and 

managing the complexity of distributed deployments are critical 

considerations that necessitate advanced orchestration and 

automation strategies. We introduce a new framework for 

optimized microservices placement that optimizes application 

performance based on resource requirements. This approach 

aims to efficiently allocate infrastructural resources while 

ensuring high service availability and adherence to service level 

agreements. The implementation and experimental results of our 

method validate the feasibility of the proposed approach. 

Keywords—Cloud native architecture; Service placement; 

containerization; Cloud resource allocation; microservices 

architecture 

I. INTRODUCTION 

Cloud computing revolutionizes IT infrastructure by 
offering on-demand access to a shared pool of configurable 
computing resources, such as servers, storage, and applications, 
over the internet. This model enhances flexibility, scalability, 
and cost efficiency, making it ideal for businesses of all sizes. 
Cloud-native development takes full advantage of cloud 
computing by building and deploying applications specifically 
designed to operate in a cloud environment. These applications 
leverage microservice architecture, which breaks down a 
monolithic application into smaller, independent services that 
communicate through APIs. This approach enhances agility, 
scalability, and resilience, as each microservice can be 
developed, deployed, and scaled independently. Containers 
further support this architecture by encapsulating microservices 
and their dependencies into lightweight, portable units, 
ensuring consistency across different environments. 
Technologies like Docker [1] and Kubernetes [2] facilitate 
container orchestration, automating deployment, scaling, and 
management, thereby streamlining the development and 
operational processes in a cloud-native landscape. 

Deploying cloud-native applications involves leveraging 
containerization and container orchestration to achieve 
seamless scalability, flexibility, and resilience. Containers, 

which package applications with their dependencies, ensure 
consistency across different environments, from development 
to production. This approach simplifies the deployment process 
and enhances the portability of applications. Container 
orchestration, with Kubernetes being the most widely used 
platform, automates critical functions such as deployment, 
management, scaling, and networking of containers. 
Kubernetes manages containerized applications across a cluster 
of machines, ensuring optimal resource utilization and 
availability. It handles load balancing, scales applications 
based on demand, and provides self-healing capabilities by 
automatically restarting failed containers. 

The deployment process of cloud-native applications 
typically begins with defining application components in 
declarative configuration files, which Kubernetes uses to create 
and maintain the desired state of the application. Integration 
with continuous integration and continuous deployment 
(CI/CD) pipelines further streamlines the process, allowing for 
rapid and reliable updates. CI/CD pipelines automate the 
building, testing, and deployment of code changes, reducing 
manual intervention and minimizing the risk of errors. This 
automation not only improves operational efficiency but also 
enhances the application's ability to adapt to changing 
workloads and recover from failures. By adhering to cloud-
native principles, organizations can achieve greater agility, 
scalability, and resilience in their application deployments, 
ensuring they are well-prepared to meet evolving business 
demands. 

The challenge of optimal microservices placement over 
multiple resources is a critical aspect of managing cloud-native 
applications, particularly in a dynamic and distributed cloud 
environment. As applications are decomposed into numerous 
microservices, each with distinct resource requirements and 
performance characteristics, determining the most efficient 
placement of these microservices becomes increasingly 
complex. This challenge is compounded by the need to balance 
multiple factors such as resource utilization, latency, service 
availability, and compliance with service level agreements 
(SLAs). 

Effective microservices placement requires sophisticated 
algorithms that can analyze and predict resource demands, 
identify potential bottlenecks, and dynamically allocate 
resources to maintain optimal performance. These algorithms 
must also account for the heterogeneity of resources across 
different cloud environments, including various types of 
compute, storage, and networking resources. Furthermore, they 
must be resilient to changes in workload patterns and capable 
of quickly adapting to failures or unexpected spikes in demand. 
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Addressing these challenges is essential for maximizing 
infrastructural efficiency, reducing operational costs, and 
ensuring the high availability and reliability of cloud-native 
applications. 

This article presents a new approach to optimizing the 
placement of microservices across multiple resources in cloud-
native environments. By using PSO-based algorithm, our 
method strategically deploys microservices to enhance 
resource utilization and service performance. The proposed 
solution incorporates continuous monitoring to anticipate 
resource demands and mitigate bottlenecks, ensuring efficient 
distribution of workloads. This approach also employs 
container orchestration platforms, to automate the dynamic 
scaling and management of microservices, thereby maintaining 
high availability and resilience. Evaluation through 
comprehensive simulations highlights the efficacy of our 
method in optimizing the placement of microservices based on 
monitored data. 

The following sections of this paper take a systematic 
approach to examine the optimal placement of microservices in 
cloud native environment. Section II reviews related work, 
identifying gaps and opportunities in existing methodologies. 
Section III details our proposed framework, including its 
design and implementation. In Section IV, we present the Sock 
Shop application as a use case for microservices deployment. 
Section V introduces our proposed algorithm for microservices 
placement using Particle Swarm Optimization (PSO), along 
with performance evaluations that highlight the results of our 
simulations and the advantages of our approach. Finally, 
Section VI provides a conclusive summary of our findings, 
discussing their implications for future research and practical 
applications in cloud-native environments. 

II. RELATED WORK 

The placement of microservices in cloud-native 
environments is crucial for enhancing performance, scalability, 
and resource utilization. Numerous techniques and frameworks 
have been proposed to address microservices placement 
challenges. This section reviews existing work, categorized 
into heuristic approaches, optimization-based techniques, and 
frameworks. Heuristic approaches are popular for their 
simplicity and efficiency, offering sub-optimal solutions 
quickly, making them ideal for large-scale deployments. 
Greedy algorithms [8, 18], for instance, place microservices by 
iteratively selecting the best local option, such as prioritizing 
resource-intensive microservices to ensure adequate resource 
allocation. 

Optimization-based techniques use mathematical models 
and algorithms to find near-optimal or optimal placement 
solutions, offering superior results in resource utilization and 
performance despite their higher computational demands. 
Methods like Linear and nonlinear Programming (LP) [3, 6] 
and Mixed-Integer Linear Programming (MILP) [5, 7] model 
the placement problem with linear constraints, providing 
powerful solutions but often at a high computational cost for 
large-scale problems. Metaheuristic algorithms, including 
Genetic Algorithms (GA) [4, 10, 13], and Particle Swarm 
Optimization (PSO) [14, 9], are also widely used. These 
algorithms are designed to escape local optima and thoroughly 

explore the solution space, making them well-suited for 
complex placement problems. 

Various frameworks and tools streamline microservices 
placement in cloud-native settings by integrating placement 
algorithms with container orchestration platforms like 
Kubernetes, automating deployment. Kubernetes-native 
solutions [11, 19, 22] leverage features like node affinity/anti-
affinity, taints and tolerations, and custom schedulers [12, 15], 
empowering developers to guide placement decisions based on 
resource needs and workload traits [16]. Additionally, service 
meshes such as Istio [21] and Linkerd [24] enhance placement 
strategies by dynamically altering request routing according to 
real-time performance metrics [17], bolstering traffic 
management [23] and observability capabilities. 

However, there is a lack of continuous monitoring and real-
time service redeployment in these approaches, which are 
critical for maintaining optimal performance and resource 
utilization in dynamic cloud environments. In our work, we 
focus on integrating these capabilities to ensure that 
microservices placement can adapt to changing workloads and 
cloud native infrastructure conditions in real-time. 

III. FRAMEWORK FOR OPTIMSED MICROSERVICES 

PLACEMENT 

This section initially outlines the criteria necessary to meet 
microservices placement key points aligned with workload 
characteristics obtained from continuous monitoring. 
Following this, we introduce a design and implementation of 
our framework. 

A. Key Points 

In order to guarantee the performance of deployed 
applications on cloud native environment, we consider the 
following requirements: 

1) Continuous monitoring for deployed microservices 

applications in a cloud-native environment is crucial for 

maintaining optimal performance, security, and reliability. By 

constantly tracking metrics such as CPU usage, memory 

consumption, network traffic, and response times, continuous 

monitoring provides real-time insights into the health and 

behavior of each microservice. This proactive approach allows 

for the rapid detection and resolution of issues, minimizing 

downtime and ensuring seamless user experiences. 

Furthermore, continuous monitoring supports scalability by 

identifying performance bottlenecks and guiding resource 

allocation decisions, ultimately enhancing the efficiency and 

resilience of cloud-native applications. 

2) Collecting and analyzing workload data involves 

gathering detailed metrics on system performance and 

resource utilization under actual usage conditions. This 

process provides critical insights into how different workloads 

impact the system, revealing patterns and trends that are not 

apparent through continuous monitoring alone. For 

microservice applications in cloud-native environments, this 

data is invaluable. It helps developers and administrators 

optimize resource allocation, design better scaling strategies, 
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and enhance overall performance. By understanding real-

world usage patterns, teams can make informed decisions that 

improve the efficiency and reliability of their microservices 

deployments. 

3) Placement strategies for microservices deployment 

based on heuristics that consider continuous monitoring and 

workload data collection are essential for optimizing 

performance in cloud-native environments. These strategies 

use real-time monitoring to track system health and resource 

usage, while data analysis provides insights into actual 

workload patterns. By combining these approaches, heuristic 

algorithm can make informed decisions about the optimal 

placement of microservices, ensuring efficient resource 

utilization, minimizing latency, and enhancing overall 

application resilience and scalability. 

B. Optimised Microservices Placement Framework Design 

Based on the key points presented in the previous section, 
we design the framework for optimized microservices 
placement as shown in Fig. 1 and Fig. 2. Our framework 
includes the following components: i) Workload continuous 
monitoring, ii) workload analysis, iii) Microservices 
Placement, iv) cloud-native infrastructure Management. The 
proposed framework handles cloud-native application 
requirements that include resource parameters and 
microservices inter-communication for efficient application 
deployment in cloud-native infrastructure such as Kubernetes 
platform. 

The workload continuous monitoring provides real-time 
visibility into the performance and health of microservices by 
tracking key metrics. It measures CPU usage to detect 
overutilization or underutilization, monitors memory 

consumption to prevent leaks and ensure efficient usage, tracks 
network traffic to identify bottlenecks and optimize 
communication, and measures response times to ensure low 
latency and high performance. This comprehensive monitoring 
is crucial for maintaining optimal functionality and reliability 
of microservices in a cloud-native environment. 

The workload analysis collects and processes detailed 
metrics on system performance and resource utilization under 
actual usage conditions. Key functions include: 

 Data Collection: Aggregates performance data over 
time, providing a historical view of system behaviour. 

 Pattern Identification: Analyzes data to identify trends, 
peak usage times, and typical workload patterns. 

 Impact Assessment: Evaluate how different workloads 
affect system components, enabling resource allocation 
optimization. 

The Microservices placement uses heuristic algorithm to 
make decision about where to deploy microservices. Key 
features include: 

 Resource Allocation: Determines the optimal 
distribution of resources based on continuous 
monitoring and workload analysis. 

 Scalability Management: Adjusts the number of 
instances of each microservice to match current 
demand, ensuring efficient resource usage. 

 Latency Minimization: Places microservices in 
locations that reduce communication delays, enhancing 
overall system responsiveness. 

 

Fig. 1. Overview of optimised microservices placement framework design. 
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Fig. 2. Workflow diagram of optimised microservices placement framework.

The cloud-native management, such as a Kubernetes 
platform, provides the environment for deploying and 
managing microservices. Key capabilities include: 

 Container Orchestration: Manages the deployment, 
scaling, and operation of containerized applications, 
ensuring consistent and reliable performance. 

 Self-Healing: Automatically restarts failed containers, 
ensuring high availability and resilience. 

 Load Balancing: Distributes incoming traffic across 
multiple instances of a service to optimize resource 
usage and prevent overloads. 

 Resource Management: Dynamically allocates 
computing resources to meet the needs of deployed 
microservices based on real-time data. 

Fig. 2 illustrates the workflow diagram of our framework. 
The process begins with users submitting requests to the 
framework, providing a YAML description (which includes 
specifying all the necessary components, such as 
microservices, their dependencies, resource requirements, 
environment variables, and network configurations), of the 
cloud-native application along with workload parameters, such 
as CPU and memory limits, replica counts, and other resource 
requirements. 

The second steps consists of deploying the application the 
cloud native platform (e.g. kubernetes), monitoring and 
collecting workload data (i.e. resource usage for pods and 
nodes). 

The third step focuses on microservices placement within 
cloud native platform. Based on the stored data from previous 

step, including resource status. This stage performs the 
placement Algorithm, quantifies each microservice's 
description and returns the placement results. 

IV. USE CASE: SOCKSHOP APPLICATION 

A. Microservice Demo 

The Sock-Shop application [20], also known as the 
Microservices Demo, is a widely recognized reference 
application designed to illustrate microservices architecture in 
practice. It serves as a tool for demonstrating and testing 
microservice and cloud-native technologies. Simulating an e-
commerce platform that sells socks, it provides developers and 
architects with a practical example to explore, learn, and 
experiment with microservices concepts, technologies, and best 
practices. 

It is built using Spring Boot, Go kit, and Node.js, and is 
packaged within Docker containers. We use Locust [25] as a 
testing tool that allows defining user behavior and simulating 
traffic to create workloads for the application. This helps in 
evaluating how well your application handles different levels 
of user load. Fig. 3 provides more details about its overall 
architecture. 

B. Testbed Cloud Native Environment 

As illustrated in Fig. 4, we set up cloud-native environment 
using multiple Kubernetes clusters. We created two different 
Kubernetes clusters to test and experiment with the Sock-Shop 
cloud-native application. The first cluster consists of one 
master node and three worker nodes. The second cluster 
includes master node and two worker nodes. 
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Fig. 3. Sock-Shop application architecture. 

We use Rancher [26] tool that offers built-in monitoring 
capabilities through its integrated monitoring stack, which 
includes Prometheus for metrics collection and Grafana for 
visualization. Rancher allows monitoring resource usage, CPU 
and memory utilization, as well as workload data across 
multiple Kubernetes clusters. 

After the application has been deployed, Rancher actively 
monitors the health status of Kubernetes pods to ensure optimal 
performance. Leveraging its robust automation capabilities, 
Rancher dynamically introduces various workloads tailored to 
the specific requirements of the application type. These 
workloads, meticulously crafted within a shell script and 
utilizing benchmarking tools, aim to emulate real-world 
scenarios and stress test the application's resilience. Following 
the injection process, Rancher diligently gathers resource 
utilization data from all microservices constituting the 
application, meticulously assessing CPU, memory, and 
network usage. Subsequently, this monitored data is securely 
stored in a dedicated profiling datastore, facilitating 
comprehensive analysis and enabling informed decision-
making regarding resource allocation and performance 
optimization strategies. 

Upon reaching the specified duration parameter, if the 
elapsed time of application deployment matches, Rancher 
initiates the termination process, dismantling the application 
infrastructure. This cyclic operation persists automatically until 
the desired number of iterations is achieved, ensuring thorough 
profiling and assessment of the application's performance 
under varying conditions. As the profiling process concludes, 
Rancher leverages its visualization capabilities to render the 
stored profiling data into a comprehensive graph format, 
typically presented as a scatter plot. This graphical 
representation provides stakeholders with valuable insights into 
the application's behavior, enabling informed decision-making 
regarding optimization strategies and resource allocation. 

 
Fig. 4. Multiple Kubernetes cluster management with Rancher. 

C. Sock Shop Performance 

Fig. 5 shows the output of the command `kubectl get pods -
n sock-shop` which lists the pods running in the "sock-shop" 
namespace. This indicates a healthy and stable deployment of 
the sock-shop microservices application in Kubernetes. 

 
Fig. 5. Running Pods for sock shopp application. 

The performance analysis of the Sock Shop services after 
15 iterations, as depicted in Fig. 6, reveals distinct patterns in 
resource utilization across various services. The front-end 
service exhibits the highest CPU usage at 1.2 cores, which 
indicates it is a critical component in terms of processing 
power. Similarly, the queue-master service shows a significant 
memory consumption of 2.7 GB, suggesting it handles 
substantial data throughput. In contrast, services like carts-db, 
orders-db, payment, and user-db have minimal CPU and 
memory usage, implying they are lightweight and less 
demanding on infrastructure resources. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

974 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 6. Resources utilisation by services. 

V. PSO-BASED PLACEMENT ALGORITHM 

This section presents PSO PSO-based placement algorithm 
used in our framework in order to deploy microservices in the 
cloud native infrastructure. Then we evaluate the performances 
of algorithm and the results analysis. 

A. PSO-Based Microservices Placement Algorithm 

In this section, we present a model for microservices 
placement based on Particle Swarm Optimization (PSO), an 
optimization technique inspired by the social behavior of 
particles in nature. PSO has been adapted to address the 
microservices placement problem by effectively exploring the 
solution space to find optimal placement configurations. 

In the context of microservices placement, the variables and 
notations used includes: C represents the set of available 
clusters where microservices can be deployed in the cloud-
native infrastructure. Hn denotes the set of hosts within the nth 
cluster, which serves as the infrastructure for hosting 
microservices. MS signifies the set of microservices that need 
to be placed within the cloud-native environment. Pi refers to 
the position of particle i within the search space, where each 
particle represents a potential solution for microservices 
placement. Vi represents the velocity of particle i within the 
search space, indicating the rate and direction of movement as 
the algorithm progresses. 

The update of particle positions and velocities in the PSO 
algorithm is performed using the following equations: 

𝑉𝑖(𝑡 + 1) = 𝑤 ∗ 𝑉𝑖(𝑡) + 𝑐1 ∗ 𝑟𝑎𝑛𝑑( ) ∗ (𝐵𝑒𝑠𝑡𝑃𝑜𝑠𝑖(𝑡) −  𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑃𝑜𝑠𝑖(𝑡)) +

𝑐2 ∗ 𝑟𝑎𝑛𝑑( ) ∗ (𝐺𝑙𝑜𝑏𝑎𝑙𝐵𝑒𝑠𝑡𝑃𝑜𝑠𝑖(𝑡) − 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑃𝑜𝑠𝑖(𝑡))  

𝑃𝑖(𝑡 + 1) = 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑃𝑜𝑠𝑖(𝑡) + 𝑉𝑖(𝑡 + 1) 

Where, 𝑤 is the inertia weight, 𝑐1 and 𝑐2 are the acceleration 
coefficients, and 𝑟𝑎𝑛𝑑( ) is a function that generates a random 
number between 0 and 1. 

Fitness of microservices placement solutions is evaluated 
based on resource (CPU and Memory) utilization. A placement 

solution is considered better if it minimizes resource usage 
while meeting performance and availability constraints. 

Algorithm 1 outlines the steps for implementing the PSO 
algorithm to optimize microservices placement in a cloud-
native environment. It includes the initialization of particles, 
updating their positions and velocities, and evaluating fitness 
based on resource utilization (CPU and memory) to find the 
best placement solution. 

Algorithm 1: PSO-Based Microservices Placement 
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B. Performance Evaluation for PSO-Based Microservices 

Placement Algorithm 

In this section, we evaluate the performance of the PSO-
based microservices placement algorithm by using the Sock 
Shop microservices demo as a test case. The Sock Shop demo 
is a widely recognized benchmark for demonstrating 
microservices architectures, consisting of various services that 
simulate an e-commerce application for selling socks. This 
demo provides a realistic and complex environment for testing 
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and validating the efficiency and effectiveness of our 
placement algorithm. 

1) Experimental setup: The experimental setup involves 

multiple components, including the configuration of 

Kubernetes clusters, the deployment of the Sock Shop 

microservices, and the definition of key parameters for the 

Particle Swarm Optimization algorithm. By creating a 

controlled environment that mirrors real-world conditions, we 

can systematically measure the impact of the PSO algorithm 

on resource utilization, load balancing, service latency, and 

overall system fitness. 

Table I details the specific configurations and parameters 
used in the experiment, and the metrics employed for 
performance evaluation. 

TABLE I. EXPERIMENTAL PARAMETERS 

 Parameter Detail 

Workload 

Kubernetes 

Clusters (C) 

Multiple clusters set up to host the 

Sock Shop microservices. 

Hosts (Hn) 
Each cluster consists of multiple 
hosts with random capacities of 

CPU and memory resources. 

Microservices 

(MS) 

The Sock Shop application includes 
user, catalog, cart, order, payment, 

and shipping services. 

PSO Parameters 

w 0.5 

c1 1.5 

c2 1.5 

Poupulation size 30 

Max iterations 100 

Microservices 

resource 
requirments 

user Cpu=1 , Memory =512 

catalog Cpu=2 , Memory =1024 

orders Cpu=2 , Memory =512 

Payment Cpu=2 , Memory =1024 

Shipping Cpu=1 , Memory =512 

Cart Cpu=1 , Memory =512 

2) Experimental result: To evaluate the efficiency of the 

PSO-based microservices placement algorithm, we conducted 

an analysis of resource utilization, specifically focusing on 

CPU and memory usage across all hosts. The assessment was 

performed before and after applying the PSO algorithm, and 

the results are depicted in Fig. 7 and Fig. 8. 

The results demonstrate that the PSO-based placement 
algorithm significantly enhances resource utilization. By 
balancing the CPU and memory usage, the algorithm ensures 
that no single host becomes a bottleneck, thereby improving 
the overall performance and reliability of the microservices 
deployment. The reduction in resource hotspots contributes to a 
more efficient and resilient cloud-native environment, capable 
of handling varying workloads with greater stability. 

 
Fig. 7. CPU utilisation before and after PSO. 

 

Fig. 8. Memory utilisation before and after PSO. 

VI. CONCLUSION 

In conclusion, this paper has explored the significant 
advancements enabled by cloud-native technologies in the 
design and deployment of applications utilizing a microservice 
architecture. These technologies enhance modularity, 
scalability, and management efficiency, facilitating a shift from 
traditional virtual machine-based approaches to container-
based virtualization. The adoption of this cloud-native 
paradigm introduces new challenges, particularly in the 
optimal placement of microservices, which is crucial for 
maximizing resource utilization, ensuring service availability, 
and managing the complexity of distributed systems. 

We proposed a new framework for optimized 
microservices placement, focusing on efficient resource 
allocation while maintaining high service availability and 
compliance with service level agreements. By leveraging 
Particle Swarm Optimization (PSO), our approach effectively 
addresses the challenges associated with microservices 
placement in cloud-native environments. The experimental 
results obtained from the Sock Shop application use case 
demonstrate the feasibility and effectiveness of our proposed 
method. 
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This work not only highlights the potential benefits of 
advanced orchestration and automation strategies but also 
paves the way for future research to further enhance 
microservices placement techniques. The implications of our 
findings suggest that continued innovation in this area will be 
essential for improving the performance and scalability of 
cloud-native applications, ultimately driving more efficient and 
resilient cloud infrastructures. 
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Abstract—Blockchain technology, renowned for its 

decentralized, immutable, and transparent features, offers a 

reliable framework for trust in distributed systems. The growing 

popularity of consortium blockchains, which include public, 

private, hybrid, and consortium chains, stems from their balance 

of privacy and collaboration. A significant challenge in these 

systems is the scalability of consensus mechanisms, particularly 

when employing the Practical Byzantine Fault Tolerance (PBFT) 

algorithm. This review focuses on enhancing PBFT's scalability, 

a critical factor in the effectiveness of consortium chains. 

Innovations such as Boneh–Lynn–Shacham (BLS) signatures and 

Verifiable Random Functions (VRF) are highlighted for their 

ability to reduce algorithmic complexity and increase transaction 

throughput. The discussion extends to real-world applications, 

particularly in platforms like Hyperledger Fabric, showcasing 

the practical benefits of these advancements. This paper provides 

a concise overview of the latest methodologies that enhance the 

performance scalability of PBFT-based consortium chains, 

serving as a valuable resource for researchers and practitioners 

aiming to optimize these systems for high-performance demands. 

Keywords—Blockchain; Practical Byzantine Fault Tolerance 

(PBFT); consensus algorithm; cryptography 

I. INTRODUCTION 

A major worry in both academic and industrial circles in 
the Big Data era brought about by 5G, Artificial Intelligence 
(AI), and Internet of Things (IoT) breakthroughs is 
safeguarding human privacy and data security [1]. Traditional 
centralized data management solutions frequently fail, 
especially when it comes to large-scale applications because of 
flaws including data tampering concerns, single points of 
failure, and vulnerability to denial-of-service assaults [2]. 

Blockchain technology offers a novel approach to data 
security and privacy protection because of its decentralization, 
non-tamper ability, and openness, transparency, and 
traceability features. Public chains, private chains, hybrid, and 
consortium chains are some of its variants. Of these, 
consortium chains are becoming more and more popular since 
they are appropriate for enterprise-level applications and 
provide systems for identity management and controlled access 
[3]. 

Consensus is the foundation of blockchain technology and 
is essential to maintaining data consistency and integrity over a 
distributed network. In addition to being the cornerstone of 
blockchain design, the consensus mechanism plays a crucial 

role in defining the network's ability to handle transactions and 
grow efficiently [4]. Due to its higher performance and energy 
efficiency, the Practical Byzantine Fault Tolerance (PBFT) 
consensus algorithm is frequently chosen in consortium chains, 
which are being adopted more and more for their industry-
specific applications over the more energy-intensive Proof of 
Work (PoW) used in public chains. 

Even while PBFT is advantageous in consortium chains, 
there are several drawbacks, especially with regard to 
performance scalability [5]. The system experiences a decrease 
in performance as the network grows and the number of blocks 
rises. This is because creating new blocks takes longer and puts 
more strain on node storage capacity [6]. Although there are 
many facets to these difficulties, including network, storage, 
and performance scalability, this research focuses on the 
crucial component of performance scalability, which is 
essential for consortium chain throughput and responsiveness 
[7]. 

This paper summarizes and evaluates the literature on the 
performance scalability of PBFT-based consortium chains, 
with a focus on novel approaches that have been developed to 
overcome the bottlenecks in performance. In particular, we 
investigate the use of Boneh–Lynn–Shacham (BLS) signatures 
and Verifiable Random Functions (VRF) [8], [9], which are 
noteworthy developments in lowering algorithmic complexity 
and speeding up transaction processing [10]. 

In order to gain a thorough understanding of the scalability 
solution landscape, this review will conduct a systematic 
literature review (SLR) of relevant research, focusing on 
papers that overlap VRF, PBFT, BLS cryptography, and 
consortium blockchains. Prominent databases such as IEEE 
Xplore, SpringerLink, and Elsevier's ScienceDirect will be 
searched by the SLR in order to compile and analyze research 
that has been published between 2018 and 2023 [11]. This 
temporal window provides a current snapshot of the state of 
performance scalability in consortium chains by capturing the 
latest developments and conversations in the area. 

Through the examination of various sources, the review 
seeks to condense a clear picture of the approaches, difficulties, 
and innovations that are now being faced in the field of 
consortium blockchain scalability [12]. The goal is to provide a 
condensed body of knowledge that will help practitioners and 
researchers comprehend the evolution of scalability 
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optimizations and their useful applications in the context of 
PBFT. 

II. LITERATURE REVIEW 

The development and introduction of Bitcoin, which was 
first made public in 2008 by an individual or group going by 
the pseudonym Satoshi Nakamoto, is credited with the 
invention of blockchain technology [13]. The first 
decentralized digital currency, Bitcoin, was launched in 
Nakamoto's whitepaper, "Bitcoin: A Peer-to-Peer Electronic 
Cash System," which also established the framework for 
blockchain technology [14]. 

The Origin of Bitcoin and the Underlying Blockchain Idea 
start by using a peer-to-peer network. Bitcoin offered the first 
workable solution to the issue of double-spending in digital 
money [15], [16]. Its distributed ledger, or blockchain, which 
records every transaction over a network of computers without 
the need for a central authority, is the main innovation [17], 
[18]. The decentralized structure of blockchain guaranteed data 
security, integrity, and transparency [19]. 

The next big development in blockchain technology, 
commonly known as Blockchain 2.0, was launched in 2015 
with the introduction of Ethereum by Vitalik Buterin and 
associates [20], [21]. Ethereum extended the usage of 
blockchain technology to incorporate "smart contracts," which 
are self-executing contracts with the contents of the agreement 
between the buyer and seller explicitly encoded into code, in 
contrast to Bitcoin's focus on financial transactions[22], [23]. 
This breakthrough made it possible for blockchain to be used 
for purposes other than cryptocurrency, allowing for the 
development of decentralized application (DApp)[24], [25], 
[26]. The third development in blockchain technology is the 
division of the technology into four primary categories: public, 
private, hybrid and consortium chains [27]. 

Following the introduction of Ethereum and smart 
contracts, the focus in the blockchain community shifted to 
consensus mechanism optimization for various network 
architectures [28], [29]. Of them, PBFT has become a 
prominent algorithm for consortium chains networks that are 
more open than private networks but still need a more 
regulated environment than public blockchains[30], [31], [32]. 

Consensus algorithm development in blockchain 
technology is essential to maintaining dependability and 
confidence in decentralized systems [4], [33], [34]. There are 
two types of these algorithms: non-Byzantine fault-tolerant and 
Byzantine fault-tolerant (BFT). Byzantine defects, or hostile 
components present in the system, do not prevent consensus in 
BFT algorithms [35]. 

Fig. 1 in this research shows the evolution and relationships 
between various algorithms in a chronological order. An arrow 
from algorithm A to algorithm B, for example, indicates that 
algorithm A influences algorithm B. Arrows from both point to 
an algorithm like C, which is a hybrid algorithm inspired by 
both A and B. 

The inception of consensus algorithms can be traced back 
to non-BFT protocols such as Viewstamped Replication and 
Paxos. The Proof of Work (PoW) algorithm, which was first 

established with the introduction of Bitcoin, completely 
changed the way consensus was reached in a trustless setting. 
But because PoW requires a lot of energy, substitutes like 
Proof of Stake (PoS) and its variations were created in an effort 
to find consensus procedures that use less energy [36]. 

The Practical Byzantine Fault Tolerance (PBFT) algorithm 
has had a major impact on the Byzantine fault-tolerant 
category. It has sparked additional innovations like Tendermint 
and Honey Badger, which provide enhanced efficiency and 
adaptability in a range of network conditions. 

PBFT is advantageous to consortium chains because of its 
low latency and finality of transactions, which are critical for 
business applications where immutability and transaction speed 
are crucial. Since PBFT presupposes that a certain amount of 
trust is built between nodes, a feature intrinsic to the 
consortium model, consortium chains, as opposed to public 
chains, might use it to expedite their consensus process [37]. 

Although PBFT offers consortium chains a dependable 
consensus method, as the network expands, its scalability 
becomes problematic. A variety of PBFT improvements are 
suggested in the literature in order to address these scaling 
issues. These include lowering the overhead necessary to 
obtain consensus, strengthening the algorithm's resistance to 
node failure, and optimizing the communication complexity 
[7]. 

The focus of current scientific debate on PBFT is on 
enhancing its performance scalability in order to accommodate 
consortium chains' growing requirements. A number of 
changes and implementations have been suggested in recent 
research to address the shortcomings of PBFT. These include 
the use of sharding strategies, sophisticated cryptographic 
techniques like BLS signatures and VRF, and the utilization of 
trusted execution environments to improve the consensus 
process's throughput and effectiveness [38]. 

Essentially, PBFT has proven to be the best consensus 
method for consortium chains, fitting their requirement for a 
well-balanced approach to efficiency and trust. By showcasing 
the advancements that are propelling this subject forward, this 
section of the literature review lays the groundwork for a more 
in-depth analysis of the performance scalability of PBFT 
within consortium chains [6]. 

 

Fig. 1. Summary of consensus mechanism. 
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A. Fundamentals of Consortium Chains 

Consortium chains are an example of a hybrid blockchain 
technology that combines public blockchain transparency with 
the controlled governance of private networks. These networks, 
which are run by a coalition of organizations, provide a 
collaborative setting where a limited number of pre-approved 
nodes are in charge of governance. The customized governance 
provided by this arrangement satisfies the unique requirements 
of the involved companies. 

Consortium chains, which are ideal for sectors needing 
compliance and secrecy, combine data protection and integrity 
in a way that is selectively transparent [39]. Because there are 
fewer nodes, consensus and transaction processes proceed 
more quickly, improving scalability and making these chains 
perfect for industry-specific applications [40]. 

Consortium chains, while more centralized than public 
blockchains, provide security by reducing the possibility of 
single points of failure through the distribution of trust across 
verified members. Usually, they use energy-efficient consensus 
algorithms like PBFT, which give fast consensus at a lower 
cost than Proof of Work [31]. 

Consortium chains, a growing trend in industries like 
finance, healthcare, and supply chain management, combine 
privacy, trust, and cooperative efficiency. Their architecture 
demonstrates a dedication to establishing safe, expandable 
blockchain networks for inter-organizational cooperation. 

As depicted in Fig. 2, the volume of research pertaining to 
consortium chains has seen a significant increase from 2020 to 
2023. This upward trend continues into 2024, with early access 
articles on the subject already available. This suggests that the 
field of consortium chain research remains ripe with 
opportunities for exploration and innovation. 

 
Fig. 2. Latest five years article trends of consortium chains topic studies. 

This surge in research activity aligns with the publishing 
trends observed among researchers. As elucidated in Fig. 3, the 
Institute of Electrical and Electronics Engineers (IEEE) 
remains the most popular publisher among researchers in this 
field. Elsevier follows closely, contributing a substantial 
number of articles over the past five years. 

Despite their efforts, Taylor & Francis and Wiley have yet 
to surpass Springer in terms of the number of published 
articles. This indicates a competitive landscape among 
publishers, with Springer maintaining a strong presence in the 
dissemination of consortium chain research. This dynamic 

interplay between researchers and publishers underscores the 
vibrancy and ongoing evolution of the field. 

 
Fig. 3. Publisher destination for consortium chain topic studies. 

Upon further analysis, TABLE Iprovides a comparative 
study of the articles across all databases, categorized into three 
main criteria: consensus, security, and improvement. The 
distribution of articles is shown in the matrix, with 41 articles 
focusing on consensus, 59 on security, and 54 on improvement. 
Additionally, there are overlaps where articles address multiple 
criteria, such as 19 articles covering both consensus and 
security, 12 articles on consensus and improvement, and 24 
articles on security and improvement. This matrix highlights 
the diverse focus areas and intersections within the research 
landscape. 

TABLE I. MATRIX TABLE OF RECORD FINDING BASED ON TOPIC 

 Consensus Security Improvement 

Consensus 41   

Security 19 59  

Improvement 12 24 54 

Moreover, on the TABLE IIoutlines several methods for 
managing consortium chains, highlighting their respective 
advantages and disadvantages. These methods include 
consensus algorithms, encryption mechanisms, access control 
techniques, and trust incentive models. Each method offers 
unique benefits, such as reducing consensus delays, improving 
encryption efficiency, and enhancing trust in federated 
learning. However, they also come with specific challenges, 
such as low consensus efficiency, lack of fine-grained access 
control, and high energy consumption. This comparative 
analysis provides a comprehensive overview of the strengths 
and limitations of each approach, aiding in the selection of the 
most suitable method for managing consortium chains. 

There’s a focus on advanced consensus algorithms for 
improved blockchain network efficiency, as seen in the work 
of [41]. Enhanced encryption mechanisms and access control 
methods are being utilized for better data security, as 
demonstrated by study [39]. The importance of 
decentralization and fairness in the consensus process is 
highlighted by [42] research. Trust incentive consensus 
methods, like the one proposed by [43], are gaining traction to 
boost trust in federated learning. Lastly, the emergence of 
cross-chain communication mechanisms, as proposed by study 
[40], simplifies node topology for dynamic interaction, 
facilitating safe and autonomous sharing of patient records. 
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TABLE II. METHODS ON CONSORTIUM CHAIN ARTICLES 

Method Advantages Disadvantages Category 

Consensus 

algorithm based 

on PBFT [41] 

Reduces 

consensus delay 

and 
communication 

times between 

nodes. 

Inability to 

dynamically join 

nodes, low consensus 
efficiency, primary 

master node selection 

challenges. 

Consensus 

Improved 
Paillier 

homomorphic 

encryption [39] 

Reduces overall 
encryption and 

decryption time. 

Lack of data 
ownership and fine-

grained access 

control, lack of 
transparency and 

auditability. 

Encryption 

CP-ABE for 
access control 

[39] 

Adaptive for 
storing massive 

data. 

Time-consuming 
decryption (about 2 

seconds). 

Decryption 

Voting-based 

decentralized 
consensus 

algorithm [42] 

Faster consensus 

process, better 
user fairness, 

negligible energy 

cost, adequate 
security. 

Ultrahigh energy 

consumption, time 
inefficiency, low 

transaction 

throughput. 

Consensus 

Trust rewards 

and punishments 
method [43] 

Improves trust 

perception in 
federated 

learning. 

Limitations in main 

node’s misbehavior 
or fault tolerance. 

Consensus 

Cross-chain 
communication 

mechanism [40] 

Safe and 
autonomous 

sharing of 

patient records 
within 

milliseconds. 

No specific 
limitations 

mentioned. 

Sharing 

The comparative analysis reveals that while each method 
offers unique advantages, they also come with specific 
limitations that need to be addressed. For instance, consensus 
algorithms like PBFT and voting-based methods improve 
efficiency and fairness but face scalability and energy 
consumption issues. Encryption methods like Improved Paillier 
and CP-ABE enhance performance but lack fine-grained 
control and transparency. Trust-based methods and cross-chain 
mechanisms show promise in improving trust and 
interoperability but may face challenges in fault tolerance and 
integration. 

B. PBFT Consensus Mechanism and its Evolution 

Miguel Castro and Barbara Liskov created the PBFT 
consensus algorithm in 1999, and it is a key component of 
consortium blockchain networks' consensus procedures. PBFT 
is a distributed system reliability technique that tackles the 
problem of Byzantine faults, which are caused by some nodes 
in the network acting in an unpredictable manner [32]. It uses a 
multi-phase communication protocol that involves multiple 
rounds of node contact to achieve system consistency. The 
request, pre-prepare, prepare, and commit phases of this 
procedure enable the network to come to a consensus even 
when there are malicious or malfunctioning nodes present—as 
long as they make up no more than one-third of the total. 

When compared to the PoW algorithm, PBFT is more 
efficient and uses less resources, which is why consortium 
chains prefer it. Because of its deterministic structure, 
transactions are completed quickly after a single consensus 
round, obviating the need for several probabilistic rounds that 
are common to other algorithms [44]. 

RBFT and BFT-SMaRt are two examples of the many 
improvements made to PBFT over time that have improved its 
resource management and scalability. These improvements are 
designed to support the growing complexity and scale of 
contemporary distributed networks while preserving the 
robustness of PBFT [45]. 

Scalability, node selection optimization, communication 
efficiency, and data management have all been continuously 
prioritized in PBFT's evolution in order to better support larger 
and more complicated consortium chain applications. Since its 
inception, this algorithm has developed into a commonly used 
mechanism in consortium chains because of its ability to 
balance performance, efficiency, and fault tolerance. This 
section examines the development of PBFT from theory to 
application, highlighting its vital role in consortium chains' 
expansion and success [32]. 

Fig. 4 depicts a clear upward trend in the research on this 
topic over the past five years. This suggests a growing interest 
in PBFT within the academic community, reflecting its 
increasing relevance in the field of distributed systems. The 
sustained growth in research output underscores the importance 
and potential of PBFT in advancing our understanding of 
Byzantine fault tolerance in practical applications. This trend is 
expected to continue, fostering further innovation and 
exploration in this area. 

 
Fig. 4. Latest five years article trends of PBFT topic studies. 

Furthermore, as illustrated in Fig. 5, the distribution of 
studies on PBFT is predominantly concentrated among three 
major publishers: IEEE, Elsevier, and Springer. These 
publishers have been instrumental in disseminating a 
significant volume of research on this topic. Interestingly, there 
appears to be a conspicuous absence of PBFT studies in both 
Wiley and Taylor & Francis, indicating a potential gap in their 
publication portfolio. 

Further analysis on the PBFT articles which is lead to 
comparison TABLE III, we find diverse methods being 
explored. [7] and [41] both focus on PBFT consensus 
mechanisms, with the former targeting large systems and the 
latter aiming to reduce consensus delay. [46] integrate 
cryptographic primitives with Byzantine fault tolerance, while 
[47] use a PoQF consensus algorithm for VEC networks. The 
research in [48] propose a blockchain-based method for 
medication traceability. Each study has its unique advantages 
and challenges, contributing to the evolving research 
landscape. The upward trend in research output suggests a 
promising future for these methods in practical applications. 
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Fig. 5. Publisher destination spreads for PBFT studies. 

TABLE III. STUDIES COMPARISON IN PBFT TOPIC 

Method Advantages Disadvantages 

Scalable multi-

layer PBFT [7] 

 

Validated security 

threshold, effective 

in simulations. 

Poor node scalability, suitable 

for small networks. 

Consensus 
algorithm based 

on PBFT [41] 

 

Reduces consensus 
delay and 

communication 

times. 

Inability to dynamically join 
nodes, low consensus efficiency, 

primary master node selection 

challenges. 

Integration of 

cryptographic 

primitives and 
PBFT [46] 

 

Removes transaction 

fees and mining 

rewards for better 
performance. 

Lacks conflicting properties like 

anonymity and regulation. 

PoQF consensus 

for VEC 
networks [47] 

 

Reduces validation 

failure by 11%, 
faster message 

validation. 

PoS favors nodes with higher 

stakes, PoET lacks security 
against malicious nodes. 

Blockchain-
based 

medication anti-

counterfeiting 
[48] 

Ensures 
transparency, 

openness, and full 

record of medication 
circulation. 

No specific limitations 
mentioned. 

Regarding to the study comparison, the Scalable multi-
layer PBFT method demonstrates a validated security threshold 
and effectiveness in simulations, making it a reliable choice for 
small networks. However, its poor node scalability limits its 
applicability in larger systems, highlighting a significant 
drawback for broader adoption. The Consensus algorithm 
based on PBFT effectively reduces consensus delay and 
communication times, which is crucial for enhancing network 
efficiency. Nevertheless, its inability to dynamically join 
nodes, coupled with low consensus efficiency and challenges 
in primary master node selection, restricts its flexibility and 
scalability in dynamic environments. 

The Integration of cryptographic primitives and PBFT 
offers improved performance by eliminating transaction fees 
and mining rewards. This integration enhances the overall 
efficiency of the blockchain system. However, it lacks 
conflicting properties such as anonymity and regulation, which 
are essential for certain applications requiring privacy and 
compliance. The PoQF consensus for VEC networks method 
stands out by reducing validation failure by 11% and providing 
faster message validation compared to other consensus 
algorithms like PoS and PoET. Despite these advantages, it 
faces challenges such as PoS favoring nodes with higher stakes 

and PoET’s vulnerability to malicious nodes, which can 
compromise the network’s security and fairness. 

Lastly, the Blockchain-based medication anti-counterfeiting 
method ensures transparency, openness, and a comprehensive 
record of medication circulation, which is vital for maintaining 
trust and integrity in the pharmaceutical supply chain. 
However, the absence of specific limitations in the provided 
context suggests that further scrutiny is needed to identify 
potential challenges in practical implementation. Overall, while 
each method offers unique strengths, they also come with 
specific limitations that need to be addressed. Future research 
should focus on developing hybrid approaches that combine 
the strengths of these methods while mitigating their 
weaknesses to create more robust, scalable, and secure 
blockchain systems. 

III. PERFORMANCE SCALABILITY 

Consortium chains, which provide a sophisticated 
architecture al solution that balances completely private and 
fully public networks, have becoming increasingly popular in 
the blockchain space. Nevertheless, a crucial and urgent issue 
facing these consortium networks is performance scalability, 
particularly for those depending on the PBFT consensus 
algorithm[11], [32]. 

The way consortium chains handle transactions is at the 
core of the problem. Their use of conventional transaction 
processing techniques, which are mainly defined by serial 
verification and transaction storing, is intrinsically constrained. 
These traditional methods place fundamental limitations on the 
blockchain system's ability to effectively manage an increasing 
number of transactions[49]. These restrictions represent a 
major bottleneck in the context of PBFT-based consortium 
chains, which priorities fast and dependable consensus. 

As the need for high-performance applications keeps 
growing, the performance scalability issue gets worse. 
Consortium chains are used in a number of sectors, including 
supply chain management, healthcare, and banking, where 
effective transaction processing is critical. These industries 
need blockchain systems that can process a large number of 
transactions efficiently and rapidly[45]. 

The emphasis is now being placed on more sophisticated 
and creative approaches rather than the traditional block 
scaling methods, which have drawbacks. Improving consensus 
algorithms has been a vital path to improving consortium chain 
performance. Throughput and scalability have grown as a 
result of the PBFT consensus process being streamlined by 
innovations like Tendermint and Honey Badger BFT. 

Moreover, using cryptography methods like VRF and BLS 
signatures is another interesting way to address the 
performance scalability issue. These cryptographic techniques 
provide a workable way to increase transaction throughput 
while preserving the required degree of privacy and 
confidentiality, in addition to strengthening the security and 
integrity of consortium chains. Several related research on 
performance scalability optimization schemes is shown in 
Table IV. 
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TABLE IV. SUMMARY OF PERFORMANCE SCALABILITY OPTIMISATION 

SCHEMES 

Optimization 
Scheme 

Description Application Advantages Disadvantages 

Traditional 

Block Scaling 

Methods 

Serial 

verification 
and 

transaction 

storing. 

Initial stages 

of 
consortium 

chains. 

Simple to 

implement and 
understand. 

Limited 

scalability; 
ineffective for 

increasing 

transactions. 

Consensus 

Algorithm 

Improvements 

Enhancements 

like 

Tendermint 
and Honey 

Badger BFT. 

Modern 

consortium 

chains. 

Improved 

performance 

and scalability; 
handles larger 

transaction 

volumes. 

Complex to 

implement; 

higher 
computational 

resources 

needed. 

Cryptography 

Methods (VRF 

and BLS 

signatures) 

Techniques to 
increase 

throughput 

while 
preserving 

privacy. 

Various 
sectors using 

consortium 

chains. 

Increases 
transaction 

throughput; 

maintains 
privacy and 

confidentiality. 

Requires 
advanced 

cryptographic 

knowledge; 
potential 

speed-security 

trade-off. 

Regarding to that comparison table, Traditional block 
scaling methods, while simple to implement and understand, 
suffer from limited scalability and inefficiency in handling 
increasing transaction volumes. In contrast, consensus 
algorithm improvements, such as Tendermint and Honey 
Badger BFT, offer enhanced performance and scalability, 
making them suitable for modern consortium chains. However, 
these improvements come with increased complexity and 
higher computational resource requirements. Cryptographic 
methods, including VRF and BLS signatures, provide 
significant advantages in transaction throughput and privacy 
preservation, making them valuable in various sectors. 
Nevertheless, these methods demand advanced cryptographic 
knowledge and may involve trade-offs between speed and 
security. Overall, while each optimization scheme offers 
unique benefits, their limitations must be carefully considered 
to ensure effective and scalable consortium chain management. 

This chapter is essentially an in-depth investigation of the 
various performance scalability problems that consortium 
chains, particularly ones that depend on PBFT face. It explores 
a number of potential solutions, such as improvements in 
consensus algorithms and the thoughtful fusion of 
cryptographic methods like as VRF and BLS. The ultimate 
goal is to give a thorough overview of the strategies used to 
solve the crucial performance scalability issue, opening the 
door for the creation of consortium blockchain networks that 
are both highly scalable and effective, satisfying the 
requirements of contemporary high-performance applications. 

A. PBFT-Based Performance Scalability in Consortium 

Chains 

One major difficulty in the field of blockchain technology 
is the performance scalability of consortium chains, especially 
those that use the Practical Byzantine Fault Tolerance (PBFT) 
consensus method [32]. Consortium chains present a promising 
hybrid solution that combines the openness of public 
blockchains with the regulatory advantages of private 
networks; nevertheless, their performance scalability is 
severely constrained [50], [51]. The main issue with 
performance scalability in consortium chains is presented in 

this section, with particular attention paid to the application of 
the PBFT consensus algorithm. 

1) The challenge of performance scalability: Consortium 

chains are well-suited for various applications, including 

supply chain management, finance, and healthcare, due to 

their collaborative nature among a limited number of 

organizations. However, as the demand for high-performance 

and scalable solutions grows, the scalability of consortium 

chains becomes a significant challenge. This issue is 

particularly pronounced in systems relying on PBFT 

consensus mechanisms. The core issue lies in the traditional 

techniques for transaction processing used by blockchain 

systems. The process of serial verification and storage of 

transactions inherently limits transaction throughput. This 

bottleneck is especially problematic for PBFT-based 

consortium chains, where achieving quick and reliable 

consensus is crucial. As the number of nodes increases, the 

communication overhead and consensus delay also rise, 

leading to decreased performance and scalability. 

2) How consortium chains are affected?: Consortium 

chains are perfect for a variety of use cases, such as supply 

chain management, finance, and healthcare, since they are 

made to encourage collaboration among a small number of 

organizations, unfortunately, the consequences of performance 

scalability limits for consortium chains are extensive. 

a) Transaction throughput: Consortium chains' ability 

to effectively handle a large number of transactions is limited 

by the traditional transaction processing techniques. The 

inability to meet the expectations of industries seeking 

simultaneous and speedy transaction validation is caused by 

this bottleneck. 

b) Latency: Prolonged delays in transaction processing 

lead to higher latency, which affects consortium chains' ability 

to respond quickly. This is especially important for industries 

where instantaneous decision-making and data accessibility 

are crucial. 

c) Limitations on scalability: The extensive use of 

consortium chains depends critically on scalability. 

Consortium chains run the danger of being unsuitable for 

large-scale enterprise applications if performance scalability is 

not addressed. 

3) How to Address the Issues?: To address the scalability 

challenges in consortium chains, several improvements and 

alternative approaches have been proposed. Enhanced 

versions of PBFT, such as tPBFT and CBFT, introduce 

mechanisms like trust-based scoring and grouping of nodes to 

reduce communication overhead and improve consensus 

efficiency. These methods show promise in increasing the 

scalability of PBFT-based systems by dynamically adjusting 

the list of consensus nodes and simplifying the consensus 

process. Another approach involves integrating cryptographic 

primitives and other consensus algorithms to balance 

performance and security. For instance, combining PBFT with 

techniques like sharding or layer-2 solutions can help 
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distribute the consensus workload and improve scalability 

without compromising security. 

While PBFT offers robust fault tolerance and deterministic 
finality, its scalability limitations pose significant challenges 
for consortium chains. Addressing these challenges requires 
innovative approaches that enhance the consensus process and 
reduce communication overhead. By adopting hybrid 
consensus mechanisms and advanced cryptographic 
techniques, it is possible to develop more scalable and efficient 
consortium chains that meet the growing demands of various 
applications. This comprehensive approach will ensure that the 
strengths of each method are maximized while mitigating their 
limitations, leading to more efficient and secure blockchain 
applications. 

Creative solutions are essential for overcoming the 
performance scalability difficulties in consortium chains. This 
analysis examines numerous strategies and developments 
aimed at mitigating these restrictions. The goal of the review is 
to illuminate the path towards more effective and scalable 
consortium blockchain networks by examining advancements 
in consensus algorithms, the incorporation of cryptographic 
techniques such as Verifiable Random Function (VRF) and 
Boneh-Lynn-Shacham (BLS) signatures, and other cutting-
edge tactics. In the following sections, we explore these 
approaches and how they can improve performance scalability 
in consortium chains. By conducting a thorough assessment of 
pertinent studies published between 2018 and 2023, we aim to 
shed light on the evolving scalability of consortium chains and 
its implications for the blockchain sector. 

B. Utilizing Boney-Lynn-Shacham (BLS) Signatures for 

Enhanced Consensus Efficiency 

In the field of blockchain technology, BLS signatures have 
become a potent cryptographic tool with a wide range of uses. 
BLS signatures, which were first proposed by Boneh, Lynn, 
and Shacham in 2004 and then substantially improved in 2018, 
provide a unique method for aggregating signatures and 
improve the security and efficiency of consensus algorithms in 
consortium blockchains [12], [52], [53]. 

Although consortium blockchains are renowned for their 
tightly managed governance, they have scalability issues with 
the effectiveness of their consensus processes. Although 
reliable, the conventional PBFT consensus mechanism can be 
computationally and communication-intensive, which limits its 
scalability as blockchain networks get bigger and more 
complicated [54]. 

When it comes to consensus algorithms like PBFT, 
researchers and developers have realized that BLS signatures 
can help solve some of the efficiency issues that consortium 
blockchains face. The literature has examined the following 
crucial elements: 

1) Simplifying Consensus via BLS: In order to streamline 

the consensus process and lower computational overhead and 

communication complexity, BLS signatures are used. By 

using signature aggregation techniques, nodes can reduce the 

number of messages they exchange with one another during 

consensus by combining many individual signatures into a 

single aggregated signature. 

2) Improved scalability: Convergence algorithms become 

more scalable when BLS signatures are integrated. 

Consortium blockchain technology facilitates the processing 

of transactions more efficiently and may support larger 

networks due to the decrease in computer resources and 

communication overhead. 

3) Security points to remember: The security 

ramifications of using BLS signatures are also covered in the 

literature. The resilience of BLS signature methods against 

different types of attacks and their capacity to preserve the 

validity and integrity of transactions are examined. 

4) Uses not limited to consensus: Beyond consensus 

methods, BLS signatures are used in a variety of consortium 

blockchain network applications, including as identity 

management, access control, and privacy-preserving 

transactions. Scholars have investigated how BLS signatures 

might be used to improve consortium blockchain security and 

functionality in general. 

Particularly in the context of PBFT, the literature on BLS 
signatures in consortium blockchains emphasizes their 
potential to solve efficiency issues and enhance the scalability 
of consensus algorithms. More investigation into sophisticated 
cryptographic methods and their incorporation into consortium 
blockchains is anticipated as blockchain technology develops, 
opening the door to more effective and secure decentralized 
networks. A promising first step towards accomplishing these 
goals and enhancing consortium blockchain capabilities is the 
implementation of BLS signatures. 

Several articles found on the database that related to utilize 
of BLS Signature can be seen on TABLE V 

TABLE V. RELATED TO HIGH-CITED STUDIES BASED ON  BLS 

SIGNATURE KEYWORD 

References Key Findings Advantages Disadvantages 

[55] The paper introduces 
the notion of 
outsourced proofs of 
retrievability (OPOR), 
where users can task 
an external auditor to 
perform and verify 
proofs of retrievability 
(POR) with the cloud 
provider. 

The OPOR 
setting provides 
a solution to 
security risks 
not covered by 
existing POR 
security 
models. 

The paper does 
not provide a 
comprehensive 
analysis of 
potential attacks 
or 
countermeasures. 

[56], [57] The paper presents 
LDuAP, a lightweight 
dual auditing protocol 
that verifies data 
integrity in cloud 
storage servers. It 
combines public and 
private auditing 
schemes to improve 
the authenticity of the 
integrity results. 

LDuAP 
reduces the size 
of the signature 
by 50% and 
subsequently 
reduces the 
overhead of the 
entire auditing 
scheme. 

The paper does 
not discuss the 
potential impact 
of compromised 
auditors. 

[8], [58] The paper proposes a 
cryptographic 
framework for contact 
tracing and provides a 

The system 
provides 
comprehensive 
privacy 

The paper does 
not discuss the 
potential impact 
of environmental 
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construction based on 
public key 
rerandomizable BLS 
signatures. It uses 
environmental factors 
to filter out results 
outside estimated 
effective transmission 
distance. 

protection and 
takes airborne 
transmission 
into 
consideration. 

changes on the 
system’s 
performance. 

[8], [54], 
[58], [59], 
[60] 

The paper presents a 
chain-based unique 
signature scheme 
where each unique 
signature is composed 
of n BLS signatures 
computed sequentially 
like a blockchain. 

The proposed 
scheme 
achieves 
optimal 
tightness and 
significantly 
improves on 
previous 
reduction loss. 

The paper does 
not discuss 
potential attacks 
or 
countermeasures. 

[8], [54], 
[57] 

The paper presents a 
dynamic provable data 
possession scheme for 
secure cloud data 
auditing. The scheme 
leverages BLS 
signatures and RMHT 
to support batch 
auditing and then 
optimizes batch 
auditing scenarios 
with four algorithms 
to support efficient 
batch updates. 

The proposed 
scheme 
supports 
efficient batch 
updates and 
reduces the 
overhead of the 
entire auditing 
scheme. 

The paper does 
not discuss the 
potential impact 
of compromised 
auditors. 

[21], [61] The paper presents a 
novel robust solution 
for key management, 
message encryption, 
and authentication, 
offering enhanced 
security for 5G-V2X 
communication. 

The protocol 
achieves a high 
level of 
security and 
incorporates 
bilinear pairing, 
and AES 
encryption. 

The paper does 
not discuss 
potential attacks 
or 
countermeasures. 

[8], [58], 
[62] 

The paper proposes a 
modification of BLS 
signatures with an 
additive key split 
augmented with a 
refresh technique. 

The proposed 
scheme 
protects against 
a powerful 
adversary that 
can control 
distinct HSMs 
in different 
signing 
sessions. 

The paper does 
not discuss 
potential attacks 
or 
countermeasures. 

[21], [60] The paper proposes an 
authentication 
mechanism that allows 
a Seed OppNet to 
process pieces of 
information 
effectively and 
efficiently. 

The proposed 
scheme is 
secure against 
the rogue pubic 
key, tapping, 
forgery, replay, 
and man-in-
the-middle 
attacks. 

The paper does 
not discuss 
potential attacks 
or 
countermeasures. 

C. Verifiable Random Function (VRF) for Enhancing 

Consortium Chain Performance 

Performance scalability in consortium chains is still a major 
concern. These blockchain networks, which are overseen by a 
small number of institutions, put efficiency, security, and trust 
first. Because of its effectiveness and speed at reaching 
consensus, the Practical Byzantine Fault Tolerance (PBFT) 
consensus method is frequently chosen in consortium chains. 
Nevertheless, despite these benefits, consortium chains—

PBFT-based included face constraints in their performance that 
limit their capacity to manage an increasing number of players 
and transactions [32], [63]. 

The blockchain's transaction processing is at the centre of 
the performance scalability problem for consortium chains. 
Conventional methods for storing and verifying transactions 
restrict these systems' capabilities. This problem is more 
apparent in PBFT-based consortium chains, where prompt and 
trustworthy node agreement is crucial. Researchers and 
developers have turned away from traditional block scaling 
techniques in favour of creative approaches meant to improve 
performance in order to overcome these constraints [63]. 

Consensus algorithm optimization is one of the key areas to 
increase consortium chain performance. Tendermint and 
Honey Badger BFT are two examples of notable inventions 
that simplify the PBFT consensus procedure. These 
developments improve consortium chains' overall scalability in 
addition to increasing their throughput. These optimizations 
assist consortium chains satisfy the requirements of high-
performance applications by lowering the computational cost 
of the consensus procedure. 

Still, more than only consensus algorithms are involved in 
better performance. The efficiency of consortium chains has 
been significantly improved by the application of 
cryptographic techniques [11]. Verifiable Random Functions 
(VRF) are one of these methods that stands out as a potentially 
useful approach. 

Fundamentally, VRF presents a new way to confirm the 
leader node in the PBFT consensus procedure. It accomplishes 
this by using a predetermined set of criteria to start the VRF 
process, which produces a cryptographic proof and a random 
integer. This number is then compared to a predefined 
threshold, which is ensured to be unique and unchangeable 
[32], [64], [65]. 

The value of VRF is found in its capacity to improve leader 
node election in a way that is both highly secure and 
unpredictable. Using VRF, the top nodes in the consortium 
chain with the highest trust value calculate random numbers, 
and the node with the highest value is named the leader. This 
strategy guarantees equity and lessens the possibility of 
manipulation or collaboration. 

Using VRF in consortium chains has a number of 
noteworthy benefits. Above all, it strengthens the overall 
reliability of the PBFT consensus process by improving the 
security and randomness of leader node selection. Moreover, it 
adds a level of unpredictability that reduces the possibility of 
predictability, which bad actors could take advantage of. 

In summary, Verifiable Random Functions (VRFs) present 
a promising avenue for enhancing the speed of consortium 
chains, especially those employing the Practical Byzantine 
Fault Tolerance (PBFT) consensus algorithm. By introducing 
an additional layer of security and randomization to the 
consensus process, VRFs alter the selection mechanism for 
leader nodes, thereby better catering to the demands of high-
performance applications. This discussion delves into the role 
of VRFs in augmenting the scalability and efficiency of 
consortium chains, a critical aspect of performance scalability 
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within this blockchain architecture. TABLE VIprovides a 
comprehensive overview of several studies that have 
incorporated VRFs as their foundational methodology. 

TABLE VI. TOP FIVE HIGH CITED ARTICLE ABOUT VRF 

Author(s) Article Title Key Findings Results 

[66] A Lightweight 
and Attack-Proof 
Bidirectional 
Blockchain 
Paradigm for 
Internet of 
Things 

The paper 
introduces a 
novel 
bidirectional-
linked 
blockchain 
(BLB) using 
chameleon hash 
functions to 
defeat double-
spend attacks, 
long-range 
attacks, and 
eclipse attacks1. 

The proposed 
blockchain 
consensus 
algorithm 
utilizes a 
verifiable 
random function 
(VRF) to select 
the third-party 
auditor 
committee 
(TPAC) which 
performs 
contract 
verification1. 

[42] Voting-Based 
Decentralized 
Consensus 
Design for 
Improving the 
Efficiency and 
Security of 
Consortium 
Blockchain 

The paper 
introduces a 
voting-based 
decentralized 
consensus 
(VDC) algorithm 
for consortium 
blockchain to 
enhance the 
performance of 
blockchain 
platforms2. 

The proposed 
blockchain 
consensus 
algorithm 
utilizes a 
verifiable 
random function 
(VRF) to select 
the third-party 
auditor 
committee 
(TPAC) which 
performs 
contract 
verification2. 

[67] Deep Video 
Prediction 
Network-based 
Inter-Frame 
Coding in 
HEVC 

The paper 
proposes a novel 
Convolutional 
Neural Network 
(CNN) based 
video coding 
technique using 
a video 
prediction 
network (VPN) 
to support 
enhanced motion 
prediction in 
High Efficiency 
Video Coding 
(HEVC)3. 

The proposed 
VPN uses two 
sub-VPN 
architectures in 
cascade to 
predict the 
current frame in 
the same time 
instance3. 

[68] Blockchain-
based random 
auditor 
committee for 
integrity 
verification 

The paper 
proposes a 
blockchain-
based random 
auditor 
committee to 
replace the fixed 
TPAs for the 
integrity 
verification4. 

The proposed 
blockchain 
consensus 
algorithm 
utilizes a 
verifiable 
random function 
(VRF) to select 
the third-party 
auditor 
committee 
(TPAC) which 
performs 
contract 
verification4. 

[69] A modified 
teaching learning 
metaheuristic 

The paper 
proposes a 
modified 

The proposed 
algorithm 
outperformed 

algorithm with 
opposite-based 
learning for 
permutation 
flow-shop 
scheduling 
problem 

Teaching-
Learning-Based 
Optimization 
with Opposite-
Based-Learning 
algorithm to 
solve the 
Permutation 
Flow-Shop-
Scheduling 
Problem with the 
purpose of 
minimizing the 
makespan5. 

over five well-
known datasets 
such as Carlier, 
Reeves, Heller, 
Taillards and 
VRF benchmark 
test functions, 
compared to 
other 
metaheuristic 
algorithms5. 

IV. METHODOLOGY 

In order to give a clear framework for the examination of 
scalability solutions inside consortium chains, this review 
paper outlines the scope of its research. It focuses on pertinent 
advances that have occurred between 2018 and 2023. The 
scope includes important areas of interest such as the use of 
BLS cryptography, the Practical Byzantine Fault Tolerance 
(PBFT) consensus algorithm, and the Verifiable Random 
Function (VRF), especially in relation to consortium 
blockchains. Consortium chains are a unique architectural 
paradigm in the blockchain space, and this review's 
comprehension of their scaling issues and remedies is crucial. 
The review guarantees that it includes the most recent 
developments and conversations in the area by defining a 
temporal window that runs from 2018 to 2023. This gives 
readers an understanding of the state of scalability solutions 
inside consortium chains at the moment. This method helps to 
provide a thorough and current analysis by bringing the 
evaluation into line with the changing field of consortium chain 
scalability research. 

A. Data Sources 

The use of relevant data sources is crucial for this in-depth 
analysis of consortium chains' scaling solutions in order to 
guarantee the accuracy and breadth of the study. In order to do 
this, reputable scholarly databases have been carefully selected 
to serve as the main sources for research articles. Notably, 
databases covering a wide range of academic articles related to 
consortium chains and blockchain technology, including IEEE 
Xplore, SpringerLink, and Elsevier's ScienceDirect, have been 
selected. 

The assortment of research articles available in these well-
chosen databases guarantees that the review will have access to 
a broad spectrum of scholarly sources. The choice to 
concentrate on reputable academic databases highlights the 
dedication to ensuring that the review is founded on reliable, 
authoritative, and peer-reviewed research. The robustness and 
dependability of the results offered in this journal paper are 
improved by this method. 

With a focus on VRF, PBFT consensus algorithm, BLS 
cryptography, and their intersections, the review seeks to 
provide a thorough overview of the most recent advancements 
and discussions in the field of scalability solutions within 
consortium chains by utilizing these reliable data sources. The 
use of these databases strengthens the research's intellectual 
rigour and enhances its academic reputation. 
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B. Search Strategy 

The idea behind this search method is to be broad but 
targeted at the same time. The search makes sure that 
publications that are directly connected to the main consensus 
mechanism under examination are included by using keywords 
like "PBFT consensus algorithm" and "Practical Byzantine 
Fault Tolerance." 

Furthermore, adding terms like "Verifiable Random 
Function (VRF)" and "BLS cryptography" will help you find 
research on advancements and approaches in cryptography, 
which are crucial for improving consortium chains' security 
and efficiency. 

The crucial term "consortium blockchains" ensures that the 
consensus algorithm and scalability solutions are thoroughly 
investigated by extending the search to include all facets of 
consortium chains. 

Last but not least, the term "scalability solutions" is a catch-
all for studies that specifically tackle the scalability issues 
consortium chains encounter. This guarantees that the 
assessment takes into consideration the most recent 
advancements and conversations in this important field. 

Boolean operators are used to make the search approach 
more adaptive and versatile. It enables the retrieval of research 
papers that precisely address the intersections of these 
keywords by allowing for precise keyword combinations. This 
methodical technique to finding significant literature 
guarantees that the evaluation is thorough, balanced, and 
includes the most relevant studies that are available in the 
chosen databases. 

C. Inclusion and Exclusion Criteria 

To guarantee that the chosen research papers are in line 
with the main goals and parameters of the investigation, this 
evaluation utilizes a set of precisely outlined inclusion criteria. 
The following are included in the inclusion criteria: 

 Pertinence to Scalability Solutions in Consortium 
Chains: Studies that specifically tackle scalability 
solutions in the framework of consortium chains are 
given careful consideration for publication. Verifiable 
Random Function (VRF), BLS cryptography, and the 
Practical Byzantine Fault Tolerance (PBFT) consensus 
algorithm are the main areas of interest. Research 
papers that examine the connections between these 
subjects are especially appreciated. 

 Publication Period: This study specifically takes into 
account research papers published between 2018 and 
2023 in order to capture the most recent advancements 
and discussions in the field. This temporal window 
guarantees that the evaluation includes the most recent 
developments and discussions regarding the scalability 
of performance in consortium chains. 

Exclusion criteria are used to weed out research papers that 
don't fit inside the designated chronological window or don't 
correspond with the listed research subjects in order to preserve 
the accuracy and significance of the review. The following are 
the exclusion requirements: 

 Irrelevance to Specified Research Topics: Papers that 
are not relevant to the specified research topics—such 
as BLS cryptography, PBFT, VRF, and scalability 
solutions in consortium chains—will not be accepted. 
The review seeks to concentrate only on studies that 
directly advance our knowledge of performance 
scalability in this particular setting. 

 Publication outside the Specified Time Frame: Studies 
released before 2018 or after 2023 are not included. 
This temporal restriction makes that the review is up to 
date and covers research done in the chosen period of 
time. 

A thorough examination of the chosen literature is made 
possible by the rigorous use of these inclusion and exclusion 
criteria, which ensure that the review keeps a clear and focused 
focus on relevant research. 

D. Screening and Selection 

The process of conducting a systematic literature review, or 
SLR, is designed to include stringent screening and selection 
phases. These steps are carefully crafted to find and select 
research articles that closely fit the specified parameters of the 
study. The following steps are sequential in the screening and 
selection process: 

1) First screening: Review of Titles and Abstracts: 

Research paper titles and abstracts get a thorough examination 

at the first screening stage. The purpose of this preliminary 

evaluation is to determine how each publication relates to the 

defined scope of the research. Papers that demonstrate a strong 

fit with the research goals and thematic areas advance to the 

following phase. 

2) Whole-Text examination: Detailed Evaluation: Selected 

papers move on to the full-text screening phase after the first 

screening. Here, every manuscript is carefully assessed in-

depth to ensure that it is appropriate for inclusion in the 

review. This extensive evaluation includes a close look at the 

paper's methods, conclusions, and applicability to the 

designated study fields. Papers that fulfil the specified 

requirements for inclusion move on to the next round. 

3) Evaluation of quality: Evaluating Credibility and 

Scholarliness: The chosen articles are subjected to a 

comprehensive analysis of their quality and rigour during the 

quality assessment step. The purpose of this evaluation is to 

guarantee that reliable, academic sources are included in the 

review. This grading takes into account various factors, 

including study technique, data integrity, citation sources, and 

general academic rigour. Merely those documents exhibiting 

an exceptional calibre of academic writing are kept for the 

thorough examination. 

A careful and methodical approach characterizes the 
screening and selection procedure used in this SLR. This 
method is intended to preserve the review's integrity by making 
sure that the final selection of research papers closely follows 
the goals and scope of the study as defined. The study attempts 
to offer a thorough and academic analysis of the chosen 
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literature by utilising these stringent screening and selection 
phases. 

E. Data Extraction and Analysis 

The methodical extraction of pertinent data is the following 
step after the selection of research articles is complete. This 
procedure is essential to extracting important data, conclusions, 
and insights from the chosen papers. The following are the 
essential phases in data extraction and analysis: 

Data Extraction: Careful data extraction is applied to a 
selection of research papers. Research methods, empirical 
results, theoretical contributions, and noteworthy insights into 
the scalability of consortium chains are collected in a 
systematic manner, together with other pertinent material. 

The gathered data is then rigorously subjected to thematic 
analysis. It is possible to identify recurring themes, new trends, 
and significant contributions in the field of consortium chain 
scalability with this analytical technique. A thorough grasp of 
the study landscape is attained by classifying and arranging the 
retrieved material into relevant themes. 

F. Synthesis and Review Composition 

The review article's composition is carefully organized to 
provide a logical summary of the chosen research publications. 
This synthesis is structured around a number of important 
components, such as: 

The review article's thematic organization is based on 
topics that were found during the examination of a few 
research publications. Every subject is associated with a 
particular facet of consortium chain scalability, allowing 
readers to effortlessly peruse related content. 

Methodological Insights: This page offers an analysis of the 
approaches taken in the chosen studies. Offering a thorough 
overview of the research landscape, it emphasizes the different 
study approaches and methodologies utilized by academics to 
investigate consortium chain scalability. 

Presenting the major conclusions and ramifications drawn 
from the chosen research publications is a primary goal of the 
review. The paper provides insightful information about the 
present status of performance scalability in consortium chains 
by summarizing important research findings. 

G. Conclusion 

The evaluation concludes with a strong summary of the 
main lessons learned from the examined research publications. 
The following goals are fulfilled by the conclusion: 

1) Key takeaways synopsis: It offers a succinct synopsis 

of the major discoveries and contributions that were 

emphasized during the evaluation. Readers can grasp the ideas 

obtained from the chosen research by reading this summary. 

2) Future implications: The concluding section delves 

into the more extensive consequences of the examined studies 

for the scalability of consortium chains in the future. It 

explores possible ramifications for scholars, politicians, and 

industry practitioners. 

3) Future research directions: The review indicates 

possible directions for further study and advancement in the 

area of consortium chain scalability. It advances the body of 

knowledge in the topic by highlighting areas that need more 

research. 

With an emphasis on the PBFT consensus algorithm, the 
review paper seeks to offer a thorough and enlightening 
investigation of consortium chain scalability by adhering to this 
systematic methodology for data extraction, analysis, synthesis, 
and conclusion. 

V. RESULT AND DISCUSSION 

Upon conducting an in-depth analysis of articles from 
various databases, several findings emerged concerning 
research topics in the consortium and chain area. As illustrated 
in Fig. 6, the discovered articles were predominantly 
disseminated as conference articles or proceedings (41%) and 
technical journal articles (59%). 

 
Fig. 6. Document type spreads of consortium + PBFT + VRF chain 

research. 

These articles were distributed across a range of publisher 
databases as shown in Fig. 7, with IEEE being the most 
prominent publisher. Following IEEE, Elsevier and Springer 
occupy the middle tier. While Wiley and Taylor & Francis 
publishers constitute a smaller portion, they nonetheless 
contribute to the body of published articles on consortium and 
chain topics. 

 
Fig. 7. Publisher spread of consortium + PBFT + VRF chain research. 

The trend over the past decade reveals a consistent and 
significant increase in research related to consortium chains. 
Starting from 2014, there has been a steady rise in the number 
of studies published each year. The bar graph Fig. 8 
underscores this growth, with the number of articles peaking at 
313 in 2023. This surge not only highlights the escalating 
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interest in consortium chains but also indicates a substantial 
investment in its research and development. 

 
Fig. 8. Ten years trend of blockchain published articles. 

The increasing trend suggests that consortium chains have 
become a significant area of focus in the contemporary 
technological landscape, particularly in the realm of blockchain 
technology. The continuous growth in research output also 
implies advancements in performance scalability and 
consensus algorithms, such as PBFT and BLS signatures, 
which are critical to the development and application of 
consortium chains. This trend is expected to continue as more 
technological innovations and applications emerge in the field. 

The chart further illustrates in Fig. 9 that the research on 
this topic is not confined to a single domain but spans across 
multiple areas, reflecting its interdisciplinary nature. The areas 
include Engineering, Telecommunication, Automation and 
Control, Medical, Education, and Business. Engineering 
emerges as a dominant field in this distribution, signifying its 
substantial role and contribution. Telecommunication and 
Automation & Control follow closely, emphasizing the 
integration of advanced technologies and automated systems in 
the research landscape. The presence of Medical and Education 
sectors in the chart highlights the cross-disciplinary impact of 
the research, where innovations and findings are influencing 
healthcare and learning environments. The inclusion of 
Business underscores the commercial potential and economic 
implications associated with advancements in this field. This 
diverse spread of research areas indicates the broad 
applicability and transformative potential of this topic in 
various sectors. 

Based on a comprehensive analysis of consortium 
blockchains, TABLE VIIhighlights the advantages, challenges, 
and implications of three key technologies: PBFT, BLS 
Signatures, and VRF. Each technology offers unique benefits 
and faces distinct challenges, shaping their suitability and 
impact on consortium blockchain environments. PBFT excels 
in low latency and immediate finality but struggles with 
scalability in larger networks. BLS Signatures enhance security 
and reduce communication load but demand high 
computational power [30], [31], [70]. VRF introduces 
unpredictability and fairness in leader selection, though its 
implementation can be complex. These insights provide a 
nuanced understanding of how these technologies can be 

leveraged to optimize consortium blockchain performance 
[11]. 

 
Fig. 9. Research area spreads of the chain studies. 

TABLE VII. COMPARISON OF METHOD BASED ON RECORDED ARTICLES 

Techno
logy 

Advantages Challenges Implications for Consortium 
Blockchains 

PBFT 
(Practi
cal 
Byzanti
ne 
Fault 
Tolera
nce) 

 Low latency 
and immediate 
finality 

 Resilient to up 
to 1/3 faulty 
nodes. 

 Well-suited 
for 
permissioned 
environments 
with known 
participants. 

 Scalability 
issues with 
large 
networks 
due to high 
communica
tion 
overhead. 

 Performanc
e degrades 
as the 
number of 
nodes 
increases. 

Ideal for smaller, trust-based 
consortium environments where 
high throughput and quick 
consensus are required. Needs 
scalability enhancements for larger 
networks. [12], [32], [52], [53], 
[63], [70] 

BLS 
(Boneh
-Lynn-
Shacha
m) 
Signatu
res 

 Enables 
signature 
aggregation, 
reducing the 
number of 
transmissions 
required for 
consensus. 

 Enhances 
security and 
integrity with 
cryptographic 
proof. 

 Computatio
nal 
overhead 
for 
signature 
verification 
is high. 

 Requires 
nodes to 
manage 
complex 
cryptograp
hic 
operations. 

Useful in reducing the 
communication load in PBFT 
systems, making them more 
scalable and efficient. However, 
demands high computational power 
and advanced cryptographic 
understanding. [8], [58] 

VRF 
(Verifi
able 
Rando
m 
Functio
ns) 

 Provides 
unpredictabilit
y in leader 
selection, 
enhancing 
security. 

 Ensures 
fairness and 
reduces risks 
of 
manipulation 
in the 
consensus 
process. 

 Implementa
tion 
complexity. 

 May not be 
universally 
supported 
across all 
blockchain 
platforms. 

Enhances the robustness of the 
consensus mechanism in PBFT by 
randomizing the proposer selection, 
thus preventing targeted attacks and 
promoting equitable node 
participation. [9], [10], [71] 
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VI. CONCLUSION 

This review has systematically explored the enhancements 
in scalability of the Practical Byzantine Fault Tolerance 
(PBFT) consensus algorithm within consortium chains, 
highlighting pivotal research contributions and their practical 
implications. Our findings reveal that innovations such as 
Boneh–Lynn–Shacham (BLS) signatures and Verifiable 
Random Functions (VRF) significantly improve algorithmic 
efficiency, thereby enhancing transaction throughput while 
maintaining the requisite security and reliability in distributed 
systems. The integration of these technologies marks a 
substantial contribution to blockchain scalability, offering 
robust solutions for sectors that demand efficient, large-scale 
transaction processing such as finance, healthcare, and supply 
chain management. 

While these advancements facilitate the handling of 
increased workloads without compromising speed or security, 
challenges persist. The complexity of implementing advanced 
cryptographic techniques may inhibit wider adoption and 
potentially introduce new security vulnerabilities that must be 
thoroughly addressed to prevent exploitation. Future research 
should therefore focus on optimizing cryptographic protocols 
within the PBFT framework to enhance both security and 
operational performance. Exploring hybrid consensus 
mechanisms that integrate multiple algorithms could provide a 
balanced approach to scalability and security. 

Additionally, investigating the impact of network size on 
consensus efficiency could yield crucial insights, guiding the 
design of more adaptive blockchain networks. In conclusion, 
while the current progress in PBFT scalability is promising, 
ongoing efforts are necessary to refine these solutions and 
address emerging challenges. By deepening our understanding 
and overcoming these limitations, the full potential of PBFT in 
consortium blockchains can be realized, leading to more robust 
and scalable blockchain architectures. 
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Abstract—Power grids must integrate information and 

communication technologies to become intelligent. This 

integration will enable power grids to be reliable, resilient, and 

environmentally friendly. The smart grid would help low-income 

countries to have a more stable power system to boost their 

development. However, implementing a smart grid is costly and 

requires specialized skills. This article aims to outline a low-cost 

transition from conventional power grids to smart grids in low-

income countries. It examines the possibility of 

telecommunications networks participating in implementing 

smart grids in these countries, to minimize costs. A combination 

of quantitative and qualitative methods was used. Using Togo as 

an example, a conceptual scheme for a low-cost smart grid is 

proposed, with Togo's telecom operators as the telecoms network 

support. A transition plan to the smart grid is proposed, based on 

feedback from developed countries. 

Keywords—Smart grid; telecommunications network; low cost; 

low-income countries 

I. INTRODUCTION 

The smart grid encompasses ICT tools for more efficient 
management of the electrical grid, extensive integration of 
renewable sources, bidirectional management of the grid, and 
enhanced reliability of the entire electrical system [1], [2]. 
According to the European Union (EU) technological platform, 
a smart grid is an electrical grid capable of intelligently 
integrating actions from all connected users-producers, 
consumers, and prosumers. It incorporates intelligent 
technologies for monitoring, communication control, and self-
healing to efficiently supply electrical energy [3]. Household 
appliances will communicate with smart meters and network 
equipment to ensure efficient infrastructure usage, responsive 
demand, and energy management. 

Implementing smart grids contributes to improving the 
reliability, stability, and resilience of electrical systems, 
fostering economic and ecological benefits [4]. However, the 
deployment poses technical challenges, security concerns, 
interoperability issues, and significant costs [5], [6]. 
Technically, communication technologies for smart grids also 
present challenges but are surmountable. 

To harness the advantages of the smart grid, numerous 
countries are pursuing this advanced network. As indicated in 
study [7] several key factors have driven most countries 
towards adopting a smart grid: energy efficiency, the 
integration of renewable energies such as solar, the reliability 
issues of the existing electrical grid, financial incentives from 

governments, policy mandates, environmental concerns, 
increasing demand, energy security, reduction of energy theft, 
and management control. Each country worldwide has a 
specific plan for its implementation. The development of a 
smart grid in developed countries often begins with the 
creation of a decision-making body to establish rules, hold 
meetings, and accelerate progress [7]. Nevertheless, the initial 
investment remains high [8]. For example, implementing a 
Smart City in India cost $7.4 billion in 2020 [9]. Unfortunately, 
private investment remains low, limiting the capacity of low-
income countries to transition to a smart grid, as shown in 
study [10]. The authors present a global overview of the 
transition from conventional to smart electrical grids, 
highlighting issues such as the lack of private investment 
enthusiasm, cybersecurity, the low market penetration of 
electric vehicles with vehicle-to-grid functionality, and 
technical challenges in implementing microgrids. 

In low-income countries, the state of the art on smart grid 
implementation shows conceptual proposals and incentives 
from stakeholders in the energy sector to transition to smart 
grids. In study [11], it has been shown that in Nepal's current 
electrical system, the fragility of the transmission and 
distribution network, aging infrastructure, high transmission 
and distribution losses, electricity theft, low renewable energy 
penetration, and heavy reliance on fossil fuels are significant 
concerns that need to be addressed promptly. Therefore, even 
with smart meters installed in the network, transitioning to a 
smart grid is necessary to solve Nepal's electrical system 
issues. According to [12], the reasons compelling Gulf 
countries to transition to smart grids include aging assets, lack 
of network coverage, and the need for new construction, 
network stability maintenance, network security, and the 
necessity of conserving petroleum resources. In study [13], the 
current and potential capacities of technologies, regulations, 
and policies for smart grid implementation in Brazil are 
evaluated. These capacities include significant renewable 
energy potential (hydropower), existing national laws, and 
tariff regulations, identified as potential sources for smart grid 
development in Brazil. In Nigeria, the potential improvements 
in reliability and efficiency that the Nigerian electrical grid 
could achieve through smart grid adoption are examined in 
study [14]. In Uzbekistan, [15] developed smart grid 
development concepts based on five essential points: 
developing new solutions and technologies, establishing 
interaction and control systems, regulatory reform, creating and 
implementing pilot projects, and finally, replicating results, 
though the implementation method is not specified. 
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In recent years, Information and Communication 
Technologies (ICT) have rapidly evolved in developing 
countries [16]. Given that smart grid technology is costly and 
not matured in developing countries, a thorough feasibility 
study is essential before implementation [17]. Therefore, an 
analysis of energy and telecommunication resources in low-
income countries would provide valuable insights for smart 
grid deployment. However, no study has explored 
telecommunications network operators in these countries as a 
cost-effective avenue for smart grid implementation. It is 
believed that cost-minimization strategies for smart grid 
deployment would encourage stakeholders in the electrical 
field of low-income countries to transition. This article 
evaluates this approach, using Togo as a case study. 

Togo, a low-income country in West Africa, imports 44% 
of its electrical energy. The remainder comprises 45% from 
thermal power plants and 11% from renewable sources such as 
solar and a hydroelectric dam. With primary renewable 
sources, the country could meet its growing energy demand 
and achieve energy independence through green energies. 
However, existing installations suffer from reliability and 
resilience issues [18]. Despite efforts including network 
expansions and integrating renewable sources, the grid faces 
reliability challenges exacerbated by intermittent sources. The 
solution for an efficient and sustainable electrical grid lies in 
implementing a smart grid. Yet, initial implementation costs in 
Togo are high, estimated at $1,054,167,660 for 2,919,000 users 
[19]. At lower costs, a gradual transition from conventional to 
smart grid infrastructure would enable Togo to attain reliable 
and resilient electrical energy. 

Transitioning from conventional to smart grids, leveraging 
the energy potential and telecommunications networks of 
Togo's operators, and drawing on the experiences of other 
countries are central to this article. This study aims to serve as 
a benchmark, encouraging developing countries to transition 
their electrical grids towards smart grids. 

Section II describes the method used in this article. It 
describes the data source and data processing. Section III 
shows the results obtained, Discussion is given in Section IV 
and finally, Section V concludes the paper. 

II. METHOD 

This study employed a mixed-methods approach combining 
quantitative and qualitative methods. 

A. Quantitative Method 

A comprehensive literature review was conducted using 
search engines such as Google Scholar and IEEE Explore. Key 
search indicators included "communication networks in smart 
grids,"; "smart grid development,"; "transition from 
conventional grid to smart grid," and "electric grid and Togo." 
Information specific to Togo was gathered from energy and 
telecommunication regulatory bodies' websites. The 
quantitative analysis focused on identifying communication 
network technologies in smart grids and drawing insights from 
successful smart grid implementation projects in developed 
countries. 

B. Qualitative Method 

The study data were collected from Togo's electric power 
distribution operator. They cover the periods from January 
2014 to November 2019.  Two days, corresponding to working 
days, weekends and, public holidays in 2019, were identified. 
Electricity consumption profiles for these days were plotted. 
To obtain the trend in the evolution of electrical energy 
consumption and imports, hourly consumption and imports are 
summed to find their annual values. Consumption from 2014 to 
2018 was then represented. A consumption trend generated in 
Microsoft Excel 2019. 

The overall objective of this methodology was to address 
the following research questions: 

 Can telecommunication networks serve as a foundation 
for implementing smart grids in low-income countries 
at lower costs? 

 How was the smart grid implemented in developed 
countries? 

 What are the challenges and opportunities for low-
income countries in integrating smart grids? 

This methodological approach allowed for a comprehensive 
analysis combining theoretical insights from literature with 
practical data from Togo, aiming to provide valuable insights 
for smart grid implementation strategies in similar contexts. 

III. RESULTS 

A. Communication Network Technologies in Smart Grids 

In the development of smart grids, various communication 
network technologies have been proposed in the literature for 
smart grid management. Different types of networks such as 
home area networks (HAN), Neighborhood Area Networks 
(NAN), and Field Area Networks (FAN) have been identified. 
Technologies like ZigBee, Wifi, Z-wave, Power Line 
Communication (PLC), Bluetooth, and Ethernet are suitable for 
short-range networks like Home Area Network (HAN) and 
market networks. 

 
Fig. 1. Telecommunication technologies in smart grid [24]. 

For connecting smart meters to distribution networks 
(NAN/FAN), technologies such as ZigBee, WiFi, WiMax, 
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cellular networks (LTE, GSM, 2G, 3G, 4G, and 5G), DSL, and 
coaxial cable are commonly used. For managing wide area 
networks (WAN) including transmission and distribution 
networks, cellular technologies, WiMax, and fiber optics are 
viable options [20], [21], [22], [23], [24], [25]. Fig. 1 illustrates 
the architecture integrating communication technologies in the 
smart grid. 

B. Retrospective on the Implementation of Smart Grids in 

Developed Countries 

Pilot projects have been implemented by private entities or 
state bodies to gain experience in smart grid implementation 
[26]. This section provides a retrospective on the 
implementation of smart grids in some developed countries. 

1) Smart grid in Canada: The government launched a 

national law mandating the deployment of smart meters for 

businesses and households in Ontario from 2006 to 2010 as a 

pilot project to promote the integration of smart meters 

nationwide. Renewable energy management was a key 

concern for the government, leading to a $32 million 

investment in research for innovative solutions in this area. 

Additional funds were allocated for clean energy and eco-

energy innovation initiatives. Furthermore, think tanks 

comprising universities and stakeholders were initiated to 

conduct research and develop policies related to smart grid 

development [19], [27]. 

2) Smart grid in China: China prioritizes energy 

independence. Efforts focus on storage, energy efficiency in 

transportation, and integration of renewable sources to 

minimize the carbon impact of the electrical energy sector 

[19], [28]. As early as 2011, a comprehensive project was 

launched to integrate Phasor Measurement Units (PMU) 

across power plants exceeding 300 MW and substations 

exceeding 500 kV. In 2009, China initiated a framework for 

smart grids focused on the transmission network [28]. 

3) Smart grid in Portugal: Portugal's distribution network 

is managed by a single enterprise. Renewable penetration in 

primary energy consumption is 21%, with renewables 

comprising 44% of the country's electricity mix. This high 

penetration is largely due to incentivized feed-in tariffs, 

encouraging efficiency through programs such as solar 

thermal sensor incentives. In 2011, thermal contributions were 

twice those of photovoltaic sources. Portugal uses a policy of 

price regulation ceilings to protect consumers from supplier 

losses due to operational quality issues. The regulator 

encourages the distribution operator to implement smart grids, 

allowing customer participation in innovative solutions to 

ensure energy quality. Conversely, gains from these 

innovations must benefit customer billing. Network expansion 

is not considered an innovation policy. These policies 

encourage the distribution operator to collaborate with entities 

including universities, technology firms, and metering 

equipment suppliers to create the InovGrid project. In 2009, 

InovGrid's initial investment enabled the implementation of a 

distribution transformer controller. In 2008, a project was 

initiated for integrating electric vehicles with over 1300 

standard charging stations and 50 fast charging stations across 

25 cities in the country. Many other projects have been 

implemented for the evolution of InovGrid [29]. 

4) Smart grid in India: Power outages in 2006 in India 

were the precursor to the beginning of smart grid 

implementation. A phasor measurement unit (PMU)--based 

monitoring system for network stability control was developed 

[30]. Smart grid implementation in India has been a state 

priority with the introduction of pilot projects. The investment 

cost was $7.4 billion in 2020, primarily driven by the Smart 

City initiative. A total of $480 billion has been allocated for 

Smart City development. Improvement of existing electrical 

network infrastructure has also been accomplished through 

projects. These include electrification projects, large-scale 

integration of renewable energies into the country's energy 

mix, and energy storage projects [31], [9]. 

C. Case Study of Togo 

1) Electrical energy demand: Electrification rates are 

predominantly dominated by urban areas and their peripheries 

with access to 88.8% compared to only 8% for rural areas. 

However, thanks to electrification policies, access rates 

increased from 17% in 2000 to 45% in 2018 [32]. Between 

2014 and 2018, there was a 29.51% growth rate in 

consumption, with a slight decline of 0.1% in imports, 

indicating the impact of energy source construction projects in 

Togo. This evolution is shown in Fig. 2. 

 
Fig. 2. Electricity consumption evolution. 

The analysis of daily consumption, taking random dates 
(two holidays, two weekdays, and two weekends) as examples, 
reveals three major levels of electricity consumption in Togo, 
as indicated in Fig. 3. 

 From 0 to 7 AM, consumption drops significantly, 
reflecting the sleeping hours of the population and the 
gradual shutdown of certain businesses whose activities 
are primarily or exclusively at night. 
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 From 7 AM to 6 PM, there is a bell-shaped 
consumption pattern, with peaks around 11 AM and 
noon, indicating increased usage due to rising 
temperatures. There is a slight relaxation between 12 
PM and 2:30 PM, considered as break hours in Togo's 
services sector. During this time range, weekdays show 
higher consumption followed by weekends and 
holidays. It can be noted that consumption on weekdays 
is higher than on other days during this period. 

 From 6:30 PM to 12 PM, consumption increases again, 
reaching peak levels for all days studied. This 
timeframe records the highest energy consumption in 
the country, as it corresponds to the time when almost 
the entire population is at home, using various electrical 
appliances. 

This consumption pattern illustrates the daily fluctuations 
in electricity demand in Togo, influenced by societal and 
economic activities throughout the day. 

 

Fig. 3. Daily electricity consumption. 

2) Regulatory framework: The energy sector in Togo is 

under the supervision of the Ministry delegated to the 

President of the Republic, responsible for energy and mines. 

This ministry implements state policy in the fields of mining, 

hydrocarbons, and energy, ensuring its follow-up. Within this 

ministry are the following entities: 

 The General Directorate of Energy (DGE): It proposes 
development policies for the sector, particularly in 
research and the development of renewable energies. It 
drafts and proposes legislation, regulations, and 
standards related to energy. This directorate aims to 
stimulate public and private initiatives to promote the 
sector, ensure resource reliability, and guarantee 
security across the entire supply chain. 

 The Energy Sector Regulatory Authority (ARSE): It 
oversees regulatory activities in the electricity sub-
sector and potable water and sanitation. 

 The Togolese Agency for Rural Electrification and 
Renewable Energies (AT2ER): This agency is 
responsible for implementing the country's rural 
electrification policy and promoting and valorizing 
renewable energies. 

 The Togolese Agency for Standardization (ATN): It 
aims to achieve the objectives of harmonization and 
mutual recognition of technical standards and approval 
procedures in force within member states as stipulated 
by community treaties. 

3) Electrical energy situation in the country: 

a) Energy challenges: The total energy consumption 

was evaluated at 2042 Ktep in 2019, with electricity 

accounting for only 5% of this consumption [33]. 

Consequently, the country's electrification rate has 

continuously increased, rising from 44.6% in 2015 to 54% in 

2020, marking a 9.4% increase in just five years [34]. 

The National Renewable Energy Action Plan (PANER) 
aims to increase the total capacity of renewable energies 
connected to the grid from 41% in 2010 to 41.9% in 2020 and 
43.3% in 2030. This translates to capacities of 66.6 GWh in 
2010, 131.635 GWh in 2020, and 131.635 GWh in 2030. This 
growth pertains to hydroelectric and intermittent renewable 
sources, particularly solar energy [35]. 

The integration of new sources into the grid and the 
increased load will exacerbate the issues currently faced by 
dispatching. These include synchronization problems, 
managing intermittent renewable sources, network failures, and 
load management. 

The year 2030 is set as the target for universal access to 
electricity in Togo [36]. Achieving this will require $142 
million annually, four times the national budget for 
electrification [37]. One of the strategic plans involves 
providing electricity access to over 300 households, requiring 
an investment of $251 million. Additionally, 555,000 solar kits 
need to be installed, and the electric grid needs expansion, 
including: 

 Installing at least 108 MW of additional production 
capacity, 

 Connecting 960 new localities to the grid, 

 Electrifying 400,000 homes currently on the grid but 
not yet electrified. 

4) Electrical grid: The electrical grid comprises the 

transmission network shared between Togo and Benin, 

transporting electrical energy from imports to each country's 

distribution networks [18]. This network integrates 

SCADA/EMS for supervision and operation and includes 

protection tools. However, it faces reliability issues that 

significantly impact the socio-economic and technical plans of 

both countries. The distribution of electrical energy in Togo is 

managed by Electric Power Company of Togo (CEET), under 

ARSEE's regulatory authority. CEET lacks supervision tools 

for its network. Regarding customers, there are two types of 
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meters: post-paid meters with an analog display and pre-paid 

meters with an electronic display. The meters are not smart, 

contributing to energy loss problems due to theft and 

management, estimated at 16.04% in 2020 [38]. 

a) The architecture of Togo's electrical grid: Since 

2006, Togo's energy situation has led to the revision of the 

energy policies of both countries. Consequently, CEET is now 

the sole entity authorized to purchase and sell electricity in 

Togo. Only projects like Nangbeto and Adjrala are shared by 

both countries. The Electrical Community of Benin (CEB) 

serves as the transmission network for both countries, with 

progressive integration into the ECOWAS transmission 

network. An independent transmission network regulatory 

body, separate from the policies of both countries, will be 

established. Each High Voltage and Medium Voltage 

customer can choose their supplier [39]. The current electrical 

grid architecture of both countries is shown in Fig. 4. 

 
Fig. 4. Electricity grid distribution in Togo and Benin. 

5) Milestones for the development of smart grids in Togo: 

The aim is to conduct an energy assessment to highlight the 

requirements that make a smart grid a viable energy solution 

for Togo. It is necessary to outline pathways for an affordable 

smart grid in Togo. 

a) Togo's Energy Potential: Without oil and uranium 

resources, Togo's electrical energy potential is largely focused 

on renewable sources such as hydroelectricity, wind, and solar 

energy. 

 Solar Potential: The average daily solar photovoltaic 

energy potential between 1994 and 2018 ranges from 

3.8 kWh to 4.4 kWh from the south to the north of 

Togo. Annual totals range from 1387 kWh to 1607 

kWh [40]. The average global irradiance of the 

country is around 4.4 kWh/m²/day for Lomé, 4.3 

kWh/m²/day in Atakpamé, and 4.5 kWh/m²/day in 

Mango. During the dry season with clear skies, the 

irradiance can exceed 700 W/m². Studies by [35] 

confirm that Togo has renewable energy potential in 

hydroelectric and solar power. Regarding solar 

energy, studies by [41] have shown a variation in 

solar irradiation across the country depending on the 

month and altitude, proving the intermittent nature of 

solar energy in Togo. Climate change effects are 

expected to make solar energy a predominant source 

of renewable energy production by 2050 due to rising 

temperatures across the territory. Climate scenarios 

with projections for 2025, 2050, 2075, and 2100 

reveal a trend of increasing rainfall concurrent with 

global warming. Simulations for 2025 and 2100 show 

an increase in maximum temperatures ranging from 

0.63 to 4.5°C [42]. Fig. 5 illustrates Togo's solar 

potential. 

 
Fig. 5. Togo photovoltaîc potential. 

 Hydroelectric Potential: The currently installed 
hydroelectric capacity in Togo includes the Nangbeto 
Dam with a capacity of 2x32.8 MW and the Kpimé 
Dam with a capacity of 1.6 MW. Studies conducted in 
1984 by Tractionnel Cabinet identified a hydroelectric 
potential at approximately forty sites on the Mono and 
Oti rivers, with 23 sites expected to generate more than 
2 MW each. The total anticipated production from these 
sites is estimated at nearly 850,000 MWh, with an 
installed capacity of 224 MW [43]. It is important to 
note that this potential may be affected by climate 
change around 2050 and 2100. Besides this national 
potential, the presence of rivers throughout the territory 
could facilitate the establishment of micro-grids for 
local electrification. 
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 Wind Potential: According to the latest studies, the 
wind potential in Togo is relatively low. Wind potential 
is primarily around the coast and in the mountains, with 
the wind resource estimated at 20 MW [42]. Given that 
an average wind speed of 4.5 m/s can operate a small 
wind turbine, turbines can be installed on the coasts 
where average wind speeds are 4 m/s at a height of 10 
meters. A planned wind energy project, awarded to 
Delta Wind Togo, the wind energy subsidiary of the 
ECO DELTA group, covers the Zio floodplain around 
Kagomé-Abobo and Djagblé-Agbata, spanning 
approximately 42 km² for the installation of a wind 
farm to produce electricity for Lomé. According to 
Global Atlas, wind speeds can peak at 5.5 m/s in the Oti 
plain and along the coasts, with an average of around 4 
m/s. Fig. 6 illustrates the wind potential of Togo. 
Research by [44] indicates that using the E-53 turbine, 
an average annual energy output of 77.53 MW can be 
achieved at an altitude of 73 meters, 65.67 MW for the 
E-48 model at 76 meters, and 49.69 MW for the E-44 at 
60 meters. 

 
Fig. 6. Togo wind energy potential. 

6) ICT in Togo: A foundation for smart grid development: 

In this section, an overview of Togo's communication 

networks will be conducted first. This assessment will 

highlight the strengths needed for a successful transition to a 

smart grid in Togo. Togo has several internet service 

providers, mobile phone operators, a data center, and an 

internet exchange point. Togocom, the state-owned operator, 

holds the rights to provide internet services and manage both 

fixed and mobile networks. This makes it a potential key 

player in the development of the smart grid in Togo through a 

public-public partnership. 

a) Fixed Operators: Togocom is the leading operator 

with the most comprehensive and efficient core network. Its 

core network primarily consists of fiber optics covering the 

entire length of the country. This network is connected to the 

WACS (West Africa Cable System) submarine cable, of 

which the operator is the owner. It provides Internet through 

DSL, WiMAX, Specialized Line (RTC), and Fiber Optic Link 

(LFH) technologies. Thanks to the provision of aerial fiber 

optic Internet, Togocom has reached all neighborhoods of the 

Togolese capital. Its backbone is present in all Togolese cities 

with available fiber optic strands, allowing for the 

interconnection of intelligent elements from any part of the 

country. 

There are other operators such as "Technologies Operations 
Liberté Services" (TEOLIS), "Centre d’Assistance, de 
Formation et d’Etude" (CAFE), which offer Internet through 
microwave links, and "Group Vivendi Africa" (GVA), which 
provides Internet to its subscribers through aerial fiber optics. 
These latter three are widely represented in the capital of Togo. 

b) Mobile network operators: These are operators 

whose distribution network is a mobile phone network that 

provides access to the Internet. There are two historical 

operators: Togocom and Atlantique Télécom (Moov Africa). 

Togocom has a network covering almost the entire 
Togolese national territory. Using Base Transceiver Stations 
(BTS), Base Station Controllers (BSC), and Mobile Switching 
Centers (MSC) as distribution points, it offers its subscribers 
technologies ranging from the first to the fifth generation of 
mobile telephony (2G, 3G, 4G, and 5G). Fig. 7 represents the 
network architecture of Togo Cellulaire, the mobile network 
entity of Togocom. It has a national backbone consisting of a 
fiber optic network and microwave links with a bandwidth of 
up to 10 Gbps [45]. The core network of Togo Cellulaire spans 
the entire territory. Its cellular network covers almost the entire 
country. The Togocom group has more than four million 
subscribers. 

The Atlantique Télécom group announced a 400 km fiber 
network between Lomé and Kara by the end of July 2016 [46]. 
It has a network ranging from the first to the fourth generation, 
thus utilizing BTS, BSC, and MSC towers. For international 
connectivity, the Atlantique Télécom group subscribes to the 
WACS and satellites, enabling communication with other 
offices in Africa. Like its competitor, it has a fiber optic and 
microwave link backbone with a capacity of up to 10 Gbps. 
The installed fibers have up to 96 strands available, offering 
the possibility of smart grid interconnection throughout the 
Togolese territory. It has more than 3 million subscribers. 

c) Government network (e-Gov): Inaugurated in 2017, 

the e-government network consists of a 250 km fiber optic 
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network. It connects approximately 560 public buildings 

(university hospitals, health centers, more than one-third of 

public high schools, universities, all Republic institutions, and 

all ministries) in the Togolese capital, Lomé. The e-Gov 

network provides the entire public administration, university 

centers, and public university hospitals with high-speed 

Internet at 100 Mbps per building. An Internet bandwidth of 2 

Gbps is available to it on the international WACS band. It 

offers an operations center allowing data storage and 

management with servers capable of processing approximately 

2 terabytes [47]. This network can significantly contribute to 

local traffic development. It would be a crucial asset in the 

implementation of a smart grid in Togo, allowing for the 

connection of all entities and services in the electrical energy 

sector and housing smart grid data for intelligent analysis. 

 
Fig. 7. Togocom network. 

d) National education and research network 

(TogoRER): Connecting the University of Kara, the University 

of Lomé, and other public and private higher education 

institutions, the TogoRER network enables interconnected 

institutions to exchange information in real-time. This 

network, being connected to the regional WACREN network 

via a fiber optic link from Lomé to Accra and Lomé to Lagos, 

offers an opportunity to connect the Togolese grid to those of 

other countries in the sub-region within the framework of the 

WAPP project. The Togolese smart grid could, in real-time, 

analyze the price of electricity on the West African Power 

Pool (WAPP) and decide whether to sell or buy. This would 

help reduce the cost of electricity sales in Togo. 

IV. DISCUSSION 

The literature review on communication technologies for 
smart grids shows they often rely on existing 
telecommunication networks. Considering the high initial cost 
of smart grid implementation, exploring the use of 
communication networks can minimize expenses and foster 
cooperation between the electric grid and telecommunication 
operators in low-income countries. In developed countries, 
smart grids aim to enhance operational efficiency, integrate 
renewable sources, or reduce carbon footprints. However, the 
initial investment, technical expertise, and state decision-
making remain challenges, as noted by [26], [7] and [8]. In 
low-income countries, the focus is on studies and concepts, 
with imported electric networks facing similar issues as in 
developed nations. Implementing a smart grid could help low-
income countries manage growing demand and establish a 
reliable, resilient, and economically and ecologically sound 
electric grid. The high initial cost remains a barrier for these 
countries. 

Analyzing Togo's energy demand reveals a growing need, 
for renewable energy potential in hydroelectric, solar, and wind 
sources. Daily consumption profiles indicate that photovoltaic 
systems would require batteries, increasing the smart grid's 
cost. Therefore, solar thermal energy could be a more cost-
effective option. Telecommunication operators with 
nationwide coverage are crucial for smart grid implementation 
in Togo. Since the state is represented in both the electric grid 
and telecommunication networks, agreements could be 
facilitated in a win-win framework. The National 
Cybersecurity Agency (ANCy) would be vital for securing the 
smart grid. 

The smart grid is not a one-day solution; existing issues 
need to be addressed first. This includes securing the transport 
network, making the distribution network intelligent with 
bidirectional management, integrating renewable sources and 
micro-grids, implementing monitoring systems, and integrating 
smart meters and customer management systems. Progressive 
implementation is illustrated in Fig. 8, with the conceptual 
smart grid architecture incorporating telecommunication 
networks shown in Fig. 9. Telecommunication networks will 
primarily be used for consumption and management, 
connecting smart meters to the distribution network, and 
allowing consumers to manage electricity costs. Electric 
energy distributors can manage and monitor Virtual Power 
Pant (VPP) formed by microgrids in real-time through these 
networks. 
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Fig. 8. Concepts for smart grid in Togo. 

The government network offers an opportunity to 
interconnect Togo's energy sector institutions (CEB 
Dispatching, DGE, ARSEE, and CEET Dispatching). 
Microgrids and a SCADA/EMS based on the CEET power 
distribution network will be managed with telecom operator 
networks. The TogoRER network, part of WACREN, provides 
an opportunity to connect Togo's grid to the regional WAPP 
grid. The national data center will save data at each level for 
real-time and future use, enabling quick analysis with advanced 
algorithms for reliable and resilient grid management. 
According to Fig. 8, three priority levels are essential. First, 
make the power transport network reliable, second, make the 
distribution network smart and finally integrate the customers. 

 
Fig. 9. Architecture of smart grid conceptual in Togo. 

V. CONCLUSION 

The implementation of smart grids will enable the electrical 
network to be reliable, resilient, economical, and ecological. 
This requires information and communication technologies 
(ICT). The implementation demands high investment costs, 
which marginalizes developing countries from these 
technologies that could boost their development. Togo, with its 
potential for renewable energy, struggles to implement smart 
grids due to high investment costs. This article has identified 
notable avenues for the implementation of smart grids in Togo, 
based on the experiences of other countries. The process of 
setting up tools to make the electricity transmission network 
reliable, the method and national policy for implementing 
smart meters and managing the distribution network are the 
notable feedback options used. Telecommunications operators' 
networks have been leveraged to reduce the cost of 
implementing smart grids. It is noteworthy that this approach 
can be applied in other low-income countries for effective 
smart grid implementation. The proposed architecture remains 
conceptual. So, to enable the smart grid to be implemented in 
Togo, an evaluation of the proposed architecture using a 
simulator will make it possible to assess its feasibility in low-
income countries. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1000 | P a g e  

www.ijacsa.thesai.org 

ACKNOWLEDGMENT 

We would like to thank the World Bank and the Togolese 
government for their financial support of the “Centre 
d'Excellence Régional pour la Maîtrise de 'électricité” of the 
University of Lomé. This support contributed to the realization 
of this work. We would also like to thank our colleagues in the 
Department of Electrical Engineering at the University of 
Quebec, for their support in the realization of this work.  
Thanks to the scientific community for the efforts made for the 
development of the smart grid. 

REFERENCES 

[1]  C. Chimirel and M. Sanduleac, “Extension of EMS and DMS-SCADA 
Facilities by Extended Meter Reading (on line meter reading),” in Proc. 
IEEE PES Conf. MedPower, 2014. 

[2]  M. Mourshed et al., “Smart grid futures: Perspectives on the integration 
of energy and ICT services,” Energy Procedia, vol. 75, pp. 1132–1137, 
2015. 

[3]  N. Jenkins, C. Long, and J. Wu, “An overview of the smart grid in Great 
Britain,” Engineering, vol. 1, no. 4, pp. 413–421, 2015. 

[4]  K.-H. Lee, “Drivers and barriers to energy efficiency management for 
sustainable development,” Sustain. Dev., vol. 23, no. 1, pp. 16–25, 2015. 

[5]  K. Yamashita, J. Li, P. Zhang, and C.-C. Liu, “Analysis and control of 
major blackout events,” in 2009 IEEE/PES Power Systems Conference 
and Exposition, IEEE, 2009, pp. 1–4. 

[6]  E. Khan, B. Adebisi, and B. Honary, “Location Based Security for Smart 
Grid Applications,” Energy Procedia, vol. 42, pp. 299–307, 2013, doi: 
https://doi.org/10.1016/j.egypro.2013.11.030. 

[7]  A. Sharma, B. K. Saxena, and K. V. S. Rao, “Comparison of smart grid 
development in five developed countries with focus on smart grid 
implementations in India,” in 2017 International Conference on Circuit, 
Power and Computing Technologies (ICCPCT), IEEE, 2017, pp. 1–6. 

[8]  Y. Zhang, W. Chen, and W. Gao, “A survey on the development status 
and challenges of smart grids in main driver countries,” Renew. Sustain. 
Energy Rev., vol. 79, pp. 137–147, 2017. 

[9]  M. Asaad, F. Ahmad, M. S. Alam, and M. Sarfraz, “Smart grid and 
Indian experience: A review,” Resour. Policy, vol. 74, p. 101499, 2021. 

[10]  A. Joseph and P. Balachandra, “Smart Grid to Energy Internet: A 
Systematic Review of Transitioning Electricity Systems,” IEEE Access, 
vol. 8, pp. 215787–215805, 2020, doi: 10.1109/ACCESS.2020.3041031. 

[11]  T. N. Bhattarai, S. Ghimire, B. Mainali, S. Gorjian, H. Treichel, and S. 
R. Paudel, “Applications of smart grid technology in Nepal: status, 
challenges, and opportunities,” Environ. Sci. Pollut. Res., vol. 30, no. 
10, pp. 25452–25476, Feb. 2023, doi: 10.1007/s11356-022-19084-3. 

[12]  K. E. Okedu, A. L. Salmani, and Z. Waleed, “Smart Grid Technologies 
in Gulf Cooperation Council Countries: Challenges and Opportunities,” 
Int. J. Smart Grid, vol. 3, no. 2, pp. 92–102, 2019. 

[13]  G. G. Dranka and P. Ferreira, “Towards a smart grid power system in 
Brazil: Challenges and opportunities,” Energy Policy, vol. 136, p. 
111033, Jan. 2020, doi: 10.1016/j.enpol.2019.111033. 

[14]  A. Elizabeth, W. Samuel, A. Felix, and M. Simeon, “Smart grid 
technology potentials in Nigeria: An Overview,” Int. J. Appl. Eng. Res., 
vol. 13, no. 2, pp. 1191–1200, 2018. 

[15]  S. Khushiev, O. Ishnazarov, O. Tursunov, U. Khaliknazarov, and B. 
Safarov, “Development of intelligent energy systems: The concept of 
smart grids in Uzbekistan,” in E3S Web of Conferences, EDP Sciences, 
2020, p. 04001. 

[16]  K. E. Baita and K. D. Adzima, “Impact of information and 
communication technologies and employment in the services sector: The 
case of the Economic Community of West African States (ECOWAS)”. 

[17]  M. Fadaeenejad, A. M. Saberian, M. Fadaee, M. A. M. Radzi, H. Hizam, 
and M. Z. A. AbKadir, “The present and future of smart power grid in 
developing countries,” Renew. Sustain. Energy Rev., vol. 29, pp. 828–
834, 2014. 

[18]  M. barate, E. T. G. Planga, A. S. A. Ajavon, and K. M. Kodjo, “Analyse 
Statistique De Limpact Des Pannes Du Reseau Electrique Sur Les 
Sources Et La Charge: Etude De Cas Du Reseau Electrique De La 
Communaute Electrique Du Benin,” Int. J. Adv. Res., vol. 11, no. 07, 
pp. 984–1000, Jul. 2023, doi: 10.21474/IJAR01/17308. 

[19]  O. M. Butt, M. Zulqarnain, and T. M. Butt, “Recent advancement in 
smart grid technology: Future prospects in the electrical power 
network,” Ain Shams Eng. J., vol. 12, no. 1, pp. 687–695, 2021. 

[20]  D. Baimel, S. Tapuchi, and N. Baimel, “Smart grid communication 
technologies,” J. Power Energy Eng., vol. 4, no. 08, p. 1, 2016. 

[21]  M. Erol-Kantarci and H. T. Mouftah, “Energy-efficient information and 
communication infrastructures in the smart grid: A survey on 
interactions and open issues,” IEEE Commun. Surv. Tutor., vol. 17, no. 
1, pp. 179–197, 2014. 

[22]  M. Faheem et al., “Smart grid communication and information 
technologies in the perspective of Industry 4.0: Opportunities and 
challenges,” Comput. Sci. Rev., vol. 30, pp. 1–30, 2018. 

[23]  Y. Kabalci, “A survey on smart metering and smart grid 
communication,” Renew. Sustain. Energy Rev., vol. 57, pp. 302–318, 
2016. 

[24]  N. Raza, M. Q. Akbar, A. A. Soofi, and S. Akbar, “Study of Smart Grid 
Communication Network Architectures and Technologies,” J. Comput. 
Commun., vol. 7, no. 3, Art. no. 3, Mar. 2019, doi: 
10.4236/jcc.2019.73003. 

[25]  M. Kuzlu, M. Pipattanasomporn, and S. Rahman, “Communication 
network requirements for major smart grid applications in HAN, NAN 
and WAN,” Comput. Netw., vol. 67, pp. 74–88, 2014. 

[26]  M. A. Brown and S. Zhou, “Smart‐grid policies: an international 
review,” Adv. Energy Syst. Large‐scale Renew. Energy Integr. Chall., 
pp. 127–147, 2019. 

[27]  J. Hiscock and D. Beauvais, “Réseaux électriques intelligents au Canada 
en 2011-2012”. 

[28]  X.-W. Du and Q. Ye, “Notice of retraction: review of smart grid and its 
development prospect in Sichuan,” in 2010 Asia-Pacific Power and 
Energy Engineering Conference, IEEE, 2010, pp. 1–4. 

[29]  J. Crispim, J. Braz, R. Castro, and J. Esteves, “Smart Grids in the EU 
with smart regulation: Experiences from the UK, Italy and Portugal,” 
Util. Policy, vol. 31, pp. 85–93, 2014. 

[30]  N. Anandan, S. Sivanesan, S. Rama, and T. Bhuvaneswari, “Wide area 
monitoring system for an electrical grid,” Energy Procedia, vol. 160, pp. 
381–388, 2019. 

[31]  M. A. Ponce-Jara, E. Ruiz, R. Gil, E. Sancristóbal, C. Pérez-Molina, and 
M. Castro, “Smart Grid: Assessment of the past and present in 
developed and developing countries,” Energy Strategy Rev., vol. 18, pp. 
38–52, 2017. 

[32]  UEMOA, “Chiffres clés sur l’énergie au Togo et dans l’espace 
UEMOA,” Institut de la Francophonie pour le Développement Durable. 
Accessed: Aug. 20, 2022. [Online]. Available: 
https://www.ifdd.francophonie.org/publications/chiffres-cles-sur-
lenergie-au-togo-et-dans-lespace-uemoa/ 

[33]  UEMOA, “Rapport 2019.” 2019. Accessed: May 26, 2024. [Online]. 
Available: https://www.ifdd.francophonie.org/wp-content/uploads/2021/ 
09/Rapport-2019_SIE_UEMOA_Chiffres_Cles_TOGO_web.pdf 

[34]  World Bank, “Accès à l’électricité (% de la population) - Togo | Data.” 
Accessed: Jul. 02, 2022. [Online]. Available: https://donnees.banque 
mondiale.org/indicator/EG.ELC.ACCS.ZS?locations=TG 

[35]  N. Kansongue, J. Njuguna, and S. Vertigans, “An assessment of 
renewable energy development in energy mix for Togo,” Int. J. Sustain. 
Energy, pp. 1–20, 2022. 

[36]  Togo, “Plan National De Développement (PND) 2018 - 2022.” 
Accessed: May 26, 2024. [Online]. Available: 
https://www.togofirst.com/media/attachments/2019/04/02/-pnd-2018-
2022.pdf 

[37]  AT2ER, “Togo - Projet d’Électrification Rurale CIZO – Rapport final 
CPR,” Banque africaine de développement. Accessed: May 26, 2024. 
[Online]. Available: https://www.afdb.org/fr/documents/togo-projet-
delectrification-rurale-cizo-rapport-final-cpr 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1001 | P a g e  

www.ijacsa.thesai.org 

[38]  ARSE, “Rapports annuels.” Accessed: Jun. 25, 2024. [Online]. 
Available: http://www.arse.tg/arse/rapports-annuels/ 

[39]  E. SOFRECO, “Etude Plan Strategique Electricite.” Accessed: May 28, 
2024. [Online]. Available: http://www.ecowrex.org/fr/node/12519 

[40]  GLOBAL ATLAS, “Global Solar Atlas.” Accessed: May 26, 2024. 
[Online]. Available: https://globalsolaratlas.info/download/togo 

[41]  K. A. MOU, “Solar Irradiation In Togo.” Accessed: May 28, 2024. 
[Online]. Available: https://cyberleninka.ru/article/n/solar-irradiation-in-
togo/viewer 

[42]  Les Amis de la Terre-Togo, “Panorama sur les energies et le potentiel 
d’énergie renouvelable au Togo.” Accessed: May 28, 2024. [Online]. 
Available: 
https://www.amiterre.org/assets/pdf/Etude%20Energie%20Togo.pdf 

[43]  Réseau Cicle, “Presentation_Potentialite_EnR_au_Togo_0607.pdf - 
Google Nudidi.” Accessed: May 26, 2024. [Online]. Available: 
https://www.google.com/search?client=firefox-b-
d&q=Presentation_Potentialite_EnR_au_Togo_0607.pdf 

[44]  K. S. A. Sedzro, A. A. Salami, P. A. Agbessi, and M. K. Kodjo, 
“Comparative Study of Wind Energy Potential Estimation Methods for 
Wind Sites in Togo and Benin (West Sub-Saharan Africa),” Energies, 
vol. 15, no. 22, p. 8654, Nov. 2022, doi: 10.3390/en15228654. 

[45]  ARSE, “Catalogues d’interconnexion,” Autorité de Régulation des 
Communications Electroniques et des Postes. Accessed: Jun. 25, 2024. 
[Online]. Available: https://arcep.tg/observatoire-2/activites/catalogues-
dinterconnexion/ 

[46]  MOOV, “Télécoms : Moov déploie la fibre optique au Togo - Jeune 
Afrique.com,” JeuneAfrique.com. Accessed: May 29, 2024. [Online]. 
Available: https://www.jeuneafrique.com/346318/economie-
entreprises/togo-moov-deploie-fibre-optique/ 

[47]  CIOMAG, “Togo : le réseau E-gouvernement inauguré ce 24 avril 2017 
à Lomé - CIOMAG.” Accessed: May 29, 2024. [Online]. Available: 
https://cio-mag.com/togo-le-reseau-e-gouvernement-inaugure-ce-24-
avril-2017-a-lome 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1002 | P a g e  

www.ijacsa.thesai.org 

A Novel Smart System with Jetson Nano for Remote 

Insect Monitoring

Thanh-Nghi Doan1, 2, Thien-Hue Phan3 

Faculty of Information Technology, An Giang University, An Giang, Vietnam1 

Vietnam National University, Ho Chi Minh City, Vietnam2 

Graduate Students, University of Information Technology, Vietnam National University, Ho Chi Minh City, Vietnam3 

 

 
Abstract—Insect monitoring is vital for agricultural 

management and environmental conservation, but traditional 

methods are labor-intensive and time-consuming. This paper 

introduces a novel smart system utilizing NVIDIA's Jetson Nano 

technology combined with object detection models for remote 

insect monitoring. The system automates the processes of 

detection, identification, and monitoring, thereby significantly 

improving the efficiency and accuracy of insect population 

assessments. The implementation of the YOLOv7 model on a 

dataset containing 10 insect species achieved a mAP@0.5 

accuracy of 77.2%. This enables farmers to take timely and 

appropriate measures to prevent pests and diseases, reducing 

production costs and protecting the environment. 

Keywords—NVIDIA Jetson Nano; insect monitoring; YOLOv7 

I. INTRODUCTION 

Insects are crucial to ecological health and agricultural 
ecosystems, pollinating crops and managing pest populations. 
Traditional monitoring of these insects is labor-intensive and 
resource-heavy. However, recent technological advances offer 
a solution through automation and real-time data processing. 
Innovations in sensor technology, machine learning, and 
computer vision enable precise and continuous monitoring of 
insect populations. These automated systems enhance data 
collection efficiency and provide valuable insights into insect 
behavior, aiding researchers and farmers in making informed 
decisions. This leads to better crop protection and ecological 
balance, supporting sustainable agriculture and environmental 
conservation. 

The Jetson Nano, with its powerful GPU capabilities and 
compact size, offers a promising platform for developing a 
remote insect monitoring system. The literature cited presents a 
comprehensive overview of research endeavors aimed at 
revolutionizing insect monitoring and detection through 
innovative technological solutions. The authors in study [1] 
delve into the realm of computer vision techniques tailored 
specifically for automated insect monitoring and detection, a 
domain ripe for the development of cutting-edge image 
processing algorithms on platforms like the Jetson Nano. 
Expanding on this foundation, article [2] meticulously 
scrutinizes deep learning methodologies designed for insect 
detection and classification. Such insights not only enrich our 
understanding but also pave the way for implementing on-
device machine learning models seamlessly integrated with 
Jetson Nano's capabilities. 

Moreover, the discourse in study [3] sheds light on the 
integration of wireless sensor networks in environmental 
monitoring applications, offering invaluable insights into the 
design and deployment of sensor nodes for remote insect 
monitoring, a critical aspect of effective surveillance. These 
insights are crucial for ensuring that the sensor nodes are not 
only strategically placed but also robust and reliable in various 
environmental conditions. Additionally, researchers in study 
[4] review energy-efficient communication protocols tailored 
for IoT applications, a knowledge pool essential for optimizing 
communication between Jetson Nano devices and remote 
servers, ensuring seamless data exchange. This optimization is 
pivotal for maintaining long-term operation and minimizing 
energy consumption, which is vital for remote monitoring 
systems that often rely on limited power sources. By 
leveraging these protocols, the efficiency and reliability of 
remote insect monitoring systems can be significantly 
enhanced, leading to more accurate and timely data collection 
and analysis. 

Furthermore, the authors in study [5] elucidate various data 
fusion techniques essential for integrating information from 
diverse sensors in environmental monitoring systems, a pivotal 
step towards enhancing the accuracy and reliability of insect 
monitoring data. The challenges and opportunities associated 
with deploying IoT systems in remote environments are 
thoroughly explored by researchers in study [6], offering 
pragmatic insights crucial for implementing smart systems for 
remote insect monitoring. Moreover, the researchers in study 
[7] explore the myriad applications of the NVIDIA Jetson 
Nano in edge computing, providing inspiring examples and 
case studies that could catalyze the development of innovative 
smart systems for remote insect monitoring. 

Deep learning's prominence is reaffirmed in study [8], 
where the authors explore its effectiveness in automated insect 
pest detection for precision agriculture using image-based data. 
In [9], a real-time insect detection and classification system 
using convolutional neural networks (CNNs) on image data is 
proposed, offering a pioneering and practical approach. The 
authors in study [10] provide a detailed overview of image-
based insect identification techniques employing deep learning, 
enhancing our knowledge of advanced methodologies. Article 
[11] presents a sophisticated framework integrating image-
based and sensor-based data for real-time insect pest 
monitoring in greenhouse crops, highlighting the synergy 
between different data modalities. In study [12], a fusion 
approach combining data from multiple sensors for improved 
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insect pest detection in precision agriculture is proposed, 
emphasizing the value of diverse data sources for thorough 
analysis. Finally, the authors in study [13] underscore the real-
time processing capabilities of Jetson Nano for deep learning-
based insect detection, demonstrating its potential as a key 
device for future advancements in this field. 

As a result, this paper proposes a novel smart system with 
Jetson Nano for remote insect monitoring that is low in cost, 
efficient, has a fast response time, and is simple to install and 
implement in practice using hardware devices with limited 
configuration. The total cost of our proposed system is detailed 
in Table I. The main contributions of the paper include: 

 A novel system utilizing the NVIDIA Jetson Nano and 
object detection models for real-time detection and 
classification of pest insects. This system significantly 
enhances the efficiency and accuracy of insect 
population assessments. 

 The implementation of the YOLOv7 model on a dataset 
of 10 insect species resulted in a mAP@0.5 accuracy of 
77.2%. This demonstrates the system's capability to 
identify and distinguish between 10 common insect 
groups with high precision. 

 The system is designed to be low-cost, efficient, and 
easy to install and implement using hardware devices 
with limited configuration, making it accessible for 
practical agricultural applications. 

 Leverages deep learning methodologies, image 
processing algorithms, and wireless sensor networks to 
create an integrated solution for remote insect 
monitoring. 

The rest of the article is arranged as follows. Section II 
describes the materials and methods used to describe overview 
of our system, general system design and setup, NVIDIA 
Jetson Nano Developer Kit, insect trap, insect detection model. 
The experimental results and discussion are reported in Section 
III. Section IV presents the conclusions, limitations, and 
recommendations for future research. 

TABLE I. THE DETAIL COST OF OUR SYSTEM 

Device Price in USD 

NVIDIA Jetson Nano 224.32  

Insect traps 62.97 

UV Lights Attract Insects 4.72 

Sticky insect trap 1.57 

YOLO test fee 20 

128GB memory card 25.58 

Total cost 339.16 

II. MATERIALS AND METHODS 

A. System Overview 

In the initial stage, we collected and labeled image data of 
pest insects for training and evaluating the CNN model. Next, 

YOLO object detection models were trained on the insect 
dataset. We evaluated the model parameters based on the 
trained models. From the evaluation, the best model with the 
appropriate parameters is selected for object recognition on the 
Jetson Nano device. Then, the trained model is deployed on the 
Jetson Nano device. Finally, we implemented the real-time pest 
insect recognition system in the fields.  Overview of our real-
time insect detection system is illustrated in Fig. 1. 

 
Fig. 1. Overview of our real-time insect detection system. 

The Jetson Nano's MIPI CSI-2 camera serves as a 
monitoring system for object detection. Subsequently, the 
captured images of the objects are detected through OpenCV 
data processing and YOLO data classification on the Jetson 
Nano. The process is illustrated in Fig. 2. 

 
Fig. 2. General system design. 

B. Equipment Setup 

1) Jetson Nano developer kit: The Jetson Nano Developer 

Kit [15] is a compact computer developed by NVIDIA for use 

in artificial intelligence (AI) applications, particularly in the 

field of real-time image and video processing. It allows users 

to run multiple neural networks in parallel for image 

processing applications. It delivers the performance to run 

modern AI workloads in a small, energy-efficient (consuming 

as little as 5W), and cost-effective form factor. The NVIDIA 

Jetson Nano consists of nine basic components, as illustrated 

in Fig. 3. 
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Fig. 3. NVIDIA Jetson Nano hardware overview. 

The NVIDIA Jetson Nano Developer Kit is the smallest 
member of the Jetson product family, designed for portability 
and powered by a backup battery when mains power is 
unavailable. This makes it ideal for use outside of the office or 
on the go. The kit features a powerful GPU-supported system 
that includes a 64-bit quad-core ARM Cortex-A57 CPU, 4GB 
of RAM, and a video processor capable of 4K 30fps encoding 
and 4K 60fps decoding, as shown in Table II. 

TABLE II. NVIDIA JETSON NANO DEVELOPER KIT B01 SPECIFICATIONS 

Items Technical Specifications 

Model NVIDIA Jetson Nano Developer Kit B01 (upgrade version 

with 2 cameras) 

GPU 128-core Maxwell 

CPU Quad-core ARM A57 @1.43 GHz 

Memory 4 GB 64-bit LPDDR4 25.6 GB/s 

Model NVIDIA Jetson Nano Developer Kit B01 (Upgraded 

version with dual cameras) 

Storage microSD 

Video Encode 4K @ 30 | 4x 1080p @ 30 | 9x 720p @ 30 

Video Decode 4K @ 60 | 2x 4K @ 30 | 8x 1080p @ 30 | 18x 720p @ 30 

Mechanical 69.6 mm × 45 mm, 260-pin edge connector 

Entire set 100mm × 80mm × 29mm 

Camera 2x MIPI CSI-2 DPHY lanes 

Connectivity Gigabit Ethernet, M.2 Key E 

Display HDMI and display port 

USB 4x USB 3.0, USB 2.0 Micro-B 

Others GPIO, I2C, I2S, SPI, UART 

Additionally, it supports PCIe and USB 3.0 slots. The 
Jetson Nano delivers 472 GFLOPS for accelerated execution of 
modern AI algorithms. With a quad-core ARM 64-bit CPU, an 
integrated 128-core NVIDIA GPU, and 4GB of LPDDR4 
memory, it can simultaneously run multiple neural networks 
and process high-resolution sensors. 

Utilizing two cameras on NVIDIA Jetson Nano B01 offers 
several significant advantages. Firstly, it allows for image 
capture from two different angles, enhancing observational 
capabilities and covering a wider area. Secondly, with 
stereoscopic vision capabilities, the two cameras can create 3D 
images from different viewpoints, aiding in depth and distance 
determination, which is crucial for autonomous robots, object 
recognition, and navigation. Thirdly, the dual image sources 
enable the system to compare and eliminate errors or noise, 
increasing data accuracy and reliability. Fourthly, this setup 
optimizes performance and simplifies connections, removing 
the need for external adapters or USB ports. Fifthly, the Jetson 
Nano B01's design includes two CSI connectors, allowing for 
the simultaneous connection of multiple cameras, making it 
ideal for multi-channel applications. Lastly, NVIDIA provides 
robust software support for CSI cameras through Gstreamer 
and supporting libraries, making it easy to use commands like 
nvgstcapture to test and capture images from the cameras. 

2) Remote monitoring insect trap: Weather is crucial to 

agricultural production, significantly impacting crops, 

livestock, and the environment, even with minor fluctuations. 

The outbreak and spread of pests and diseases are also highly 

dependent on weather conditions. Research has shown that 

temperature, humidity, rainfall, wind, and microclimate all 

influence the growth, reproduction, and population density of 

brown rice planthoppers. To address this, we propose a remote 

monitoring insect trap featuring an innovative model of 

integrated light traps that operate automatically based on 

sensor data, as shown in Fig. 5. These automatic light traps 

will continuously collect, analyze, store, and, if necessary, 

alert data, transmitting it to a network system. The newly 

trained model is eventually deployed to the Jetson Nano 

camera, as illustrated in Fig. 4. 

 

Fig. 4. Real-time insect identification system with Jetson Nano.
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Fig. 5. Remote monitoring insect trap. 

Based on the biological characteristics and behavior of 
certain harmful insects, insect traps can serve as an effective 
alternative to directly spraying pesticides onto plants, reducing 
the use of potentially harmful chemicals. By integrating 
multiple trapping methods, we can enhance overall 
effectiveness. Some possible methods to combine include: 

 Attracting insects using sex pheromones. 

 Attracting insects using bio-based traps (e.g., sweet 
sticky traps). 

 Attracting insects using blue or yellow sticky traps. 

 Attracting insects using light traps. 

The study introduces a design for a light-induced insect trap 
with a modular design that enables straightforward assembly 
and disassembly of trap components. Detailed images 
illustrating the placement of devices within insect traps are 
depicted in Fig. 6. This design allows for easy relocation of the 
trap, operates effectively under various weather conditions, 
ensures high durability, and uses materials that are safe for 
both humans and the environment. Additionally, the modular 
nature of the trap makes it adaptable to different pest 
management needs and scalable for larger agricultural 
applications. This approach not only targets pest reduction but 
also promotes sustainable farming practices by minimizing the 
reliance on chemical pesticides, thereby protecting the 
ecosystem and promoting biodiversity. 

 
Fig. 6. Detailed images of device placement in insect traps. 

3) Light attracts insects: Light is crucial for attracting 

insects to traps, with blue and ultraviolet (UV) light being 

particularly effective [21], [22]. Mosquitoes, flies, and moths 

are especially drawn to these wavelengths. Additionally, white 

light, which includes both blue and UV components, can also 

serve as an attractant. Using light to lure insects into traps is 

an effective, safe, and eco-friendly method for managing 

insect populations. 

Examining the attractiveness of different light components 
enhances our understanding of their efficacy in insect 
attraction. Blue and UV light, with shorter wavelengths, are 
highly attractive to insects due to their eyes' sensitivity to these 
wavelengths. In contrast, red light has the lowest attraction 
capability, drawing only about 2% of insects in nature. Yellow 
light, with a slightly shorter wavelength and higher energy than 
red light, attracts approximately 4–5% of insects. Green light, 
being neutral and abundant in natural light, has average 
attraction capabilities, drawing around 7–8% of insects. The 
blue light spectrum, characterized by its short wavelength and 
high energy, is particularly enticing to insects, attracting 
roughly 20–23% of those present in nature. UV light, though 
not visible to the human eye, surpasses even blue light in 
energy and attractiveness, enticing approximately 40–50% of 
insects. Understanding these nuances in light spectra helps 
identify the most effective options for insect control. 

As demonstrated by the list of light types and their 
respective insect attraction capabilities, UV lights exhibit 
exceptional ability to attract insects, drawing in approximately 
40–50% of insect populations in nature. This remarkable 
effectiveness prompted our decision to use UV lights as the 
primary insect attractant in this research endeavor. The 
specifications of the UV insect attractant lamp are shown in 
Table III. The Conopery UV black light lamp, emitting purple 
light, operates on a convenient 220V power source, allowing 
for easy electrical plug-in. Its compact dimensions (5.2 cm by 
17.5 cm) facilitate easy setup for insect trapping, as shown in 
Fig. 7. 

TABLE III. THE SPECIFICATIONS OF THE UV INSECT ATTRACTANT LAMP 

Product Name 
Conopery UV Black Light Lamp (Purple 

Light) 

Power Source 220V 

Wavelength Range 300 ~ 400 nm 

Peak Wavelength 365nm 

Lifespan 8000 hours 

Dimensions 5.2cm x 17.5cm 

Type of Lamp 3U/36W Spiral 
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Fig. 7. UV lights attract insects 

The choice of UV light in this study is also supported by its 
wide application in various ecological and agricultural settings. 
UV lights are known for their ability to attract a broad 
spectrum of insect species, making them highly versatile in 
different environments. The high attraction rates of UV lights 
not only enhance the efficiency of insect traps but also 
contribute to more accurate population assessments and 
monitoring in ecological studies. 

Moreover, UV light traps have been shown to reduce the 
need for chemical insecticides, thus promoting environmental 
sustainability. By minimizing chemical usage, these traps help 
maintain ecological balance and reduce the risk of pesticide 
resistance among insect populations. This aligns with 
integrated pest management (IPM) strategies that emphasize 
sustainable and environmentally friendly pest control methods. 

In practical applications, the Conopery UV black light lamp 
has been selected for its durability and ease of use in field 
conditions. Its design allows for seamless integration into 
various trapping setups, ensuring reliable operation even in 
remote or challenging environments. The lamp's specifications, 
including its wavelength emission, power requirements, and 
physical dimensions, have been carefully considered to 
maximize its effectiveness in attracting target insect species. 

Overall, the deployment of UV light as an insect attractant 
in this study exemplifies the integration of scientific 
understanding and practical application. By leveraging the 
unique properties of UV light, this research aims to contribute 
valuable insights into insect behavior and improve pest 
management practices. The findings from this study could 
inform future developments in trapping technology and 
enhance the effectiveness of insect control strategies across 
diverse settings. 

4) Insect sticky trap: This is a flat surface used to trap 

insects. One challenge is to maintain the shape of the insect 

when it is caught in the trap and when it dies, so that the 

camera can recognize it. The solution in this study is to use an 

insect sticky trap, as illustrated in Fig. 8. 

 
Fig. 8. Insect sticky trap. 

C. Insect Image Dataset 

Creating a dataset requires thorough planning and 
execution to ensure its quality and relevance for the intended 
task. Initially, the scope and purpose of the dataset are defined, 
specifying criteria such as data types, sources, and required 
volume. Potential sources like public repositories, APIs, or 
manual data collection methods are then identified. Data 
collection protocols are implemented with ethical guidelines 
and privacy considerations in mind, ensuring proper consent 
and anonymization where necessary. Techniques such as web 
scraping, surveys, or crowd-sourcing are employed to gather 
diverse and representative samples. 

The dataset is iteratively refined through processes like data 
cleaning, validation, and augmentation to enhance usability and 
reliability. Thorough documentation including metadata and 
usage guidelines is provided to facilitate accessibility and 
reproducibility for researchers and practitioners. 

To evaluate the effectiveness of a new pest insect 
recognition system, insect images collected from the internet 
were utilized to train convolutional neural network (CNN) 
models. The primary objective was to develop a system 
capable of identifying and distinguishing 10 common insect 
groups. The dataset used, Insect10_Bbox [14], consisted of 
2,335 images categorized into 10 classes. 

To ensure effective learning and accurate evaluation of the 
models, the Insect10_BBox dataset was divided into three sets: 
training, validation, and testing, in a ratio of 7:2:1. This 
division ensures sufficient representative images for each 
insect class in every subset of the dataset. 

Specifically, the training set comprises 1,633 images, the 
validation set contains 467 images, and the testing set includes 
235 images. This balanced split enables the model to encounter 
various examples of each insect type, thereby enhancing its 
ability to accurately recognize and distinguish them. 
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D. YOLO 

1) YOLO algorithm: The You Only Look Once (YOLO) 

algorithm is an object detection method. YOLO utilizes a 

unified model to simultaneously predict bounding boxes and 

the probabilities of classes within these boxes [16]. This 

method operates by applying a single convolutional neural 

network across the entire input image, thereby quickly 

providing predictions. Compared to traditional classification 

methods, YOLO is trained on a loss function directly related 

to detection performance, allowing the model to learn the best 

way to comprehensively detect objects, as illustrated in Fig. 9. 

 
Fig. 9. YOLO algorithm for detecting insects. 

In general, during classification, we determine labels from 
the data being tested. However, in YOLO, classification is 
combined with localization by providing additional 
information about the object's location in the form of bounding 
boxes. Each bounding box B consists of five predictions: x, w, 
y, h, and confidence score. The coordinates (x, y) represent the 
center of the box, determined by grid cells. Meanwhile, w 
(width) and h (height) predict the size of the object in the 
overall image [17]. The confidence score is typically used to 
represent the Intersection Over Union (IOU), a measure of the 
correlation between the predicted box and the actual object's 
box. 

2) YOLOv7: YOLOv7 is a highly impactful algorithm in 

the computer vision and machine learning communities, 

surpassing previous object detection models and YOLO 

versions in both speed and accuracy [18]. It requires cheaper 

hardware and can be trained quickly on small datasets without 

pre-trained weights. Key features include an efficient 

backbone network, advanced optimization strategies, and 

novel loss functions, making it suitable for real-time 

applications. 

YOLOv7’s versatility allows it to be effectively used in 
domains like autonomous driving, surveillance, and medical 
imaging. It is easy to deploy, compatible with common 
machine learning frameworks, and adaptable for specific tasks, 
such as agricultural technology and retail. Additionally, 
YOLOv7 supports edge computing solutions, enabling real-
time detection on devices with limited processing power. 
Overall, YOLOv7 sets new standards for performance and 
efficiency in object detection, driving innovation across various 
fields. The architecture of YOLOv7 is shown in Fig. 10. 

 
Fig. 10. YOLOv7 architecture. (Different colors represent the various 

functions performed within a single block). 

E. Training Model 

The dataset used for training the model is the 
Insect10_BBox of the authors in [14]. This dataset includes 10 
insect classes including ‘Acalymma_vittatum’, 
‘Achatina_fulica’, ‘Alticini’, ‘Asparagus_beetles’, 
‘Aulacophora_similis’, ‘Cerotoma_trifurcata’, ‘Dermaptera', 
‘Leptinotarsa_decemlineata’, ‘Mantodea’, and ‘Squash_bug’. 
The number of images for each insect class in the dataset used 
for training, validation, and testing the model is presented in 
Table IV. 

TABLE IV. TABLE OF INSECT QUANTITIES IN THE INSECT10_BBOX 

DATASET 

STT Insect Name Train Val Test 

1 Acalymma_vittatum 115 33 17 

2 Achatina_fulica 258 74 36 

3 Alticini 193 55 28 

4 Asparagus_beetles 89 25 13 

5 Aulacophora_similis 113 32 17 

6 Cerotoma_trifurcata 86 25 17 

7 Dermaptera 111 32 16 

8 Leptinotarsa_decemlineata 234 67 34 

9 Mantodea 185 53 26 

10 Squash_Bug 249 71 36 

 Total 1633 467 235 
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The training process for the YOLOv7 model is carried out 
using Google Colab, a free cloud computing service that 
provides a powerful Jupyter Notebook environment. Google 
Colab also offers access to GPUs to accelerate the model's 
training speed. 

The first step begins by downloading the source code of 
YOLOv7 from GitHub and installing other necessary 
supporting libraries to run YOLOv7 on Google Colab in the 
requirement.txt file. Then, we proceed to pretrain the YOLOv7 
model to evaluate its detection performance. Next, we upload 
the Insect10_BBox dataset to Google Drive and connect it to 
Google Colab. Additionally, we modify the data configuration 
file and YOLOv7 cfg file according to the number of object 
classes in the dataset. 

Start training with the YOLOv7 model on the 
Insect10_BBox dataset. The configuration of the data.yaml file 
includes class names as the names of insect objects in the 
Insect_10BBox dataset; the content of dataset yaml file is 
shown in Table V. 

TABLE V. DATASET YAML FILE 

Item Value 

path ‘/content/gdrive/My Drive/QL/Insect10_BBox’ 

train ‘/content/gdrive/My Drive/QL/Insect10_BBox/images/train’ 

val ‘/content/gdrive/My Drive/QL/Insect10_BBox/images/val’ 

test ‘/content/gdrive/My Drive/QL/Insect10_BBox/images/test’ 

nc 10 

names [‘acalymma’, ‘alticini’, ‘Squash_Bug’, ‘asparagus’, ‘aulacophora’, 

‘dermaptera’, ‘leptinotarsa’, ‘mantodea’, ‘Achatina_fulica’, 
‘Cerotoma_trifurcata’] 

Finally, the YOLOv7 model was trained using the prepared 
training dataset. The training process will iterate through 
batches of images and update the model parameters based on 
the dataset used. During training, researchers can monitor 
evaluation metrics such as loss rate, accuracy, or mAP (mean 
average precision) to assess the model's performance. These 
evaluations can be conducted on validation or test datasets. 
Once the training process is complete, the model will be saved 
in an appropriate format. The model will undergo testing, and 
if the obtained results do not meet the requirements, the model 
will continue training until it fits the predefined parameters. 

F. Evaluation Metrics 

In our study evaluating the performance of an insect 
detection system, we employed a confusion matrix to provide a 
thorough understanding of its classification capabilities [19]. 
This matrix, a fundamental tool in classification model 
assessment, tabulates the counts of true positive (TP), true 
negative (TN), false positive (FP), and false negative (FN) 
predictions. Here, we elucidate these components: 

 True Positives (TP): Insects correctly identified by the 
system. 

 True Negatives (TN): Non-insects correctly identified 
as such. 

 False Positives (FP): Non-insects erroneously identified 
as insects (Type I error). 

 False Negatives (FN): Insects erroneously identified as 
non-insects (Type II error). 

Leveraging these values, we computed several performance 
metrics: Accuracy, Precision, and Recall. Accuracy measures 
the ratio of correctly identified insects to the total number of 
insects in the test dataset. Precision, a critical metric, delineates 
the ratio of true positive detections to the sum of true positive 
and false positive detections. Similarly, recall assesses the ratio 
of true positive detections to the sum of true positive and false 
negative detections. Additionally, we employed the F1-score, 
serving as the harmonic mean of precision and recall, to 
provide a balanced evaluation of the system's performance. 
These performance metrics were calculated using the following 
equations: 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
× 100%  (1) 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100%  (2) 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100%   (3) 

To assess robustness, we tested the system across various 
environmental conditions, such as different lighting and 
backgrounds, to ensure consistent performance. The evaluation 
process should also include computational efficiency, assessing 
the system's processing speed and resource utilization. Finally, 
user feedback and field testing provide practical insights into 
the system's usability and real-world effectiveness, enabling 
further refinements. 

G. Deployment on NVIDIA Jetson Nano 

1) Preparation for Installation: To proceed with the 

installation of the Jetson Nano device, the following items 

have been prepared: 

 Jetson Nano Developer Kit equipment box, including: 
NVIDIA Jetson module and reference carrier board. 

 MicroSD card (recommended minimum 32GB UHS-1). 

 MicroSD card reader to USB port. 

 USB keyboard and mouse. 

 Computer monitor (HDMI or DP). 

 5V-4A power supply. 

 Pre-trained YOLO model. 

 NVIDIA Jetpack. 

 BalennaEtcher software for booting the drive onto the 
microSD card. 

 SDCardFormatter software for formatting the microSD 
card. 

2) Device setup: Initially, the microSD card undergoes 

formatting using SDCardFormatter. Subsequently, the Jetpack, 

obtained via download, is to be flashed onto the microSD card 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1009 | P a g e  

www.ijacsa.thesai.org 

utilizing BalenaEtcher. Upon completion, the microSD card is 

to be inserted into the Jetson Nano. 

The Jetson Nano operates efficiently with a 5V-4A power 
supply, facilitating easy connection for powering and booting 
up. It supports HDMI connectivity to a monitor, enabling users 
to visualize the interface and outcomes of AI applications. 
Additionally, it features a Gigabit Ethernet port for network 
access, facilitating internet connection and LAN device 
connectivity. With four USB 3.0 ports and one Micro-B USB 
2.0 port, the Jetson Nano offers versatile connectivity options. 
The Micro-B USB 2.0 port serves dual purposes for power 
supply or device mode. 

Integrated with two cameras, the Jetson Nano enables direct 
connection for recognition tasks. Furthermore, it offers various 
interfaces including GPIO, I2C, I2S, SPI, and UART, 
facilitating connection of peripheral devices such as sensors, 
motors, and expansion modules. Fig. 11 presents description of 
these device connections. The actual configuration of external 
devices connected to the Jetson Nano is depicted in Fig. 12. 

 

Fig. 11. Description of device connections. 

 
Fig. 12. The actual configuration of external devices connected to the Jetson 

Nano. 

The green LED next to the MicroUSB connector will light 
up. During the initial boot, the tool will guide users through the 
setup process, which includes: 

 Reviewing and accepting the NVIDIA Jetson EULA 
software. 

 Selecting the system language, keyboard layout, and 
time zone. 

 Creating a username, password, and computer name. 

For the APP partition size, we use the maximum 
recommended size. The setup process will take approximately 
one minute. After completion, the computer screen will boot up 
as shown in Fig. 13. 

 

Fig. 13. The screen after configuration completion for Jetson Nano. 

3) Library setup: 

a) PyTorch: PyTorch offers a powerful and versatile 

deep learning framework built for Python. Backed by a 

thriving community and a rich ecosystem of tools, PyTorch 

excels in both research and production settings. It delivers 

seamless interoperability and optimized performance for your 

machine-learning projects. 

b) TorchVision: TorchVision is your one-stop shop for 

computer vision projects using PyTorch. It streamlines 

development by providing pre-trained models and image 

transformation tools. This powerful library bridges the gap 

between cutting-edge research and real-world applications on 

your Jetson Nano. 

c) CUDA: CUDA, the de facto standard for GPU 

acceleration, empowers you with high-performance computing 

tools. This comprehensive toolkit accelerates application 

development and unleashes the full potential of your deep 

learning PC or Jetson Nano. 

III. RESULTS AND DISCUSSION 

A. Model Training 

This study proposes a novel model utilizing the YOLOv7 
algorithm for real-time detection of harmful insects. The model 
is trained for 100 epochs with a batch size of 8, demonstrating 
high efficiency in identifying and classifying various insect 
species. Feature extraction and object detection training were 
conducted using different YOLOv7 models: YOLOv7, 
YOLOv7-X, and YOLOv7-W6. The comprehensive training 
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results, including metrics such as FPS, model size, precision, 
and recall, are detailed in Table VI, showcasing the 
effectiveness of the proposed approach in diverse 
environmental conditions. 

TABLE VI. YOLOV7 TRAINING RESULTS 

Dataset Models FPS 

Model 

size 

(MB) 

Precision 

(%) 

Recall 

(%) 

Insect10_Bbox 

YOLOv7 161 74.9 74.7 73.4 

YOLOv7-X 114 142.2 84.2 80.3 

YOLOv7-W6 84 162.7 89.6 82.5 

The corresponding confusion matrix for the trained 
YOLOv7 model was obtained and is presented in Fig. 14. This 
confusion matrix reflects the performance of the classifier 
when evaluated on the test set. The diagonal elements indicate 
the number of samples correctly predicted for each insect class. 
As illustrated in Fig. 14, the leptinotarsa class achieved the 
highest accuracy at 89%, whereas the acalymma class 
exhibited the lowest accuracy at 63%. 

To enhance the model's performance, attention should be 
directed towards improving the prediction results for the 
acalymma class. The misclassification rate for this class is 
13%, as indicated by the sum of the values in the white box of 
column 1, representing incorrect predictions into other classes. 
Additionally, there is a 24% false negative rate, where the 
model fails to detect the presence of an insect when one is 
actually present. This rate is the highest among all classes. 
Consequently, the accuracy in predicting the acalymma class is 
limited to 63%. 

 
Fig. 14. Confusion matrix for training the YOLOv7 model. 

The disparity in accuracy for the acalymma class can be 
attributed to a limited or lower quality dataset and high visual 
similarity with other classes, which confuses the model. To 
address this, several strategies are recommended: applying data 
augmentation techniques to increase the diversity of training 
samples, collecting more high-quality images of acalymma, 

fine-tuning the YOLOv7 model specifically for acalymma, 
implementing class rebalancing with weighted loss functions, 
and conducting feature analysis to highlight distinctive 
characteristics of acalymma. These approaches aim to improve 
the model's accuracy in predicting the acalymma class and 
enhance overall performance in insect classification tasks, with 
further experiments and validations needed for optimal results. 

B. Detect on NVIDIA Jetson Nano 

Upon completion of the training process, the YOLOv7 
model is employed for object detection in images and videos, 
as referenced in study [20]. The detection outcomes for single-
class insect identification are either displayed on the screen or 
saved to a file, as illustrated in Fig. 15. This procedure involves 
the model analyzing each frame or image to identify and 
classify insects based on the training it received. The results are 
then rendered visually on the screen with bounding boxes 
around detected insects, or alternatively, the data can be stored 
in a file for subsequent analysis. This dual approach allows for 
both immediate visual verification and detailed post-
processing, enhancing the versatility and applicability of the 
detection system in various operational contexts. 

 

Fig. 15. Single-class insect detection. 

 

Fig. 16. Multiclass insect detection. 

Fig. 15 and Fig. 16 present examples of insect object 
detection performed on the Jetson Nano, demonstrating both 
single-class and multiclass detection capabilities using images 
from the test dataset. These figures highlight the accuracy and 
efficiency of the model in identifying various insect species 
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under different conditions. Table VII provides comprehensive 
details on the system's performance metrics, including frames 
per second (FPS) and precision, offering insights into the 
computational efficiency and detection accuracy of the 
YOLOv7 model on the Jetson Nano platform. This 
performance evaluation is critical for understanding the 
model's applicability in real-time insect monitoring and 
detection scenarios, ensuring reliable and efficient operation in 
practical applications. 

TABLE VII. INSECT RECOGNITION TEST RESULTS ON NVIDIA JETSON 

NANO 

Insect name 
Detection 

result 
FPS 

Precision 

(%) 

S
in

g
le-class 

o
b
ject d

etectio
n
 

Acalymma_vittatum 1 Acalymma 5,543 67% 

Achatina_fulica 
1 

Achatina_fulica 
5,735 66% 

Alticini 1 alticini 4,999 76% 

M
u
lticlass o

b
ject 

d
etectio

n
 

Alticini, Squash_Bug, 

Mantodea, 

Asparagus_bee 

1 alticicni, 

1 Squash_Bug, 
1 mantodea, 

1 asparagus 

4,890 

Alticini 
83%, 

Squash_Bug 

93%, 
mantodea 

80%, 

asparagus 
91% 

We conducted real-time insect detection experiments using 
NVIDIA Jetson Nano. The results indicate an approximate 
frame rate of 4 frames per second (FPS), as illustrated in Fig. 
17. This frame rate demonstrates the capability of the Jetson 
Nano to perform real-time processing despite its limited 
computational resources. The experiments were designed to 
evaluate the practical applicability of the YOLOv7 model in 
field conditions, ensuring that the system can effectively detect 
and classify insects in real-time. The findings highlight the 
balance between detection accuracy and processing speed, 
crucial for developing efficient and responsive insect 
monitoring systems. Further optimization and hardware 
enhancements could potentially improve the FPS, making the 
system even more robust for large-scale deployments. 

 
Fig. 17. Real-time insect detection. 

IV. CONCLUSION AND FUTURE WORK 

The novel smart system using the Jetson Nano for remote 
insect monitoring provides a scalable, efficient, and accurate 

method to assess and manage insect populations in various 
ecosystems. Its successful implementation can lead to more 
sustainable agricultural practices and enhanced environmental 
conservation efforts. Our system was developed based on the 
YOLOv7 model due to its lightweight convolutional neural 
network, which allows for effective insect pest detection and 
classification. This technology can be integrated into hardware 
accessible to farmers, enabling its use in diverse situations to 
protect crops from pests. Our method offers numerous 
advantages, including real-time insect identification, low cost, 
simple implementation, and practical applicability. Numerical 
results demonstrated that the system achieved a classification 
accuracy of 77.2% with mAP@0.5 on the Insect10 dataset. 
However, this mAP accuracy is still lower than what is 
required for effective insect detection in agricultural 
production. Future work will focus on refining the algorithms, 
expanding the range of detectable insect species, and 
integrating larger datasets to enhance the system's accuracy and 
overall effectiveness. 
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Abstract—Face Recognition serves as a biometric tool and 

technological approach for identifying individuals based on 

distinctive facial features and physiological characteristics such 

as interocular distance, nasal width, lip contours, and facial 

structure. Among various identification methods, it stands out 

for its efficacy. However, the emergence of deepfake technology 

poses a significant security threat to real-time surveillance 

networks. In response to this challenge, we propose an AI-IoT 

enabled Surveillance security system framework aimed at 

mitigating deepfake-related risks. This framework is designed for 

person identification by leveraging facial features and 

characteristics. Specifically, we employ a Reinforcement 

Learning-based Deep Q Network framework for person 

identification and deepfake detection. Through the integration of 

AI and IoT technologies, our framework offers enhanced 

surveillance security by accurately identifying individuals while 

effectively detecting and combating deepfake -generated content. 

This research contributes to the advancement of surveillance 

systems, providing a robust solution to address emerging security 

threats in real-time monitoring environments. The introduction 

of this Deep Q Network, is useful to build real-time surveillance 

framework where live images are identified by a continuous 

learning mechanism and solves the security issues by a feedback 
mechanism. 

Keywords—Artificial intelligence; deep learning; face 

recognition; IoT; reinforcement learning; Deep Q network; 

deepfake 

I. INTRODUCTION 

The concept of the Internet of Things (IoT) envisions a 
seamlessly interconnected environment where digital and 
physical objects communicate through advanced information 
and communication technologies [1]. This interconnectedness 
facilitates the availability of diverse applications and services. 
IoT devices are capable of gathering, analyzing, and 
transmitting data in real time, enabling efficient 
communication across various systems. These devices play 
crucial roles in facilitating machine-to-machine (M2M) 
connections, interactions between machines and humans, as 
well as human-to-human activities. Through their real-time 
data processing and communication capabilities, IoT devices 
contribute significantly to enhancing connectivity and 
enabling novel functionalities across different domains. 

Securing the Internet of Things (IoT) presents significant 
challenges stemming from various factors, including 
constraints on computational resources, communication 
bandwidth, and power availability. Moreover, ensuring 
reliable interaction with the physical environment adds 
complexity, particularly when faced with unforeseen and 
erratic behavior. This complexity is further compounded by 
the IoT's integration into cyber-physical systems, where 
autonomous adaptation is essential for maintaining precise and 
predictable operation, with safety as a paramount concern. 
This is particularly critical in environments such as 
surveillance systems, where the presence of potential threats 
underscores the importance of robust and resilient IoT security 
measures. Fig. 1 shows the generalized IoT surveillance 
system. 

Surveillance encompasses the systematic observation, 
monitoring, recording, and analysis of the behavior of 
individuals, objects, and events for the purpose of governance 
and oversight. Surveillance technology encompasses a broad 
spectrum of electronic devices, software, and hardware 
designed to gather, process, store, analyze, and share various 
types of information.  The IoT Surveillance Network [2] refers 
to the coordinated monitoring of numerous IoT surveillance 
systems interconnected within a Local Area Network (LAN). 
This surveillance entails the observation and analysis of 
computer activities, data storage on local hard drives, and data 
transmission across computer networks, including the Internet. 
Moreover, the IoT Surveillance Network possesses the 
capability to initiate actions based on the monitored data and 
insights gathered from the surveillance process. 

Recent advancements in the Internet of Things (IoT) have 
facilitated the integration of various interdisciplinary 
applications within surveillance systems. These applications 
encompass diverse tasks including security enhancement, 
resource allocation, and activity recognition, leveraging data 
generated by smart devices. Notably, deep-learning-based 
models have been specifically tailored for these tasks [3], 
particularly in the classification of appliances within smart 
home environments. The utilization of IoT in surveillance 
spans across multiple domains, including Smart Homes & 
Cities, Healthcare, Security & Surveillance, Energy 
Consumption, Monitoring and Control, Automation, and 
Everyday Applications. 
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Fig. 1. Generalized IoT Surveillance system architecture.

To effectively address the requirements of these 
applications, technologies such as Artificial Intelligence (AI), 
including Machine Learning (ML) and Deep Learning (DL), 
offer robust capabilities, particularly in meeting security-
related demands. 

Face recognition stands at the forefront of biometric 
information processing, offering unparalleled effectiveness 
and versatility compared to traditional methods such as 
fingerprinting, iris scanning, and signature authentication. In 
the realm of surveillance systems, where the threat of 
deepfake technology looms large, face detection algorithms 
play a crucial role in identifying facial features. While these 
algorithms excel at recognizing frontal views of human faces, 
their efficacy is tested in scenarios requiring person re-
identification across images captured from diverse 
surveillance cameras with varying fields of view. This task 
becomes further complex due to factors like lighting 
variations, posture changes, obstructions, and appearance 
alterations, underscoring the need for robust structural models 
capable of extracting semantic properties from surveillance 
camera-generated data. Despite these challenges, ongoing 
advancements in surveillance technology underscore the 
imperative for refined re-identification models to ensure 
effective human recognition and address the evolving 
landscape of personal identification processes in the face of 
deepfake threats. 

Detecting and mitigating deepfake content, a burgeoning 
threat in digital media demands advanced technological 
solutions. Leveraging deep learning, particularly 
reinforcement learning (RL), offers a promising avenue for 
addressing this challenge. RL, a subset of machine learning, 
enables agents to learn optimal decision-making strategies by 
interacting with an environment to maximize cumulative 
rewards. In the context of deepfake detection, RL provides a 
dynamic framework for training models to discern between 
authentic and manipulated content. One approach is to 
formulate deepfake detection as a sequential decision-making 
task, where an RL agent analyzes frames of a video and learns 
to identify manipulation patterns over time. This process 

involves the agent receiving rewards based on its ability to 
accurately classify frames as genuine or deepfake, guiding it 
towards effective detection strategies. 

Deep reinforcement learning algorithms, such as Deep Q-
Networks (DQN) or Proximal Policy Optimization (PPO), 
serve as powerful tools for training robust deepfake detection 
models. These algorithms learn from extensive datasets 
comprising both authentic and manipulated videos, refining 
their detection capabilities through iterative training. 
Furthermore, RL-based approaches offer adaptability to 
evolving deepfake techniques, allowing models to 
continuously learn from new data and update detection 
strategies accordingly. This adaptiveness is crucial for staying 
ahead of adversaries who may employ sophisticated deepfake 
algorithms to evade detection. 

Additionally, integrating RL with other deep learning 
methods, such as convolutional neural networks (CNNs), 
enhances the performance of deepfake detection systems. By 
combining these techniques, researchers can develop more 
resilient models capable of effectively identifying and 
mitigating deepfake content across various platforms and 
applications. Several studies have explored the efficacy of RL-
based deepfake detection methods. For instance, recent 
research by Wang et al. [4] proposed a reinforcement learning 
approach for detecting deepfake images, achieving promising 
results in distinguishing between genuine and manipulated 
content. Similarly, Liu et al. [5] developed an RL-based 
framework for deepfake detection in videos, demonstrating 
improved accuracy compared to traditional methods. 

A. Research Challenges 

 Obtaining large and diverse datasets comprising both 
authentic and deepfake content is essential for training 
effective deep learning models. However, collecting 
such datasets while ensuring data privacy and ethical 
considerations can be challenging. 

 Deepfake techniques continue to evolve, making it 
challenging to develop detection models that can 
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effectively identify manipulated content across various 
modalities, such as images and videos. 

 Surveillance systems require real-time processing 
capabilities to detect and respond to security threats 
promptly. Implementing deep learning algorithms for 
deepfake detection and person re-identification in real-
time poses computational challenges, especially in 
resource-constrained IoT environments. 

 Surveillance environments often exhibit variations in 
lighting conditions, camera angles, and occlusions, 
which can impact the performance of deep learning 
models. Ensuring robustness and adaptability to such 
environmental factors is crucial for reliable detection 
and re-identification. 

 Deploying surveillance systems raises concerns 
regarding individual privacy and ethical considerations. 
Balancing the need for security with privacy rights 
requires careful design and implementation of AI-IoT 
enabled surveillance systems, incorporating 
mechanisms for data anonymization and consent 
management. 

 Integrating AI-driven deepfake detection and person 
re-identification modules with existing surveillance 
infrastructure and IoT devices requires seamless 
interoperability and compatibility. Ensuring smooth 
integration while minimizing disruptions to ongoing 
surveillance operations is a significant challenge. 

 Deep learning models used for deepfake detection and 
person re-identification are susceptible to adversarial 
attacks, where malicious actors attempt to manipulate 
or deceive the models. Developing defences against 
such attacks and ensuring the robustness of AI-driven 
surveillance systems is critical for maintaining 
security. 

B. Research Objectives 

 Develop an AI-IoT enabled Surveillance security 
system framework designed to mitigate deepfake-
related risks in real-time surveillance networks. 

 Investigate the effectiveness of leveraging facial 
features and characteristics for person identification 
within the proposed framework. 

 Implement a Reinforcement Learning-based Deep Q 
Network framework for person identification and 
deepfake detection within the surveillance system. 

 Evaluate the performance of the developed framework 
in accurately identifying individuals and detecting 
deepfake-generated content in real-time monitoring 
environments. 

 Assess the contribution of the proposed research to the 
advancement of surveillance systems and its ability to 
provide robust solutions for addressing emerging 
security threats posed by deepfake technology. 

C. Research Contribution 

 The research introduces a novel framework tailored to 
address the escalating threat of deepfake technology in 
real-time surveillance networks. By integrating 
Artificial Intelligence (AI) and Internet of Things (IoT) 
technologies, this framework offers a comprehensive 
solution for mitigating deepfake-related risks. 

 The study explores the effectiveness of leveraging 
facial features and characteristics for person 
identification within the proposed framework. By 
focusing on distinctive physiological attributes such as 
interocular distance, nasal width, and lip contours, the 
framework enhances accuracy in individual 
identification. 

 The research implements a Reinforcement Learning-
based Deep Q Network framework specifically 
designed for person identification and deepfake 
detection. This innovative approach harnesses machine 
learning algorithms to detect and combat deepfake-
generated content in real-time surveillance 
environments. 

 Through the integration of AI and IoT technologies, 
the proposed framework offers enhanced surveillance 
security capabilities. By leveraging the 
interconnectedness of IoT devices and the intelligence 
of AI algorithms, the framework ensures accurate 
individual identification while effectively combating 
emerging deepfake threats. 

 By addressing the pressing security challenges posed 
by deepfake technology, the research contributes to the 
advancement of surveillance systems. The proposed 
framework provides a robust and practical solution for 
safeguarding real-time monitoring environments 
against manipulation and deception, thereby enhancing 
overall security measures. 

II. RELATED WORK 

Several studies have investigated approaches to enhancing 
surveillance security through the detection of deepfake content 
and the re-identification of individuals in real-time monitoring 
environments. These studies have laid the foundation for the 
development of advanced AI-IoT-enabled frameworks aimed 
at addressing the emerging threats posed by deepfake 
technology. 

Face recognition technology has become a cornerstone of 
modern surveillance systems due to its ability to accurately 
identify individuals based on distinct facial features and 
physiological characteristics. This biometric method, which 
includes parameters such as interocular distance, nasal width, 
lip contours, and overall facial structure, has proven to be 
highly effective compared to other identification techniques 
like fingerprinting and iris scanning. Early works in face 
recognition focused on developing algorithms that could 
reliably detect and match faces in various conditions, leading 
to significant advancements in the field (Zhao et al. [6]; Jain et 
al. [7]). 
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The application of machine learning techniques has greatly 
enhanced the accuracy and efficiency of face recognition 
systems. Convolutional Neural Networks (CNNs), in 
particular, have been extensively used to extract features from 
facial images and match them against databases with high 
precision. Studies by Parkhi et al. [8] and Schroff et al. [9] 
demonstrated the efficacy of deep learning models in 
achieving state-of-the-art performance in face recognition 
tasks. These models are capable of handling various 
challenges such as changes in lighting, pose, and facial 
expressions, which are common in real-world surveillance 
scenarios. 

One notable area of research focuses on the development 
of deep learning-based techniques for deepfake detection. Li 
et al. [10] proposed a method based on convolutional neural 
networks (CNNs) for detecting deepfake videos by analyzing 
subtle inconsistencies in facial expressions and movements. 
Similarly, Zhou et al. [11] introduced a deep learning 
approach utilizing generative adversarial networks (GANs) to 
distinguish between authentic and manipulated images. These 
studies highlight the efficacy of deep learning algorithms in 
detecting deepfake content across various modalities. 

The advent of deepfake technology has introduced 
significant challenges to the security of surveillance systems. 
Deepfakes utilize generative adversarial networks (GANs) to 
create highly realistic synthetic images and videos, posing a 
threat to the integrity of biometric systems (Goodfellow et al., 
[12]; Karras et al., [13]). Research by Korshunov and Marcel 
[14] highlighted the potential misuse of deepfakes in spoofing 
face recognition systems, thereby compromising security. This 
necessitates the development of robust detection mechanisms 
to distinguish between genuine and manipulated content. 

In addition to deepfake detection, research efforts have 
also explored strategies for person re-identification in 
surveillance systems. Wang et al. [15] presented a novel 
approach based on feature matching and deep learning for re-
identifying individuals across multiple camera views. 
Similarly, Zheng et al. [16] proposed a method leveraging 
facial feature descriptors and graph-based matching 
algorithms to achieve accurate person re-identification in 
complex surveillance environments. 

Several approaches have been proposed to address the 
challenge of deepfake detection. Zhou et al. [17] introduced a 
two-stream neural network that combines spatial and temporal 
information to detect inconsistencies in deepfake videos. 
Similarly, Nguyen et al. [18] proposed a capsule network-
based method that captures hierarchical relationships between 
facial features, enhancing the robustness of detection models. 
These methods leverage advanced machine learning 
techniques to improve the accuracy of deepfake detection, 
even in the presence of sophisticated manipulations. 

Reinforcement learning (RL) has emerged as a powerful 
tool for enhancing the capabilities of surveillance systems. 
The Deep Q Network (DQN) framework, proposed by Mnih et 
al. [19], has shown promise in various applications due to its 
ability to learn optimal policies through trial and error. Recent 
studies have explored the integration of RL with surveillance 
technologies to improve decision-making processes in 

dynamic environments (Li et al., [20]). By employing a DQN 
framework, surveillance systems can adapt to new threats and 
optimize their operations in real-time. 

The integration of Artificial Intelligence (AI) with the 
Internet of Things (IoT) has further advanced the field of 
surveillance. IoT devices enable the collection and 
transmission of vast amounts of data, which AI algorithms can 
process to detect anomalies and recognize patterns. This 
synergy enhances the accuracy and efficiency of surveillance 
systems, enabling real-time monitoring and response (Sicari et 
al., [21]; Zanella et al., [22]). The proposed AI-IoT enabled 
surveillance framework leverages these technologies to 
address the challenges posed by deepfakes and enhance person 
identification processes. 

Furthermore, the integration of AI and IoT technologies 
has emerged as a promising approach to enhancing 
surveillance security. Chen et al. [23] developed an AI-IoT 
enabled framework for real-time video analytics in smart 
surveillance systems, incorporating deep learning algorithms 
for object detection and tracking. Similarly, Liu et al. [24] 
proposed an AI-driven surveillance system leveraging IoT 
sensors for environmental monitoring and anomaly detection. 

D. Limitations 

 Many studies and proposed methods have been tested 
in controlled environments, which may not accurately 
represent the variability and unpredictability of real-
world surveillance scenarios. Factors such as varying 
lighting conditions, occlusions, and diverse facial 
expressions can significantly impact the performance 
of face recognition and deepfake detection systems. 

 The rapid advancement of deepfake technology 
continues to outpace current detection methods. While 
studies like those by Li et al. and Zhou et al. have 
proposed effective techniques, the constant evolution 
of deepfake generation techniques presents ongoing 
challenges that current models may struggle to keep up 
with. 

 The application of advanced machine learning 
techniques, particularly deep learning models like 
CNNs and GANs, requires substantial computational 
resources. This can be a limitation for real-time 
surveillance systems, especially in resource-
constrained environments or when scaling the system 
to cover large areas. 

 While individual studies propose effective methods for 
specific problems (e.g., person re-identification or 
deepfake detection), integrating these solutions into a 
cohesive, scalable framework for widespread 
deployment in surveillance systems remains a 
challenge. Ensuring consistent performance across 
different scales and environments is crucial. 

 The use of biometric data, especially facial recognition, 
raises significant privacy issues. Research must address 
these concerns and ensure that surveillance systems 
comply with privacy regulations and ethical standards, 
which can be a complex and evolving requirement. 
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 Deep learning models used in surveillance systems are 
vulnerable to adversarial attacks, where small, 
intentionally crafted perturbations can lead to 
misclassification. Ensuring the robustness of these 
models against such attacks is an area that requires 
further research. 

 Although the integration of AI and IoT shows promise, 
it also introduces challenges related to data security, 
interoperability, and real-time processing capabilities. 
Ensuring seamless and secure integration while 
maintaining high performance is a significant research 
challenge. 

 Surveillance systems that rely on AI and deep learning 
require continuous updates and maintenance to address 
new types of threats and improve performance. This 
ongoing requirement can be resource-intensive and 
may pose logistical challenges for widespread 
implementation. 

 The effectiveness of deep learning models depends on 
the quality and quantity of training data. Many studies 
rely on specific datasets, which may not capture the 
full diversity of real-world scenarios. Developing 
comprehensive datasets that include diverse conditions 
and variations is essential for improving model 
robustness. 

 The deployment of advanced surveillance technologies 
involves ethical and legal considerations, particularly 
concerning the balance between security and individual 
privacy rights. Research must address these 
implications to ensure the responsible use of 
technology in surveillance applications. 

III. METHODOLOGY 

In this phase, we employ a computer vision-based 
approach to focus on video face identification. The process 
begins by evaluating and extracting frames from the input 
video sequence. We then apply a mixed feature extraction 
model, which has been trained using a Bayesian Learning 
model. As illustrated in Fig. 2, the general structure of the 

proposed model integrates a facial recognition system that 
processes the transformed frames from the video sequence. 
This model contains data on both faces and non-faces. During 
the training phase, faces are extracted and cataloged in a 
qualified database using an advanced feature extraction 
technique. During the testing phase, face detection and feature 
extraction processes are conducted on each frame of the input 
video sequence. The extracted features are then subjected to a 
feature matching and testing procedure, yielding the results 
from the face recognition model. This approach enhances the 
system's ability to accurately identify individuals, contributing 
to robust surveillance security. 

Fig. 2 illustrates the process of feature extraction for 
identifying individuals based on their facial features. This 
process is implemented using a Convolutional Neural 
Network (CNN) model. The CNN architecture is specifically 
designed to handle the complexities of facial recognition by 
learning robust feature representations from input images. 

The implementation of the CNN model begins with the 
preprocessing of the dataset to eliminate non-facial data. This 
step ensures that the input data fed into the CNN primarily 
consists of facial images, thereby enhancing the model's 
efficiency and accuracy. The preprocessing involves various 
techniques such as face detection and alignment to standardize 
the facial features before they are input into the CNN. 

Once the dataset is refined, the CNN model is trained to 
extract distinctive facial features from the images. The 
architecture typically comprises multiple layers, including 
convolutional layers for feature extraction, pooling layers for 
dimensionality reduction, and fully connected layers for 
classification. The model learns to identify and encode unique 
facial characteristics such as the distance between the eyes, 
nasal width, lip contours, and overall facial structure. 

The extracted features are then used to match within the 
dataset to identify individuals in surveillance videos. The 
CNN model compares the feature vectors of faces detected in 
real-time video streams with those stored in the database. By 
calculating the similarity between feature vectors, the model 
can accurately identify individuals, even in complex and 
crowded environments. 

 
Fig. 2. Feature extraction process for person re-identification using facial features. 
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This approach significantly enhances the capability of 
surveillance systems to perform reliable person identification. 
By focusing on facial features, the CNN model effectively 
distinguishes between different individuals and eliminates 
false positives arising from non-facial data. The process, as 
depicted in Fig. 2, demonstrates the robustness and precision 
of using CNNs for feature extraction and person identification 
in surveillance applications. 

Fig. 3 delineates the detailed process involved in the 
execution and generation of deepfake images. This process 
follows the successful re-identification of individuals by the 
trained model. 

After the completion of the person re-identification step, 
where the trained model accurately identifies individuals from 
the dataset, the next phase involves generating deepfake 
images of the identified person. This phase is crucial for 
assessing the system's ability to detect and mitigate deepfake 
threats effectively. 

The input data for this process is sourced from real-time 
surveillance videos. These videos provide the raw footage 
necessary for generating deepfake content. By using real-time 
data, the system ensures that the generated deepfakes are 
realistic and relevant to the current surveillance environment. 

Initially, the CNN model performs person re-identification 
on the surveillance footage. This step involves detecting faces 
in the video frames, extracting features, and matching them 
against the stored database to identify individuals. Once the 
person is identified, the system proceeds to generate deepfake 
images or videos. This involves the use of advanced 
generative models, such as Generative Adversarial Networks 
(GANs), which are trained to create highly realistic synthetic 
images. The generative model takes the identified person's 
facial features and creates altered versions, blending them 
seamlessly with the original footage to produce convincing 
deepfake content. 

The generation of deepfake images is not an end in itself 
but a critical step in testing and enhancing the surveillance 
system's robustness. By creating realistic deepfakes, the 
system can evaluate its effectiveness in detecting synthetic 
content and distinguishing it from genuine footage. This 
capability is essential for maintaining the integrity and 
reliability of real-time surveillance networks. 

Fig. 4 presents the proposed architecture for a 
Reinforcement Learning-based Deep Q Network (DQN) 
designed to enhance person re-identification and deepfake 
detection. This innovative architecture integrates advanced 
reinforcement learning techniques to improve the accuracy 
and reliability of surveillance systems. 

 
Fig. 3. Architecture for deepfake generation through person re-identification process. 

Fig. 4. Proposed architecture for reinforcement learning based deep Q network for person re-identification and deepfake detection. 
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Using this method, the system can identify any flaws that 
occur during the person re-identification process. If the system 
detects discrepancies or uncertainties in the identification 
results, it triggers an alert. This alert prompts the model to re-
verify the processed image, ensuring that the identification is 
accurate. Additionally, the system can instruct the model to 
diagnose and repair issues with the surveillance camera, if 
necessary, ensuring optimal functionality of the hardware 
components. 

After successfully completing the person re-identification 
phase, the architecture proceeds to the next step: Deepfake 
generation. The re-identified and processed image is used as 
the basis for creating deepfake content. This step leverages the 
previously verified and accurate identification to produce 
realistic deepfake images or videos. 

The system is equipped to identify deepfakes by 
comparing the actions performed by the actual person with 
those of the synthetic duplicate. The architecture employs 
sophisticated algorithms to analyze and detect inconsistencies 
between real and fake actions, enhancing the system's ability 
to spot deepfakes effectively. 

At the core of this architecture is the Deep Q Learning 
process, which plays a crucial role in feature extraction. The 
DQN model learns to extract meaningful and robust features 
from the surveillance footage, which are essential for accurate 
person re-identification and deepfake detection. The 
reinforcement learning approach allows the model to 
continuously improve its performance by learning from 
interactions with the environment. 

The DQN model optimizes its actions based on the Q-
value function, which estimates the expected rewards for 
state-action pairs. This process ensures that the model selects 
actions that maximize the long-term rewards, leading to more 
accurate and reliable surveillance outcomes. 

By integrating these components, the proposed 
architecture effectively enhances the capabilities of AI-IoT 
enabled surveillance systems. It ensures accurate person re-
identification, reliable deepfake detection, and maintains the 
overall integrity and security of the surveillance network. 

The deepfake detection model being suggested utilizes 
transfer learning, adversarial training, data augmentation, 
ensemble approaches, cross-domain validation, and human re-
identification to enhance its ability to generalize. The system 
utilizes domain-invariant features, multi-domain training, 
simulated environments, augmentation approaches, and 
incremental learning to sustain its performance over time. 
Nevertheless, the model encounters constraints when it comes 
to the extent of its application. These limitations encompass 
the need for significant computational resources, the 
requirement for real-time processing, concerns regarding data 
privacy and security, variations in the environment, obstacles 
caused by occlusions and crowds, the capacity to scale up, the 
expenses associated with deployment, the maintenance of the 
model, and the necessity for specialized knowledge. 

Significant obstacles might arise from high computing 
needs, real-time processing, data privacy and security 
concerns, environmental unpredictability, occlusions and 

crowds, infrastructure requirements, deployment costs, and 
model maintenance. 

The process of assessing the performance of a model 
involves comparing the time it takes for the model to make 
predictions and the speed at which the system responds. This 
entails utilizing a varied dataset, doing tests on various 
hardware configurations, and analyzing frame rate to 
comprehend the real-time processing capacity. The speed of 
the system is determined by measuring latency, employing 
asynchronous processing, and utilizing pipeline parallelism. 

Person re-identification is evaluated by employing a 
dataset that includes several camera angles, resolutions, and 
ambient variables. Real-time restrictions are upheld by 
optimizing the flow of data and the processing pipelines. 
Performance metrics encompass several factors such as the 
average time taken for inference, the rate at which tasks are 
processed, the delay in the system, the delay in individual 
components, and the extent to which resources are utilized. 

E. Training Dataset and Data Preprocessing 

The training dataset for AI-IoT-enabled surveillance 
security systems comprises both genuine and counterfeit 
recordings. These movies are labeled as either "Real" or 
"Fake" and contain other metadata such as the source, method, 
and timestamps. The dataset also contains multi-camera 
footage with persons who have been labeled, along with 
supplementary information. Data preprocessing encompasses 
several steps, including frame extraction, face detection and 
alignment, data augmentation, normalization, feature 
extraction, and person re-identification. The available datasets 
are UCF-101, Celeb-A etc. 

IV. EXPERIMENTAL RESULTS 

The implementation of the AI-IoT-enabled surveillance 
security system involves several key components: 

1) IoT devices: Cameras and sensors deployed in the 

surveillance area to capture video and image data. 

2) Edge computing: Local processing units close to the 

IoT devices to perform initial data processing and filtering. 

3) Cloud infrastructure: Centralized servers for storing 

large datasets, training machine learning models, and 

performing intensive computations. 

4) AI models: Deep Learning and Reinforcement Learning 

models for person re-identification and deepfake detection. 

5) Data collection: Utilize high-resolution cameras to 

capture facial images and videos in various lighting and 

environmental conditions. Gather datasets from publicly 

available sources such as Market-1501, DukeMTMC-reID, 

and FaceForensics++ for training and testing. 

6) Data preprocessing: Use face detection algorithms 

(e.g., MTCNN, Haar Cascades) to locate and extract faces 

from the images and videos. Normalize the facial images to a 

fixed size and apply data augmentation techniques (e.g., 

rotation, scaling) to increase dataset variability. Extract facial 

features using pre-trained models such as VGG-Face or 

Facenet. 
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7) Model development: Person Re-Identification: Use 

Convolutional Neural Networks (CNNs) such as ResNet or 

custom architectures designed for re-identification tasks. Train 

the CNN model on the preprocessed dataset using supervised 

learning, optimizing for metrics like Rank-1 Accuracy and 

mean Average Precision (mAP). Fine-tune the model on 

specific datasets to improve performance and generalization. 

8) Model development: DeepFake detection: Utilize 

advanced models like XceptionNet, EfficientNet, or custom 

architectures. Train the models on datasets containing both 

real and deepfake videos, optimizing for accuracy, precision, 

recall, and F1-score. Extract temporal and spatial features to 

differentiate between real and manipulated content. 

9) Reinforcement Learning-based Deep Q Network (RL-

DQN): Define the environment where the agent interacts, 

including state representation (e.g., features extracted from 

facial images) and action space (e.g., identification or 

rejection). Train the RL agent using Deep Q-Learning, where 

the agent learns to maximize the cumulative reward by 

correctly identifying individuals and detecting deepfakes. 

Design a reward function that provides positive feedback for 

correct identifications and detections, and negative feedback 

for errors. 

10) Performance evaluation and optimization: Evaluate 

the models using metrics like accuracy, precision, recall, F1-

score, Rank-1 Accuracy, mAP, and inference time. Perform 

cross-validation and testing on diverse datasets to ensure 

robustness and generalization. Optimize models for real-time 

performance by reducing model complexity, using 

quantization, and deploying efficient architectures. 

Continuously update the models with new data and adversarial 

training to improve detection capabilities against evolving 

deepfake techniques. 

Deploy the integrated system in the surveillance area, 
ensuring proper installation of IoT devices, edge processors, 
and cloud connectivity.  Implement automated workflows for 
data collection, processing, and analysis. Continuously 
monitor system performance, detect anomalies, and perform 
regular maintenance. Implement feedback loops to update the 
models with new data and improve system accuracy over time. 

Fig. 5 is the test result generated on personre-
identification. The image is processed into a model and it 
matches with dataset. Fig. 6 is another level of result showing 
person re-identification with different scenario like 
overcoming all flaws like background color, brightness, sckin 
color etc. 

Fig. 7 and Fig. 8 are the deepfake generated images that 
tell about the motion of both images. The action of a person 
and image are imitated at a time. Fig. 9 is the other result that 
shows that deefake generation using the art images.  In both 
the results deepfake results generated are motion-based 
datasets. One of the action is showing teeth and other is head 
rotation. Likewise we can also regere motion based results like 
yawing, mouth opening etc. 

 
Fig. 5. Proposed person re-identification result. 

 
Fig. 6. Person re-identification result. 

 
Fig. 7. Deepfake generation: Eyes moving. 

 
Fig. 8. DeepFake generation: Showing teeth. 
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Fig. 9. DeepFake generation: head rotation. 

The Table I is the result is about state of the art models and 
their results on different datsets. We also highlited 
architectures they have used. Finally the proposed system 
architecture is receiving highest accuracy. The Table II is the 
result of deepfake detection comparison of all the state of the 
art models. To compare this we have used the datasets 
available related to it. 

Fig. 10 and Fig. 11 shows the representation of overall 
performance of all the existing models and compared with 
proposed model on basis of person re-identification and 
deepfake detection. 

TABLE I. STATE OF THE ART MODELS COMPARISON: DEEPFAKE DETECTION 

Model Name Architecture Dataset 
Accuracy 

(% ) 

Precision 

(% ) 
Recall (% ) 

F1-Score 

(% ) 

Inference Time 

(ms/frame) 

XceptionNet CNN FaceForensics++ 99.7 99.7 99.7 99.7 30 

EfficientNet-B4 CNN DeepFake Detection Challenge 93.0 92.5 93.2 92.8 20 

Capsule-Forensics 

(Capsule) 
Capsule Network FaceForensics++ 96.6 96.8 96.4 96.6 50 

MesoNet CNN DeepFake-TIMIT 89.5 90.1 88.9 89.5 15 

DSP-FWA Frequency Analysis Celeb-DF 95.2 94.8 95.6 95.2 25 

Proposed model RL-DQN DeepFake 99.85 99.85 99.85 99.85 50 

TABLE II. STATE OF THE ART MODELS COMPARISON: PERSON RE-IDENTIFICATION 

Model Name Architecture Dataset 
Rank-1 

Accuracy (% ) 
mAP (% ) 

Inference Time 

(ms/frame) 

AGW (Adaptive Granularity) CNN Market-1501, DukeMTMC-reID 95.1 88.2 50 

PCB (Part-based Convolutional Baseline) CNN Market-1501, DukeMTMC-reID 93.8 81.6 60 

MGN (Multiple Granularity) CNN Market-1501, DukeMTMC-reID 96.0 86.9 55 

AlignedReID++ CNN Market-1501, DukeMTMC-reID 94.4 88.1 40 

TransReID Transformer Market-1501, DukeMTMC-reID 95.2 90.6 70 

Proposed model RL-DQN Market-1501, DukeMTMC-reID 98.85 95.5 85 
 

 
Fig. 10. DeepFake detection: State-of-the-art models comparison with 

proposed model. 

 
Fig. 11. Person Re-identification: State-of-the-art models comparison with 

proposed model. 

V. CONCLUSION 

The integration of AI and IoT technologies in surveillance 
systems offers a transformative approach to enhancing 
security and addressing emerging threats. In this research, we 
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presented a comprehensive framework for an AI-IoT enabled 
surveillance security system that focuses on two critical 
aspects: Deepfake detection and person re-identification. 

Face recognition, leveraging distinctive facial features and 
physiological characteristics, remains a highly effective 
biometric tool for identifying individuals. However, the rise of 
deepfake technology has introduced significant security 
vulnerabilities, undermining the reliability of traditional 
surveillance systems. To counter these threats, our proposed 
framework utilizes a Reinforcement Learning-based Deep Q 
Network (RL-DQN) to enhance the accuracy and robustness 
of person identification and deepfake detection. 

By combining AI and IoT, our framework not only 
accurately identifies individuals but also effectively detects 
and combats deepfake-generated content, ensuring the 
integrity of real-time monitoring environments. The RL-DQN 
approach demonstrates superior performance in adapting to 
dynamic and complex surveillance scenarios, providing a 
robust solution to emerging security challenges. 

This research contributes to the advancement of 
surveillance systems by delivering an innovative, AI-driven 
strategy that addresses the dual challenges of person re-
identification and deepfake detection. The implementation of 
our AI-IoT enabled framework significantly enhances the 
security of real-time surveillance networks, offering a reliable 
and resilient defense against sophisticated threats. Through 
this work, we pave the way for future developments in secure 
and intelligent surveillance technologies. 

The future work can be carried out on surveillance 
applications where real-time images are needed to be 
identified in order to avoid major damage to society. The 
advanced Deep Learning algorithms can be used to detect live 
captured images and integration of IoT technology is very 
useful for designing the network. 
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Abstract—Agriculture is essential to the world's desire to 

produce food, generate income, and maintain livelihoods. Citrus 

fruits are produced worldwide and have a significant impact on 

food production, nutrition, and agriculture. During production, 

farmers face difficulties due to diseases that affect plant growth. 

Black spot, canker, and greening are some citrus leaf diseases 

that risk citrus production, resulting in economic losses as well as 

reduced supply stability. Early detection of these diseases 

through recent technologies like deep learning will help farmers 

with better yields and quality. The current methods fall short in 

marking the area affected by the disease with accuracy and more 

performance. This work has a novel method proposed for the 

segmentation and classification of citrus leaf diseases. The 

method consists of three phases. In the first phase, DeepOverlay 

L-UNet is used to segment the affected regions. In the second 

phase, disease detection is carried out using VGG-RefineNet, and 

in the third phase, the affected region is highlighted in the 

original image with a severity level. On the other hand, the 

DeepOverlay L-UNet model proves to be effective in detecting 

affected areas, thereby enabling clear visualization of the spread 

of the disease. The result affirms that the proposed method 

outperforms with a better training IOU of 0.9864 and a 

validation IOU of 0.9334. 

Keywords—Citrus disease detection; highlighting affected 

region; Deep learning; semantic segmentation; DeepOverlay L-

UNet; VGG-RefineNet 

I. INTRODUCTION 

Agriculture plays a major influence in the world economy 
since it is essential to supporting livelihoods, promoting 
economic expansion, and raising national GDPs [1]. Concerns 
regarding food shortages and rising demand arise as the global 
population is projected to surpass ten billion by 
2060, underscoring the significance of agriculture in 
addressing these issues [2]. However, threats to crop 
production include diseases, pests, and long climate change, 
which have an impact on production yield and quality 
worldwide [3]. 

Citrus is one of the species of plants that are produced 
globally, with output reaching 157.98 million tons. It is an 
essential part of global agriculture and is utilized in various 
sectors, particularly the food and nutrition industries. Examples 
of these plants are lemons and oranges. Diseases that affect 
output and quality pose serious concerns for citrus crops. Citrus 

production is at risk from diseases including blackspot, canker, 
and greening, which can result in financial losses and a less 
stable supply. Monitoring disease conditions through plant 
observation and the direct use of pesticides in agriculture in 
every adverse situation are two alternate approaches to disease 
protection. This approach is known globally and is simple for 
producers to use. This method's drawback is that certain 
producers unknowingly utilize chemical pesticides. The most 
frequent issue with medication usage that occurs unknowingly 
is the incorrect medicine used due to incorrect disease 
detection in plants. The welfare of people affected by 
unknowing drug usage. Citrus black spot, citrus cancer, and 
greening are the most prevalent illnesses in the citrus 
production field. These diseases are quite common in 
commercial citrus production [4]. These are the reasons why 
the disease wants to be detected immediately, and appropriate 
action should be taken. If not, it results in a loss of product 
quality and quantity. 

Citrus greening is a highly destructive citrus disease 
worldwide. These diseases can affect any commercial citrus 
variety. Asian Citrus Pselid (ACP) (Diaphorina citri) is one of 
the diseases responsible for this illness. To stop greening from 
spreading further, trees impacted by the disease must be 
destroyed [5]. Worldwide, many commercial citrus cultivars, 
particularly grapefruit, sweet oranges, and lemons, are afflicted 
with citrus bacterial cancer. Humid-wet areas with extreme 
temperatures, precipitation, and wind are more conducive to 
the spread of this illness. This disease is characterized by early 
fruit and leaf loss, dark blotches on the leaves, and bubble-like 
diseases in different tree sections [6]. On the fruit and leaves of 
citrus trees, the citrus black spot typically takes the form of 
freckle marks. It can also be observed as lesions on the crop's 
branches. It is a condition that is more frequent in warm 
climates, like citrus cancer. Phyllosticta citricarpa is the fungus 
disease that causes Citrus black spot. These must degrade the 
yield and quality [7]. These diseases affect crop quality and 
yields. Sensible practices in agriculture, including spraying and 
new technologies, are being used to avoid plant diseases. Deep 
learning approaches are utilized to segment and categorize 
plant diseases, as evidenced by the literature study. 

In agriculture, statistics on image data are essential for 
disease detection, image segmentation, and crop assessment on 
yields. Statistical data is used in agriculture to assess disease 
levels according to pigment factors such as hue, saturation, and 
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brightness [8]. Furthermore, statistical data on images is 
essential for recognizing how plant diseases affect crop yields, 
particularly in nations like India, where agriculture plays a 
major economic role [9]. For measuring and diagnosing 
diseases, image segmentation methods like genetic algorithms 
use statistical analysis to divide pictures into discrete sections 
[10]. Disease severity and disease grades in crops are estimated 
using statistical indicators such as Region of Interest (ROI) and 
percentage of Occurrence of Infection (POI) [11]. Farming 
operations may be enhanced with the use of this data, resulting 
in higher yields and more environmentally friendly farming 
methods. 

Many methods were recently investigated in studies to 
identify plant diseases. Standard approaches include importing 
leaf images, segmenting the damaged region by pre-processing 
for noise reduction, utilizing algorithms for disease 
identification, and extracting features using methods like LBP 
and HoG [12]. To diagnose diseases based on observable 
symptoms on leaves, recent advances have focused on deep 
learning models, namely CNNs, that perform away with the 
need for manual feature description [2]. According to the 
category of disease and severity of damage, potential 
treatments are then suggested by applying deep learning 
techniques such as DenseNet for disease categorization and 
segmentation [9]. Furthermore, techniques like CAAR-UNet 
models use preprocessing, data preparation, and architectural 
improvements to identify and categorize sick areas in plant leaf 
images [13]. 

Segmentation in identifying diseases helps locate and 
characterize the boundaries of diseased regions that lie within 
images [14] [15]. It distinguishes between healthy and 
diseased areas, which assists in determining the severness and 
position of the diseases on the plant’s leaf. By segmenting 
images, it is easy to identify particular disease signs, such as 
blackspots and canker, based on texture, colour, and shape-
defining features. Segmentation techniques such as semantic 
segmentation and instance segmentation are used to properly 
identify and categorize various diseases in plants, hence 
improving disease detection accuracy. Overall, segmentation is 
a key phase in disease detection, allowing for focused 
examination and categorization of plant diseases. 

Semantic segmentation is important for identifying plant 
diseases. Accurate diseased region segmentation is possible 
with refined deep learning models such as DenseNet and 
Hybrid-DSCNN. These models can identify damage to plant 
leaves at the pixel level, enabling accurate disease 
identification [16]. Semantic segmentation not only helps to 
categorize diseases and determine the stage of disease, but it 
also gives useful information for recommending appropriate 
treatments. Additionally, the use of weakly supervised learning 
approaches improves classifier performance by showing 
disease symptoms and infected regions, allowing for a better 
understanding of plant disease. Overall, semantic segmentation 
is a strong method for properly detecting and managing plant 
diseases. 

Disease classification requires the use of advanced methods 
like Support vector Machines, Convolutional Neural Networks, 
and DenseNet for accurate categorization [17] [18]. These 

methods use image analysis and the extraction of features to 
recognize and categorize different diseases in plants [19]. 
ShuffleNetV2, for example, is used to classify plant leaf 
diseases while maximizing the model's accuracy through 
parameter setups and feature selection. Furthermore, ML and 
DL algorithms are utilized to diagnose diseases, demonstrating 
the importance of these classification methods. By using these 
tools, researchers can improve agricultural disease detection 
and treatment processes. 

This research effort uses deep learning technology to 
recognize and categorize citrus diseases on leaves in their early 
stages. A discussion on segmentation and classification has 
been concluded after a literature review. The segmentation 
phase receives most of the attention. The whole focus is 
concentrated on the diseased region. There is also a need for 
developing and utilizing a broader plant segmentation approach 
that may be applied in both regulated and natural 
circumstances. Using pre-trained deep learning models, some 
authors have analysed the classification of citrus diseases. 
Following the initial step in image processing, which involved 
preprocessing the data set, the authors have used classification 
models to identify disease areas. Till now, disease borders and 
classes have not been accurately highlighted by the 
segmentation and classification models. This work proposed a 
novel DeepOverlay L-UNet approach for highlighting the 
affected region with precise boundaries based on severity and 
improved intersection over union. The disease classifications 
are recognized by VGG-RefineNet. The proposed method, 
DeepOverlay L-UNet, uses semantic segmentation to divide 
the diseased area from the leaf, and the flow is shown in Fig. 1. 

 
Fig. 1. Block diagram. 
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The paper's layout is organized in this way: Section II 
contains the literature survey. Section III discusses the 
description of the dataset. Section IV provides a detailed 
explanation of the entire methodology's working process. 
Section V, outlines the assessment criteria for the proposed 
method and discusses the usefulness of this method in 
performing real-time testing, highlighting, and detecting. 
Finally, the general summary, constraints, and prospects are 
covered in Section VI. 

II. LITERATURE SURVEY 

This section offers an extensive examination of various 
techniques for detecting plant diseases in order to understand 
how they work and recognize any possible limitations. As the 
global population surges, agriculture becomes increasingly 
vital for the energy needs of nations. Yet plant diseases reduce 
crop yields and quality, creating obstacles to agricultural 
progress. Accurate diagnosis of disease is essential to 
successful prevention and control. Disease identification has 
always been a manual procedure carried out by professionals 
that takes time. To overcome these inefficiencies, an automated 
system for identifying plant diseases was developed and 
implemented.  Moreover, recent technological advancements 
have been employed to examine plant diseases and pests within 
the agricultural sector. The core of contemporary research in 
this domain is artificial intelligence, particularly its subset, 
machine learning. Furthermore, deep learning (DL) techniques 
have proven effective in various image processing applications, 
such as detecting, segmenting, recognizing, and categorizing 
diseases. 

With the use of pre-processing and hybrid optimisation 
approaches, [14] creates an optimized framework using 
YOLOv7. YR2S (YOLO-Enhanced Rat Swarm Optimizer) 
incorporates Red Fox Optimization alongside ShuffleNetv2. 
Using ShuffleNet with ERSO for classification, the framework 
creates feature maps for leaf detection, and FCN-RFO is used 
to segment regions that are prone to illness. When applied to a 
tailored dataset, the model performs better than existing 
methods. 

For diagnosing diseases and detecting damage to plant 
leaves, an automated method is suggested. [9] With 100% 
classification accuracy, the first step utilizes DenseNet to 
diagnose illnesses based on leaf pictures. In step two, a 1D 
Convolutional Neural Network (CNN) with 97% accuracy is 
used to identify leaf damages through semantic segmentation 
using deep learning. Depending on the type of disease and the 
extent of damage, the third stage recommends treatment. [20]  
A MULTINET approach was created to address the problem of 
3D plant leaf disease detection and severity predictions by 
integrating multi-agent DRL and EfficientNet. Four processes 
are used in the framework: segmentation, species detection 
with classification by using a block divider model, Enhanced 
Deep Q-Network, EMMARO-based data augmentation, and 
numerous agents utilizing Deep Reinforcement Learning 
(DRL). 

The method for automatically recognizing and identifying 
multi-biotic tomato leaf lesions is presented in study [16] and 
utilizes multiple CNNs. This system utilizes Hybrid-DSCNN 
for semantic segmentation, Mask R-CNN for segmentation, 

and a CNN for classification. The Hybrid-DSCNN two-layer 
Layer-Convolution achieved segmentation and classification 
accuracy of 98.25%, along with a precision of 95.7%. [13] The 
CAAR-UNet, an autoencoder with attention and residual 
connections, utilizes a cascading structure in the computer 
vision method created to precisely detect and diagnose diseases 
in plant leaves early on. Achieving an average pixel precision 
of 95.26%, the deep learning approach achieves 
good precision. 

In study [21], presents the dataset of Wheat Rust Disease at 
NUST (NWRD), which classifies wheat rust disease (WRD) 
into several kinds and categories using multi-leaf pictures from 
wheat fields. The UNet semantic segmentation model paired 
with the adaptive patching with feedback approach, showed 
encouraging outcomes. The research in [22] work explores the 
segmentation of disease using the U-Net architecture. The 
research utilized VGG16, MobileNet-v2, AlexNet, and 
DenseNet201 deep learning methods on a set of 60 images 
containing angular leaf spot and bean rust diseases. This work 
found that segmented pictures had greater classification 
accuracy than the original ones. 

The authors in study [23] suggested technique for precisely 
identifying and classifying agricultural diseases, such as early 
and late blight, to assess disease damage is the Detection 
Transformer for Disease Segmentation (DS-DETR). To 
increase convergence speed, the model utilizes the Plant 
Disease Classification Dataset for unsupervised pre-training. 
To improve model accuracy, the query box is given Gaussian-
like spatial weights using Spatially Modulated Co-Attention 
(SMCA). Evaluating this model on the Tomato Leaf Disease 
Segmentation Dataset resulted in a disease grading accuracy of 
0.9640. 

For integrated fusarium head blight (FHB) severity 
identification, [8] they developed a system that fuses multiple 
models based on deep learning. High-throughput wheat spike 
photos showed 97.6% segmentation accuracy, whereas fine and 
complicated FHB spots showed 99.8% accuracy. The approach 
also improved the classification of wheat FHB grading, moving 
from stages of disease management to the breeding process. 

Utilizing Felzenszwalb's graph-based segmentation 
technique with annotated citrus fruits [24], a model of the deep 
neural network is developed to detect the severity of the 
condition. The prognostic model attains a 99% accuracy rate 
for minor severity levels, 98% accuracy for major severity 
levels, 96% accuracy for good conditions, and 97% accuracy 
for moderate severity levels. There are four severity categories 
for citrus fruit illnesses, and this method is effective and valid 
for identifying them. 

The authors in study [1] aims to differentiate and categorize 
canker, greening, and blackspot diseases in citrus crops by 
utilizing image processing and machine learning algorithms. 
Preparation and segmentation tasks are performed on various 
images from the dataset Citrus Leaves Prepared. A new CNN 
structure is designed to consist of four blocks and brief 
directions. The model can effectively differentiate between 
citrus black spot, bacterial canker, and huanglongbing 
(greening), as they are predominantly categorized by it. 
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The study utilizes segmented images to focus on and feeds 
them into deep neural networks in order to create an ensemble 
stacked deep learning model for automatically detecting 
mango-leaf diseases [25]. Combining the output of the deep 
neural network with an ML model is utilized for detecting leaf 
illness. With an accuracy rate of 98.57%, the model performs 
better than existing models. 

With the purpose of identifying and classifying biotic stress 
in coffee leaves early on, this work presents the extracted 
feature ensemble (EFE) approach. [26]  The method enhances 
classification performance by utilizing custom-designed 
features and convolutional neural networks (CNNs) based on 
transfer learning. The effect of dimensionality on the 
performance of the model is evaluated, and three approaches 
are suggested to analyse extracted feature sets. This 
work indicates that the process of feature concatenation 
improves the accuracy and discriminative power of 
classification models. 

However, existing approaches have limitations such as 
inadequate background conditions, cost complexity, 
misclassifications, and overfitting [27]. The AgriDet system, 
composed of a fusion of Kohonen-based deep learning 
networks and the traditional INC-VGGN, is introduced to 
address this issue. By incorporating a dropout layer, a Kohonen 
learning layer, and a pre-trained INC-VGGN model, the 
system is able to effectively identify and categorize illnesses. 

Research indicates that using attention-based dilated CNN 
logistic regression is an effective approach for identifying 
tomato leaf disease. In study [19] images are preprocessed with 
bilateral filtering and Otsu segmentation; a synthetic image is 
generated using the Conditional Generative Adversarial 
Network model, features are normalized, and a logistic 
regression classifier is used to categorize the images. The 
results of this study show that the accuracy in training, testing, 
and validation for identifying multiclass tomato leaf diseases is 
100%, 100%, and 96.6%, respectively. 

Detecting diseases in sugarcane plants using current 
methods is inaccurate. The study in [28] identify and classify 
sugarcane leaf disease with high accuracy, The deep transfer 
learning model presented in this work is based on quantum-
behaved particle swarm optimization (QBPSO-DTL). 
SqueezeNet, a deep-stacked autoencoder, and optimum region-
expanding segmentation are all used in the modelling process. 

In [29], study is centred on developing a fusion model for 
detecting and classifying diseases in rice plants using Efficient 
Deep Learning techniques (EDLFM-RPD). This method 
utilises preprocessing techniques such as median filtering, K-
means segmentation, a manually created Gray Level Co-
occurrence Matrix (GLCM), deep features from Inception, and 
Swarm Optimization with a Fuzzy Support Vector Machine 
(FSVM) model. Tests demonstrate improved efficiency, with a 
top accuracy of 96.170%. 

TABLE I.  COMPARISON OF VARIOUS SEGMENTATION TECHNIQUES WITH THE DEEPOVERLAY L-UNET 

Application Dataset 
Number of 

images 
Methods Performance Author 

Disease classification A new plant disease dataset 18345 Optimized ShuffleNet v2 Average Accuracy: 99.69% [14] 

Damage detection on leaves 
Plant village dataset (four 

diseases) 
8,875 1D-CNN Average accuracy of 97% [9] 

Segmentation and detection of 

plant disease 

The Tomato Leaf Disease 

Dataset (TLDD) 
1004 Hybrid-DSCNN 

Accuracy: 98.24%, IoU: 92.91%, 

Precision: 92.83%, Recall: 94.36% 
[15] 

Citrus disease detection and 

classification 
citrus dataset 598 Modified CNN Average Accuracy: 95%. [1] 

Segmentation and detection 
The Tomato Leaf Disease 
Dataset (TLDD) 

1680 
Hybrid-DSCNN 
(2Layer-USN) 

IoU: 92.8%, mIoU: 94.24%, 
accuracy: 98.25%. 

[16] 

Earlier disease detection. Mango leaf diseases 2000 
Ensemble Stack neural 

network. 
Accuracy 98.57% [25] 

Precise detection of diseases in 

plant leaves. 

The Plant Village Dataset 
and the Coffee Leaf 

Dataset. 

400 
Cascade Autoencoder 
incorporating Attention 

Residual U-Net 

Pixel accuracy mean: 95.26%, IoU: 

0.7451. 
[13] 

Early disease detection 
NUST Wheat Rust Disease 

Dataset 
100 Octave-UNet IoU of 0.316, F1 score of 0.529. [21] 

Disease Segmentation and 

Classification 
Dry bean leaves 120 U-Net and DenseNet201 

IoU: 0.7725, 

F1-score: 0.9459%. 
[22] 

Plant disease detection and 

categorization. 
coffee leaves 4000 modified VGG16 test accuracy: 97.9%. [30] 

Diagnosing the disease 

Severity. 

Fusarium Head Blight on 

Wheat. 
3875 

Mobilev3 and 

Deeplabv3+ 

MIoU: 83.61, accuracy: 98.54%. 

overall accuracy rate of 86.9%. 
[8] 

Disease severity classification 
Plantdoc and Plant Village 

datasets 
2,598 INC-VGGN 

Training accuracy:  98.9%, and 

validation accuracy: 96.00%. 
[27] 

Detection and severity analysis 

of disease 
Grape dataset 500 

DeepLabV3+ is based on 

ResNet50. 
overall accuracy: 97.75% [11] 

Leaf disease detection. 
Tomato leaf from the Plant 

Village dataset 
18,161 Modified UNet 

Test accuracy: 98.66%, IoU of 

98.5%, dice: 98.73%. (Separate 

leaf and background) 

[31] 

Highlighting the affected 

disease region with a severity 

percentage. 

Citrus plant dataset ±5000 
DeepOverlay L-UNet, 

and VGG-RefineNet 

Train IOU of 0.9864, validation 

IOU of 0.9334, overall 
classification accuracy of 98%. 

Proposed 
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Various methods are proposed for citrus leaf segmentation 
and classification in the literature. Table Ⅰ summarizes the 
efforts made to identify diseases in several plant species using 
these methods. Even though the methods proposed in the 
literature perform well in segmentation and classification, they 
fail in severity-based classification and highlighting the region 
of interest, which plays a major role in early and accurate 
disease detection. The proposed method is chosen since the 
model balances global context encoding and local detail 
refinement for accurate segmentation boundaries, which is the 
major contribution of this work. 

III. DATASET DESCRIPTION 

This study utilizes Citrus Leaves Setup, a citrus dataset 
available for open access. There are four categories in the 
collection: citrus black spot, citrus canker, and greening, which 
are the most common citrus diseases, along with pictures of 
healthy leaves. The dataset from study [32] contains images 
with a resolution of 256x256. The dataset has a smaller number 
of images as well as reduced quality, with an unbalanced 
distribution of data classes across different data. 

This study focuses on enhancing disease detection accuracy 
in plant pathology by improving citrus leaf image quality and 
stability through preprocessing and augmentation techniques. 
The initial stage of preprocessing is essential, as it transforms 
simple images into a format that is easier to analyse. This is 
achieved by making several improvements: increasing contrast 
by 10% to highlight features, boosting brightness by 60% to 
counteract possible underexposure, and tripling sharpness to 
bring out intricate details [25]. These enhancements are 
essential to ensuring that upcoming machine learning models 
can recognize and absorb the fundamental aspects of the data. 

Augmentation techniques artificially expand the dataset by 
approximately five thousand images, leading to a wider and 
more inclusive collection of images for training the model. 
This study involves examining both axes, rotating at angles of 
0 and 90 degrees, and utilizing scaling factors of 0.5 and 1. 
These changes mimic the various positions, inclinations, and 
dimensions that leaves can exhibit in their natural 
surroundings, enabling the models to handle the diversity 
found in real-world situations. Additionally, employing the 
HSV colour scheme for image masking could help separate 
unhealthy areas. [10], [33] Establishing specific thresholds 
enables various masks to effectively separate colour data and 
reveal distinct areas of interest, which are then extracted and 
evaluated for disease identification. 

The last step in preprocessing and augmentation involves 
placing masks on top of the original images. The use of a 
partially transparent layer allows for a direct visual comparison 
between healthy and diseased regions, leading to a better 
understanding of the impact of the disease, and this overlaid 
data is highly effective in segmentation. This overlay serves as 
both a helpful aid for visual examination and a useful tool for 
displaying data in a user-friendly way. Fig. 2, Fig. 3, and Fig. 4 
included in this study show the detailed process of preparing 
citrus leaf images for effective disease identification, 
highlighting the crucial role of thorough preprocessing in 
image analysis for detecting plant diseases. A detailed 
breakdown of the number of images in a given class within this 
dataset, as well as its numbers after augmentation, is presented 
in Table Ⅱ. The data specifically prepared for segmentation is 
displayed in Table Ⅲ. 

 
Fig. 2. Representative images extracted from the dataset. 
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Fig. 3. Representative images from dataset after preprocessing and augmentation for classification. 

 

Fig. 4. Sample input of original image, masked images, and overlayed images for segmentation.

TABLE II.  TRAIN, TEST AND A VALIDATION SET OF ORIGINAL AND AUGMENTED DATASETS FOR CLASSIFICATION

 Training Testing Validation Total sample 

original augmented original augmented original augmented original augmented 

Blackspot 122 852 15 106 15 106 152 1064 

Canker 121 845 15 106 15 106 151 1057 

Greening 171 1192 21 149 21 149 213 1491 

Healthy 46 326 6 40 6 40 58 406 

Total 460 3215 57 401 57 401 574 4018 

TABLE III.  TRAIN SET, TEST SET OF OVERLAYED AND MASKED IMAGES FOR SEGMENTATION 

 Overlayed image Masked image Total sample 

Train set 460 460 920 

Test set 114 114 228 

Total 574 574 1148 
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IV. METHODOLOGY 

In this work, a DeepOverlay L-UNet architecture was used 
in the proposed method. The output of the method was then fed 
into the VGG-RefineNet deep learning architecture to detect 
and categorize plant diseases based on the severity percentage 
of the citrus-diseased plants. Initially, preprocessing involves 
resizing, enhancing, improving contrast, and augmenting 
images to avoid inconsistencies in the dataset. The HSV 
threshold-based colour scheme is used to separate diseased 
areas in image masking to address complex, multiple 
background challenges. This research provides distinct 
information about colour related to specific diseases. 
Following that, place the masks on top of the original image. In 
the first phase, masked images and overlayed images are fed as 
input for semantic segmentation. The semantic segmentation 
method DeepOverlay Leaky Relu-based deep learning is used 
to extract and learn features from diseased areas of the citrus 
leaf region. The affected area of the diseased citrus leaf is 
predicted using a combination of DeepOverlay L-UNet 
characteristics. In the second phase, disease classes are 
identified through classification using VGG-RefineNet. The 
model surpasses current methods in segmentation, detection, 
and classification, showing improved validation and accuracy. 
Finally, in the third phase, the severity of the disease on the 
citrus leaf is assessed by the Highlighting Disease Area with 
the Affected Percentage (HDAP) method, which calculates the 
percentage of the affected area by identifying the disease 
boundary and using the DeepOverlay L-UNet to segment and 
overlay the affected area on the leaf. Researchers calculate the 
total affected percentage on the citrus leaf by measuring both 
the entire leaf area and the area covered by the disease. 

The detection and classification of diseases are crucial in 
the field of agriculture. This detection method using images 
helps make it easier to protect crops from disease compared to 
sensor-based solutions. Proposing an improved application is 
crucial to helping farmers. Citrus farmers have the ability to 
recognize suspicious images of their crops and gather essential 
data, such as the severity percentage of the disease. Here 
researcher emphasizes the use of a neural network approach, 
utilizing DeepOverlay L - UNet and VGG - RefineNet deep 
neural networks to accurately identify the affected region on 
the leaves. This allows for the trustworthy recognition and 
detection of citrus plant diseases. This technique involves three 
separate steps: segmentation, highlighting the disease-affected 
area, and categorizing with a deep neural network. Fig. 10 
provides an overall overview of the proposed work. The 
disease identification method consists of three stages: a 
proposed (DeepOverlay L-UNet) enhanced base network for 
segmentation, an improved (VGG-RefineNet) network for 
classification, and the introduction of the Highlighting Disease 
Area with Affected Percentage (HDAP) method. The following 
paragraphs will outline each of these phases: 

A. DeepOverlay L-UNet for Segmentation 

Once the masked image and overlay images have been 
preprocessed, they are used as input for the training process. 
The DeepOverlay L-UNet is an advanced neural network 
created specifically for image segmentation. The process starts 
with selecting an input image. The network's design is built on 

the U-Net model, featuring both an encoder to capture image 
context and a decoder for accurate localization. Within the 
encoder part, convolutional layers are used along with batch 
normalization and Leaky ReLU activation functions with an 
alpha value of 0.1. This particular activation function is 
selected for its capacity to enable low gradients when the unit 
is not active, thereby addressing the vanishing gradient issue 
often associated with conventional ReLU functions. The 
decoder segment uses transposed convolutions to enlarge the 
feature maps, which are then joined with the encoder feature 
maps that correspond. This stage is essential for the network to 
accurately pinpoint and outline the edges of the objects in the 
image. The output layer contains a convolutional process 
combined with a sigmoid activation function, producing a 
probability map that displays the segmented sections of the 
image. 

Custom metrics like IoU, mean IoU, weighted mean IoU, 
pixel accuracy, mean pixel accuracy, mean boundary F1 score, 
and dice coefficient are utilized to assess the network's 
performance. These measurements offer a thorough evaluation 
of the quality of segmentation. The training procedure includes 
building the model with an Adam optimizer and a binary cross-
entropy loss function. The model is trained for 150 epochs with 
a batch size of 2, showing a thorough optimization process to 
enhance segmentation skills. 

Finally, the network includes a visualization component 
where the predicted segmentation masks can be overlaid on the 
original images. This visual inspection is essential for verifying 
the model’s predictions and ensuring the segmentation’s 
accuracy. In essence, the DeepOverlay L-UNet with its Leaky 
ReLU-enhanced encoder and comprehensive metrics, offers a 
robust solution for image segmentation tasks, ensuring detailed 
and accurate delineation of image features. The model 
architecture is explained below: 

The DeepOverlay L-UNet architecture is designed for 
semantic segmentation tasks, where the goal is to categorize 
every pixel in an image into various classes, such as separating 
foreground from background. 

1) Encoder: The model's encoder part includes 

convolutional layers and pooling layers. It transforms the 

input image into a compact, meaningful representation known 

as the latent space. Convolutional layers derive hierarchical 

features from the input data, while pooling layers decrease the 

spatial dimensions of the feature maps. The model includes 

two encoder blocks, each composed of a convolutional layer, 

batch normalization, and max pooling. 

 The first encoder block takes an input tensor with the 
shape (128 x 128 x 3) and uses 32 filters, producing 
output tensors x1 and p1. 

 The second encoder block takes the output tensor p1 
from the first block as its input and uses 64 filters, 
resulting in output tensors x2 and p2. The number of 
filters increases with each subsequent encoder block to 
capture more complex features. 

a) Convolutional layer: The fundamental component of 

CNNs is the convolutional layer. It applies kernels (filters) to 
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the input data and extracts local features. This layer uses filters 

to capture specific characteristics from the input data by 

moving the filter across the input and conducting element-

wise multiplications. Convolutional layers learn spatial 

hierarchies of features, capturing patterns like edges, textures, 

and shapes. 

b) Batch normalization: Batch normalization (BN) 

stabilizes training by normalizing the activations of each layer, 

addressing issues like vanishing or exploding gradients. BN 

normalizes the mean and variance of activations within a 

mini-batch. It introduces learnable parameters (gamma and 

beta) to scale and shift the normalized values. It improves 

convergence speed, generalization, and robustness. 

c) Activation function: An activation function, such as 

ReLU, brings non-linear elements to the model, enabling it to 

learn complex patterns. 

d) Max pooling: Pooling layers decrease spatial 

dimensions while maintaining essential features. Max pooling 

selects the maximum value within a region (e.g., 2x2) of the 

feature map. Pooling layers downsample the feature maps, 

reducing the computation and preventing overfitting. It 

summarizes features, enhancing the model's robustness to 

changes in position. 

2) Leaky ReLU activation: Leaky ReLU activation is 

applied to both x1 and x2. Negative values in x1 and x2 are 

scaled by the alpha value (usually set to a small positive 

number). Positive values remain unchanged. Leaky ReLU is 

applied after each encoder block to allow a small gradient 

when the input is negative, preventing vanishing gradients and 

helping in learning complex features. 

3) Bottleneck block: A bottleneck block with 128 filters 

follows the encoder blocks, capturing high-level features and 

compressing them into a compact representation. 

4) Decoder: The decoder reconstructs the original input 

from the latent representation using transposed convolutional 

layers to increase spatial dimensions. The decoder’s output 

aims to match the original input (e.g., a reconstructed image). 

Two decoder blocks are specified, each consisting of a 

transposed convolutional layer for the upsample, concatenated 

with the relevant encoder output, and an additional 

convolutional layer. 

 The first decoder block takes an input tensor b 
(bottleneck output), concatenated with the 
corresponding encoder output x2 and uses 64 filters. 

 The second decoder block takes the output from the 
first decoder block as its input, resulting in output 
tensors x1 and 32 filters. Each decoder block includes a 
transposed convolutional layer, concatenation, and 
another convolutional layer. The decoder blocks 
progressively refine the features and recover spatial 
information lost during downsampling in the encoder. 

a) Transposed convolutional layer (Deconvolution): 

Transposed convolutional layers (also known as 

deconvolutional layers) perform upsampling. It increases 

spatial dimensions, allowing the network to generate higher-

resolution outputs. Transposed convolutions apply filters in 

reverse; they project a smaller feature map onto a larger one. 

These are commonly used in image generation tasks (e.g., 

GANs) and semantic segmentation. 

b) Concatenation with skip connection: The decoder 

block concatenates the upsampled feature maps with the 

corresponding feature maps from the encoder (skip 

connection). Utilize skip connections (also known as residual 

connections) for transmitting information between layers. This 

aids in spreading intricate details. By integrating both low-

level and high-level characteristics, the model is able to 

improve the localization of objects and boundaries. In U-Net 

architectures, the encoder's feature maps are combined with 

the decoder's feature maps to enhance segmentation outcomes. 

An additional convolutional layer: The combined feature 
maps undergo further enhancement with an additional 
convolutional layer. 

5) Output layer: The final output, showing the likelihood 

of each pixel being part of the foreground, is generated by a 

1x1 convolutional layer with a sigmoid activation function, 

with an output shape of 128 x 128 x 1. 

6) Model training and evaluation: The model is built 

using binary cross-entropy loss and Adam optimizers with 

multiple evaluation metrics. During training, the model learns 

to minimize the loss function by adjusting its weights. The 

evaluation metrics (IoU, accuracy, etc.) assess the model’s 

performance on validation data. 

Prediction and Visualization: Predictions are made on 
training and validation data. Overlay images are created by 
combining the original image and the predicted mask. The 
overlay helps visualize the segmentation results, which helps 
highlight the affected area. The segmented output of different 
citrus diseases is shown in Fig. 5, and the architecture diagram 
of DeepOverlay L-UNet is shown in Fig. 6. 

In this method leaky Relu is introduced to gain more 
features in the citrus image and overlay the segmented output 
to original image, this will visualize affected area. These 
differentiates the proposed method from the U-Net. By using 
the DeepOverlay L-UNet Severity region exactly extracted 
compared to other methods. 

Algorithm: Disease Region Detection using DeepOverlay L-
UNet 

Input: Training overlayed images (X_train), corresponding ground 
truth masks (Y_train), and validation images (X_val). 

Output: Predicted masks for leaf disease regions. 

Step 1: Load the training images and ground truth masks. 

Step 2: Define the L-UNet model architecture: 

    Input layer to accept images of shape (128, 128, 3). 

    Encoder blocks to capture features at different scales. After 
each convolutional block within the encoder, apply 
LeakyReLU activation. 

 Bottleneck block with convolutions but no pooling. Apply 
LeakyReLU activation after the bottleneck to maintain 
gradient flow. 

 Decoder blocks to upsample and restore the original image 
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dimensions. After each convolutional block within the 
decoder, apply LeakyReLU activation. 

   Output layer utilizes the sigmoid activation function for 
prediction of the segmentation mask. 

Step 3: Compile the model with Adam optimizer, binary_crossentropy 
loss, and custom metrics (e.g., IoU, F1-score). 

Step 4: Train the model on the training data with a validation split for 
monitoring performance. 

Step 5: Predict masks on the validation set (X_val) using the trained 
model. 

Step 6: Apply a threshold to convert the model's predictions to binary 
masks. 

Step 7: Overlay the predicted masks on the original validation images 
to visualize the results. 

Step 8: Calculate the affected area (number of pixels) based on the 
overlay mask. 

Step 9: Repeat steps 5 - 8 for a random validation sample. 

Step 10: Display the original image, masked ground truth, predicted 
mask, and overlay. 

End Algorithm 

B. VGG - RefineNet Network for Classification 

Following preprocessing, the dataset images are given as 
input to the training stage. The base model starts by using 
transfer learning to understand the characteristics. Transfer 
learning begins by utilizing a pre-existing base model. The 
training of these models was done using extensive datasets, 
such as ImageNet, and have acquired the ability to identify 
basic characteristics such as edges, textures, and shapes. The 
convolutional layers of the basic model function as feature 
extractors. They acquire the ability to identify basic 
characteristics in images. Utilizing a pre-trained base model 
allows you to leverage its acquired features without starting the 
training process from the beginning. The model's custom layer 
merges the feature extraction abilities of the base model with 
custom layers that understand specific patterns related to the 
task. The VGG RefineNet model was modified by 
incorporating custom layers (flatten, dense, batch 
normalization, dropout) to suit researcher dataset. With the 
VGG-RefineNet model, the characteristics of citrus plant 
diseases are being learned more precisely. The final 
classification probabilities are provided by the output layer. 

The disease samples are subsequently processed by the 
VGG – RefineNet following modification of the current model. 
This recently created neural network is utilized for classifying 
the citrus diseases. The newly created neural network consists 
of the input layer, convolution layer, pooling layer, flatten 
layer, dense layer, batch normalization layer, dropout layer, 
and output layer. In this neural network, a deeper 
understanding is gained on the disease detection process to 
capture all essential features related to each disease category. 
Better precision is achieved in learning the texture, shape, size, 
colour, and other characteristics which avoids 
misclassification. The roles of the various layers are outlined 
below: Every layer in the neural network carries out a 
distinctive role. 

1) The base layer (VGG16): The VGG16 base model is 

made up of 13 convolutional layers which are responsible for 

extracting features from the input image. Filters are applied in 

each convolutional layer to learn specific patterns in the local 

area. VGG-16 employs compact convolutional filters (3x3 in 

size). A ReLU activation function follows every convolutional 

layer. Proceeded by five layers of max pooling. Max pooling 

decreases spatial dimensions by downsampling the feature 

maps. It aids in preserving critical characteristics while 

decreasing the amount of computation needed. In 

implementation, VGG-16 utilizes max pooling with a stride-2 

and a window size of 2x2. 

a) Layers that are being frozen: Freezing the last four 

layers stops their weights from being modified in the training 

process. This is crucial for transfer learning, as it enables the 

model to keep the knowledge gained from ImageNet while 

adjusting the top layers for your particular task. 

2) Flatten Layer: The Flatten layer converts the results 

from the convolutional layers into a single-dimensional array. 

Following the extraction of features by the base model, the 

flattened representation is used as input for the following fully 

connected layers (dense layers). When the convolutional 

layers output shape is (batch_size, h 

3) eight, width, channels), the shape of the flattened 

output becomes (batch_size, height x width x channels). 

4) Dense layers: After the flattened representation, 

researchers added two dense layers: The initial dense layer 

consisted of 1024 units and used ReLU activation. It grasps 

features at a high level. The following layer, with n_classes 

units (4 in this case), is the second dense layer and has 

softmax activation. It generates probabilities for different 

classes. 

First dense layer: 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑅𝑒𝐿𝑈 (𝐼𝑛𝑝𝑢𝑡 ∙ 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 + 𝐵𝑖𝑎𝑠)

Second dense layer (output layer):  

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝐼𝑛𝑝𝑢𝑡 ∙ 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 + 𝐵𝑖𝑎𝑠) 

5) Batch normalization layer: Batch normalization 

normalizes the outputs of the preceding layer, reducing 

internal covariate shifts during training. It scales and shifts the 

normalized activations using learned parameters to stabilizes 

training, improve convergence, and accelerate learning. 

𝑂𝑢𝑡𝑝𝑢𝑡 
Input − μ 

𝜎
. 𝛾 +  𝛽  

𝜇 −  mean

𝜎 −  standard deviation.

𝛾 − scaling factor.

𝛽 −  shift factor.

6) Dropout layer: Dropout prevents overfitting by 

randomly turning off neurons while training. During each 

training iteration, a fraction of neurons (specified by the 

dropout rate 0.5) is randomly dropped out. The mask 

randomly sets some values to zero. 
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𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐼𝑛𝑝𝑢𝑡 ∙ 𝑀𝑎𝑠𝑘   

The general structure involves extracting features from the 
primary model and incorporating specialized layers designed 
for the plant disease categorization assignment. 

C. Highlighting Disease Area with Affected Percentage 

(HDAP) 

HDAP is the process that carried out throughout the work 
because it needs to get the original leaf area and predicted 

mask area it means disease disease-affected area to highlight 
the affected area with the severity percentage. It is helpful to 
avoid the cause of disease affected by the minimal usage of 
pesticides, fertilizers, and climate change. In this work 
researcher used DeepOverlay L-UNet and VGG-RefineNet to 
extract the details of the disease region, disease class to 
highlight the disease region, class on the original image to 
visualize for the farmer. 

 

Fig. 5. Segmented output of different citrus diseases. 

 

Fig. 6. Architecture diagram of DeepOverlay L-UNet.
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The Highlighting Disease Area with Affected Percentage 
(HDAP) is a methodical process used to identify and quantify 
disease-affected areas in images, such as leaves in citrus plant 
disease detection. Before highlighting the disease area in citrus 
leaves researcher identified the area of the entire leaf by using 
contour function and it acquire coordinates of the leaf 
boundary pixels, then draw contour iterates over the list of 
contour points and draws lines between these points on the 
original image till it formed a loop. The region enclosed by the 
contour, which gives the area of the polygon defined by the 
contour points is used to get the area of the disease part in leaf. 
Using the trained segmentation model (Deepoverlay L-UNet) 
to predict the disease mask then Overlay the predicted mask on 
the original image. After overlaying the mask, identify and 
highlighting the contours of the disease-affected regions using 
contour function. Calculating the pixel area of the overlay 
image to get the area of the diseased part in citrus leaf. The 
HDAP is process computed the ratio of the area that is affected 
to the total area of the leaf, expressed as a percentage. This 
HDAP method provides important information about the 
existence and severity of disease within a leaf. These are 
explained in below steps: 

1) Original image and contour extraction: 

 Begin with an original image, such as a citrus leaf. 

 Convert the original RGB image to grayscale. 
Grayscale simplifies edge detection, which is essential 
for contour extraction. 

 Apply thresholding using Otsu’s method to create a 
binary image. This step separates the foreground (citrus 
leaf regions) from the background. Pixels above the 
threshold become white, while others remain black. 

 Detect contours within the binary image using 
cv2.findContours(). These contours represent the 
boundaries of the disease-affected areas. 

 Draw these contours on the original image to visualize 
the leaf areas. The cv2.drawContours() function 
overlays the contours, providing a clear outline of the 
affected regions. 

2) Leaf area calculation: 

 Use cv2.contourArea() to calculate the area of each 
contour. This function applies Green’s theorem to 
compute the area enclosed by the contour points. 

 Sum up the areas of all detected contours to determine 
the total leaf area affected by the disease (in pixels). 

3) Predicted mask, overlay and classify: 

 Employ a trained segmentation model to predict the 
disease mask (segmentation mask) for the given image. 

 Threshold the predicted mask to obtain a binary image. 

 Overlay the predicted mask on the original image using 
a contrasting color (e.g., red) to highlight the affected 
regions. 

4) Diseased area calculation: 

 Calculate the pixel area of the overlay image by count 
number of non-zero pixels (white pixels) in the binary 
mask using NumPy functions. This provides the pixel 
area of the affected regions. 

5) HDAP calculation: 

 Calculating the HDAP by expressing the affected area 
as a percentage of the total leaf area. 

 The HDAP ratio helps quantify the disease’s extent, 
aiding in diagnosis, treatment planning, and monitoring. 

The HDAP process is versatile and applicable beyond leaf 
disease detection, serving as a valuable tool in various fields 
requiring detailed image analysis and segmentation. Whether 
in agriculture imaging, HDAP provides insights into the 
presence and severity of disease, facilitating informed 
decisions and interventions. 

D. Evaluation Metrics 

1) Precision: It calculates the proportion of accurately 

predicted positive observations out of all predicted 

positives. A low false positive rate is associated with high 

precision. 

Pecision =  
True Positives

Predicted Positives + 𝜖
  

2) Recall: It is also referred to as sensitivity and calculates 

the ratio of accurately predicted positive observations to all 

true positives. A low false negative rate is associated with high 

recall. 

Recall =  
True Positives

Possible Positives+ 𝜖
  

3) F1 score: It is determined by averaging precision and 

recall, calculated using the harmonic mean. Balancing 

precision and recall are helpful when needed. 

F1 Score =  2 × 
Precision × Recall

Precision + Recall + 𝜖
 

4) Specificity: Measures the percentage of correct 

predictions for negative outcomes compared to the total 

number of actual negative outcomes. It represents the 

frequency of accurate negatives. 

𝑆pecificity =  
True Negative

Possible Negative +𝜖
   (8) 

5) Accuracy: It is a popular metric for assessing a model's 

performance on a specific dataset, it is determined by the ratio 

of accurately classified samples to the overall sample size. 

Accuracy =  
Number of Correct Predictions

Total Number of Predictions
 

6) Intersection over union (IoU): IoU is a commonly used 

measurement in segmentation challenges for evaluating the 

overlap between predicted and actual segmentation. It 

measures the proportion of the overlapping region compared 

to the total area. 
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IoU =  
Intersection

Union + 𝜖
  

7) Mean IoU: The average IoU score across all samples. It 

provides an overall performance measure for segmentation 

tasks. 

𝑀𝑒𝑎𝑛 𝐼𝑜𝑈 =  
1

N
∑

 Intersectioni

Unioni + 𝜖

N
I =1   

8) Weighted mean IoU: Similar to average Intersection 

over Union, this metric assigns more weights to classes with 

larger pixel counts. This is useful when class imbalance is 

present. 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑀𝑒𝑎𝑛 𝐼𝑜𝑈 =  
∑ IoUi

N
i=1  × Weightsi

∑ Weightsi
N
i=1

 

9) Pixel accuracy: Calculates the proportion of pixels 

classified correctly. It is an easy method to evaluate the overall 

accuracy of a segmentation model. 

Pixel Accuracy =  
Correct Pixels

Total Pixels
  

10) Dice coefficient: Like IoU, calculates the intersection 

between two samples. The total number of pixels in both 

images divided by two is equal to the area of overlap. The 

Dice Coefficient incorporates a smoothing parameter to avoid 

dividing by zero. It evaluates the intersection of two samples 

and is especially beneficial for tasks involving binary 

segmentation. 

Dice Coefficient =  
2 × Intersection + smooth

Sum of True + Sum of Pred + smooth
 

Intersection is the overlap between the actual labels and the 
predicted labels. Sum of True is the overall count of true labels. 
Pred sum is the overall count of predicted labels. A tiny 
constant, smooth, is added to avoid division by zero and to 
enhance the metric for improved stability and performance. 

 

Fig. 7. Citrus Canker leaf sample on HDAP process. 

 
Fig. 8. Citrus Blackspot leaf sample on HDAP process. 
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Fig. 9. Sample on highlighting the disease affected area with affected. 

 
Fig. 10. Percentage. Overall Process of Citrus Disease Segmentation, Classification and HDAP. 
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TABLE IV.  CITRUS DISEASE PREDICTED, SEGMENT OVERLAYED, CLASSIFIED AND HIGHLIGHTED THE DISEASE AFFECTED AREA WITH PERCENTAGE.

Input Image 
Disease area Predicted by the proposed 

model 

Overlay predicted into the 

input image 

Proposed Classification  and HDAP   ( by 

pixels) 

 
   

 
 

  

 
 

  

 
   

    
 

V. RESULTS AND DISCUSSION 

The research consists of three sections. The initial phase 
involved extracting disease from masked images of the 
afflicted, which were segmented using DeepOverlay L - UNet. 
This deep learning approach helped in identifying the disease. 
In the latter section, the segmented layered images were 
categorized using the VGG – RefineNet Deep learning 

technique. In the third section, the disease area that was 
extracted was shown independently and the affected area of the 
disease was measured compared to the total leaf area using the 
HDAP method. After that, the segmentation and classification 
performance metrics were acquired and assessed. Fig. 10 
illustrates the complete process of segmenting, classifying, and 
performing HDAP on citrus diseases in the study. 
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DeepOverlay L–UNet was utilized to segment the disease 
affected areas in the segmentation section. In this model 
proposal, the data consists of pre-processed data from the 
original images, masked images, and overlayed masks on 
original images. Following this step, the data is divided into 
sets for training and testing purposes. Next, the DeepOverlay 
L-UNet is put together and acquires a deeper understanding 
through the use of training data. 

After finishing the training, the original images are 
displayed by overlaying the real values, predictions, and 
projections on top of them. Ultimately, the trained model's 
performance was assessed. The following are the listed steps 
for the proposed method of the DeepOverlay L-UNet 
architecture.1) Uploaded the pre-processed data, 2) generated 
plots showing the images alongside the mask and overlay 
images, 3) divided data into training and validation sets, 4) 
Compiled and trained the model, then displayed the original 
image, ground truth, predicted image, and overlay of predicted 

on original image, 5) Assessed the model using precision, 
recall, accuracy, IoU, Dice-Coefficient, and other metrics. 

By utilizing Overlayed masked images as inputs and 
applying Leaky ReLU activation after each encoder block, this 
model gains finer details to improve performance in IoU, Pixel 
Accuracy, and Dice-Coefficient metrics. 80% of the dataset is 
allocated for training, while 20% is reserved for testing and 
segmented using DeepOverlay L-UNet. To explore the 
effectiveness of the DeepOverlay L-UNet architecture, the 
model's performance was assessed with 25, 50, 75, 100, 125 
and 150 epochs to determine its impact on enhancing 
performance. Fig. 11, Fig. 12, Fig. 13, Fig. 14, Fig. 15 and 
Table Ⅴ display the precision, recall, specificity, f1 score, 
accuracy, loss, IoU, Mean IoU, Pixel Accuracy, and Dice-
coefficient graphs, values obtained from the experimental 
results. Examples of predicted diseased images using the 
proposed model can be seen in images Table Ⅳ. 

 
Fig. 11. Graphs showing the accuracy and loss during 150 epochs of training and validation. 

 
Fig. 12. Graph showing the precision and recall during 150 epochs of training and validation. 
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Fig. 13. Graph showing the specificity and f1_Score during 150 epochs of training and validation. 

 
Fig. 14. Graph showing the IoU and Mean IoU during 150 epochs of training and validation. 

 
Fig. 15. Graph showing the pixel accuracy and dice coefficient during 150 epochs of training and validation.
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TABLE V.  EVALUATION METRICS OBTAINED ON DEEPOVERLAY L-UNET

Training Model Evaluation Metrics 

Epochs Accu Val- Accu IOU Val-IOU Pixel Accu Val Pixel Accu Dice Val-Dice Loss Val- loss 

25 0.9869 0.9873 0.8347 0.8361 0.9869 0.9873 0.9190 0.9288 0.0500 0.0484 

50 0.9927 0.9894 0.9066 0.8861 0.9927 0.9894 0.9579 0.9537 0.0296 0.0374 

75 0.9958 0.9913 0.9427 0.9113 0.9958 0.9913 0.9749 0.9647 0.0197 0.0319 

100 0.9968 0.9915 0.9552 0.9165 0.9968 0.9915 0.9810 0.9667 0.0160 0.0315 

125 0.9990 0.9921 0.9801 0.9234 0.9990 0.9921 0.9918 0.9703 0.0096 0.0321 

150 0.9993 0.9931 0.9847 0.9334 0.9993 0.9931 0.9936 0.9744 0.0079 0.0282 
 

During the classification phase, the segmented overlaid 
image is categorized into a particular disease class. In our 
modern society, technology plays a crucial role in our daily 
lives. In this research, pre-trained models were selected based 
on their top classification accuracy. Moreover, these models 
were chosen to examine the impact of varying depths and 
parameter counts on the accuracy of classifying segmented 
images. Once these images have been pre-processed, they are 
then transferred to the training phase. After the images are pre-
processed, they are then fed as an input to the training phase. 
Utilizing a pre-existing base model in VGG-RefineNet allows 
for leveraging the advantages of learned features without the 
need to start training from the beginning. The custom layers in 
the VGG-RefineNet model, such as flatten, dense, batch 
normalization, and dropout, enhance the base model's feature 
extraction abilities to learn specific patterns for tasks like 
disease classification. Fig. 16 provides detailed values for 
recall, precision and F1-score. It is evident that the proposed 
classification method gives better precision for black spot and 
greening, while the recall is better for canker and healthy. 
Additionally, the F1-score improves across all diseases. 
Furthermore, Fig. 17 illustrates the confusion matrix for the 
proposed CNN model. It is observed that there are four 
misclassifications on black spot and five misclassifications in 
greening, while there is no misclassification on canker and 
healthy. 

The percentage of severity on the citrus leaf is determined 
by highlighting and measuring the disease affected area. This 
HDAP method starts with the original leaf image, applies 
Otsu's method to separate the leaf region from the background, 

then obtains the contour and overlays it onto the leaf region. 
Determine the leaf region's area by measuring the contour's 
area. Next, utilize the segmentation model to forecast the 
disease mask and superimpose it onto the initial image with a 
different colour. Subsequently, identify the contour, sketch the 
outline for the affected part, and determine the area of the 
affected part by analysing the overlaid area, which includes the 
count of non-zero pixels representing the diseased portion. 
Following that, determine the percentage of citrus disease 
affected by comparing the disease area to the total area of 
citrus leaves. In conclusion, the output image displayed the 
classified result and the percentage of citrus disease affected, as 
seen in Table Ⅳ. Next, the citrus leaf image samples processed 
using the HDAP algorithm are displayed in Fig. 7 and Fig. 8, 
while the entire process is illustrated in Fig. 9. 

By utilizing the segmentation model as proposed, the 
training model achieved a success rate with an IOU of 0.9847, 
mean IOU of 0.9846, weighted mean IOU of 0.9874, pixel 
accuracy of 0.9993, mean pixel accuracy of 0.9993, dice 
coefficient of 0.9936, mean boundary f1 score of 0.9557, 
precision of 0.9974, recall of 0.9975, f1 score of 0.9974, 
specificity of 0.9996, loss of 0.0079, and accuracy of 0.9993. 
The Validation model achieved success with the following 
metrics: intersection over union (IOU) of 0.9334, mean IOU of 
0.9334, weighted mean IOU of 0.9517, pixel accuracy of 
0.993, mean pixel accuracy of 0.9931, dice coefficient of 
0.9744, mean boundary F1 score of 0.9504, precision of 
0.9778, recall of 0.9769, F1 score of 0.9773, specificity of 
0.9959, loss of 0.0282, and accuracy of 0.9931. 

 

Fig. 16. Recall, precision, F1-Score and accuracy. 
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Fig. 17. Confusion matrix of the proposed VGG-RefineNet.

VI. CONCLUSION 

This research introduces a new deep learning model using 
convolution, leaky relu, and transfer learning to detect, 
segment, highlight, and classify citrus canker, blackspot, and 
citrus greening diseases found on citrus leaves, a topic not 
covered in existing literature. The method being suggested 
involves four different stages. Initially, the unhealthy region is 
determined using HSV preprocessing, and the mask is applied 
to the original image. Following this, standard image 
preprocessing techniques are performed to improve contrast, 
brightness, scale, and rotation. In the next phase, DeepOverlay 
L-UNet is used to extract additional features from the citrus 
image by enabling slight gradients in the negative inputs with 
the introduction of Leaky Relu on the perimeter of each 
convolution block in the encoder block. This aids in acquiring 
complex features for a more precise and accurate segmentation 
of disease areas. During the third phase, feature extraction and 
classification are carried out using transfer learning techniques. 
The proposed VGG-RefineNet design shortens training time by 
leveraging a pre-trained base model to extract features without 
starting training from scratch. During stage four, the HDAP 
method calculates the affected disease area by obtaining the 
leaf area through contour functions and determining the area of 
the affected region by counting the number of pixels in the 
overlay image that is not zero. Next, once these values are 
identified, the next step is to calculate the ratio of the impacted 
area to the entire leaf area, representing it as a percentage. The 
limitation of the proposed work is after the segmentation 
process the larger area of the region of interest is considered 
for classification purpose, further it can be extended for the 
smaller regions. 

Based on the IOU measures, the proposed method 
outperforms the existing segmentation algorithm to extract the 
affected regions. Further, the classification model achieved a 
maximum success rate for blackspot, citrus canker, citrus 

greening, and healthy class in the citrus leaves dataset, with a 
98% success rate for overall citrus plant disease. 
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Abstract—Although delivery transport activities aim to 

ensure excellent customer service, risks such as accidents, 

property damage, and additional costs occur frequently, 

necessitating risk control and prevention as critical components 

of transport supply chain quality. This article analyzes the risk of 

accidents, a fundamental root cause of critical situations that can 

have significant economic impacts on transport companies and 

potentially lead to customer loss if recurring. The case study 

develops a fuzzy Bayesian approach to anticipate accident risks 

through predictive analysis by combining Bayesian networks and 

fuzzy logic. Results reveal a strong correlation between fatal 

injuries in accidents and factors related to driver and vehicle 

conditions. The predictive model for accident occurrence is 

validated through three axioms, offering insights for carriers, 

transport companies, and governments to minimize accidents, 

injuries, and costs. Moreover, the developed model provides a 

foundation for various predictive applications in freight 

transport and other research fields aiming to identify parameters 

impacting accident occurrence. 

Keywords—Road traffic injuries; risk management; predictive 

analysis; Bayesian network; fuzzy logic; accident 

I. INTRODUCTION 

Road traffic injuries (RTIs) are a major cause of death, 
claiming nearly 1.3 million lives each year. About 90% of 
these fatalities occur in low- and middle-income countries 
[source: World Health Organization. Global status report on 
road safety 2018. WHO, 2018]. The African region had the 
highest road traffic death rate 26.6 per 100,000 population, 
while the European region had the lowest 9.3 per 100,000 
population [1]. The South-East Asia Region, motorized two- 
and three-wheelers contribute to a significant 44% of all road 
traffic deaths [2]. 

Predicting accidents is inherently complex due to the 
multitude of contributing factors, including road user 
behaviors, vehicle conditions, physical road characteristics, and 
environmental influences [3], [4]. Despite the extensive 
research on road safety, a significant challenge remains in 
effectively predicting and mitigating the risk of accidents to 
enhance overall transport safety. 

This paper addresses this gap by developing a predictive 
model that leverages Bayesian networks (BNs) and fuzzy logic 
to anticipate accident risks. The fuzzy-Bayesian approach 
combines the probabilistic reasoning capabilities of BNs with 
the imprecision handling of fuzzy logic, providing a robust 
framework for risk prediction and management in transport 
systems. 

The article is organized as follows: Section II provides an 
overview of the literature on road accidents and the use of 
Bayesian networks (BNs) in transportation. Section III details 
the construction and validation of the fuzzy-Bayesian model. 
Section IV discusses the results obtained. Finally, Section V 
offers conclusions and suggestions for further research, 
outlining the practical implications of the findings for carriers, 
transport companies, and policymakers aiming to reduce road 
traffic accidents. 

By addressing the critical issue of accident prediction and 
prevention, this study aims to contribute to the broader goal of 
enhancing road safety and reducing the human and economic 
toll of RTIs. The proposed fuzzy-Bayesian model not only aids 
in predicting accidents but also serves as a foundational tool for 
developing various predictive applications in the field of 
freight transport and beyond, ultimately striving for safer and 
more efficient transport systems globally. 

II. RELATED WORK 

In this section, we briefly present a review of the literature 
relevant to our study context, which concerns Accident and 
Bayesian network applications in the transportation field. 

A. Risk Road Accidents 

In physics, a collision is characterized as a sudden and 
uncontrolled change in a vehicle's accumulated kinetic energy. 
Accidentology, the science of studying accidents, focuses 
particularly on how kinetic energy is dissipated during such 
events. 

In the paper [5], the authors employed image processing 
methods to identify lane boundary lines, aiming to enhance the 
development of driver assistance systems for accident 
prevention. The aim of the study [6] was to detect risk factors 
related to geometric road design where crashes might happen. 
As for study [7], they proposed represents an economical 
accident prevention embedded system based on obstacle 
detection IR sensor, to Prevent Road Accident by Lane 
Detection and Controlling. Using a Fuzzy-Bayesian Approach, 
[8] Predictive Analysis of Delivery Delay Risk including the 
prediction of the accident’s occurrence. In the same context of 
Road traffic accidents, [9] offers a comprehensive examination 
encompassing data sources, analytical methodologies, and 
influential factors, the authors of [9] has also described 
different methods utilized for road traffic accident forecasting, 
that are, Machine Learning [10], Genetic Algorithms [11], 
[12], [13], Bayesian Networks [14], [15], Support Vector 
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Machines [16], Convolutional Neural Networks [17], Artificial 
Neural Network [18], Three Data-Mining Techniques [19]. 

BNs are considered one of the most powerful prediction 
methods in a wide range of research fields [20]. This study 
harnesses the capabilities of Bayesian networks (BN) for risk 
prediction, aiming to forecast the likelihood of road accidents. 

B. Applications of BNs in the Transportation field 

Bayesian networks is a powerful Probabilistic Graphical 
Model for learner modeling under uncertainty. BNs have been 
used with great success in many systems, with different 
objectives, from medical diagnostic [21] predicting types of 
hematological malignancies, to the Water supply field [22] 
Predicting Rehabilitation of Water Distribution Networks. BNs 
is employed also in transportation domains for different 
prevention’s categories. In the article [23], authors utilized 
Bayesian networks (BNs) to quantify accident risks, aiming to 
identify high-risk areas, in study [24] authors have developed a 
BNs a BN model to pinpoint factors influencing motor carrier 
safety. The purpose of two works [25] and [26] was the 
evaluation of driving behavior, and modeling drivers’ vehicle 
usage patterns based on the time of day. Moreover, the 
application of BNs extends to various transportation aspects, 
including traffic congestion prediction [27], freight demand 
prediction [28], as well as delivery delay risk [8]. 

III. MODELING THE RISK OF ACCIDENT USING A FUZZY-

BAYESIAN APPROACH 

A. Definition to Bayesian Network (BN) & Directed Acyclic 

Graph (DAG) 

1) What is Bayesian Network? 

A Bayesian network (BN) is a graphical probabilistic 
model used for acquiring, representing and exploiting 
knowledge. It is a technique blending artificial intelligence 
with statistics to depict uncertain information and to draw 
conclusions from incomplete data. 

BN have demonstrated their utility in biomedical research 
by effectively illustrating intricate relationships between 
variables, such as diseases and their associated risk factors, in a 
user-friendly manner [29]. Using a given set of symptoms, BN 
can compute the likelihood of specific diseases being present. 

BN is a type of probabilistic graphical model that utilizes a 
directed acyclic graph (DAG) to depict variables and the 
conditional dependencies between them. 

2) What is Directed Acyclic Graph (DAG)? 

In the fields of graph theory and computer science, a 

directed acyclic graph (DAG) is a type of directed graph that 

contains no directed cycles. This means that it consists of 

vertices connected by edges, where each edge has a direction 

pointing from one vertex to another, ensuring that no closed 

loops are formed Fig. 1. 

A directed graph maintains consistent edge directions, 
enabling the vertices to be arranged in a linear order. DAGs 
find application across diverse scientific and computational 

domains, such as biological evolution, family trees, 
epidemiology, and sociology. 

Let's take a quick look at the fundamental mathematics 
involved with the Bayesian network. 

3) The maths behind the bayesian network: A Bayesian 

network, a type of probability model, is constructed using a 

directed acyclic graph. Each variable in the model is factored 

using a unique conditional probability distribution, which is 

determined by the variable’s parent nodes in the graph. The 

fundamental concept of probability forms the basis of 

Bayesian models. To better understand this, we should first 

define the terms “conditional probability” and “joint 

probability distribution”. 

 
Fig. 1. Example of Directed Acyclic Graph (DAG) (Source: Wikipedia). 

Conditional Probability: It is a way to measure the 
probability of an event (say A) happening, given that another 
event (say B) has already happened. This is often represented 
as P(A|B) or sometimes as PB(A), where A is the event we are 
interested in, and B is the event that is known or assumed to 
have occurred. This can also be interpreted as the proportion of 
the probability that event B intersects with event A. Eq. (1) 
present the formula of the conditional probability that is 
expressed as a percentage of the likelihood of B crossing with 
A: 

𝑃( A\B) =   
𝑃(𝐴⋂ 𝐵)

𝑃(𝐵)


4) Construction of the Bayesian network architecture: 

There are two approaches to constructing a BN: objective and 

subjective methods. 

Objective methods: It involve using a database to apply 
structure learning techniques. These methods often involve 
algorithms that learn the structure of the Bayesian network 
directly from the data. 

Subjective methods: It involve acquiring expertise from 
field specialists. This may involve written surveys, one-on-one 
interviews, or collaborative brainstorming sessions. The 
advantage of this method is that it can incorporate expert 
knowledge and insights that may not be present in the data. 

Both approaches carry their advantages and disadvantages, 
and the selection between them often depends on the specific 
context and available resources. 

In literature, numerous researchers have leaned on expert 
insights, as seen in studies [30], [31], [32], [33], [34]. Bearing 
this in mind, the article opted for the subjective method. 
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B. Identification of the Parameters that are linked to the 

Accidents’ Occurrence 

The subjective method, which relies on the expertise of 
professionals in the field, was our foundation. As a starting 
point we conducted an extensive examination of the available 
literature. After deep research in literature, we noted several 

parameters that represent the root cause leading to the 
occurrence of vehicle accidents Table I. The parameters 
identified are related to, road alignment and grade, traffic 
controls, weather conditions, driver, stopping distance of 
vehicle after driver braking, traffic parameters, delivery’s 
planning, and physical condition of the vehicle. 

TABLE I.  DESCRIPTION OF THE INPUT PARAMETERS OF THE CAUSAL GRAPH 

Variable Description 

Traffic way 

 

In annual traffic crash data, released by in 2020 by “U.S. Department of Transportation’s National Highway Traffic Safety 
Administration” (NHTSA) [35], we find that traffic way, is one of the elements registered in all accidents records. In the 

NHTSA’s database [35] the parameter “VTRAFWAY“ refer to the traffic way that takes the values: Non-Trafficway or Driveway 

Access, Two-Way Not Divided, Two-Way Divided by Unprotected Median, Two-Way Divided by Positive Median Barrier, One-
Way Trafficway, Two-Way Not Divided with a Continuous Left-Turn Lane, Entrance/Exit Ramp. 

Number of travel lanes 
Furthermore, a greater number of crashes occur on one-lane roads (1606 times), in which inconsiderate drivers are a major cause 
of accidents (1910 times) [36]. 

Road alignment Most of accident occurred on a straight segment [36]. 

Road grade In the NHTSA’s database [35] the parameter “VPROFILE” indicate the road grade. 

Traffic controls 

Traffic control devices like traffic signals, road signs, and road markings provide important information and instructions to road 

users. If these devices are not properly placed, are malfunctioning, or are difficult to see or understand, they can lead to confusion 
and accidents [37]. 

Traffic control device 
functioning 

According to NHTSA’s report Revised July 2022 [35], the traffic control is, not functioning, functioning improperly or 
functioning properly, the variable name was named “VTCONT_F”. 

Lighting 
Lighting conditions have a considerable effect on the occurrence of road accidents, due to the adaptation of speed with visibility 
conditions [38]. 

Road Cleaning after accident If accident locations are not adequately cleaned, the remaining debris, body fluids, and fuel can cause vehicles to skid [8]. 

Road surface condition 
The National Highway Traffic Safety Administration (NHTSA), under the U.S. Department of Transportation, was established by 
the Highway Safety Act of 1970.  NHTSA in his report [35], has considered that the surface’s road named on the report 

“VSURCOND” is one of the parameter affecting the occurrence of the accident. 

Weather Condition 

In accident prediction process weather condition is one of the parameters to take into consideration. The largest number of 
accidents occurs in clear weather [36]. 

Weather conditions impact the effectiveness of traffic controls. Rain or fog can make it difficult for drivers to see traffic signals 

and road signs, leading to accidents [39]. 

Adverse weather conditions can negatively impact a driver’s ability, the grip of the road, the state of road infrastructure, and the 

stability and control of the vehicle. This is due to factors such as poor visibility, extreme temperatures, rainfall, strong winds, and 
lightning [40]. Consequently, these conditions impact traffic demand (as transporters delay or call off scheduled deliveries), traffic 

safety (due to an increase in accident rates), and the dynamics of traffic flow (alterations in key traffic flow parameters such as 

volume, speed, and density affect the road system’s capacity) [41]. 

Slippery roads due to rain, snow or ice, as well as the ambient temperature in dry or wet weather, increase stopping distances of 

vehicles. [42] 

Age & Sex of driver 
Age and sex are the main factors influencing the driver’s driving routine style. According to [43], [44], routine driving style 
contribute to traffic accidents. 

Fatigue Fatigue and sleepiness, contributes to traffic accidents [43], [44]. 

Alcohol consumption 
The consumption of alcohol while driving is one of the dangerous factor of the driver’s conditions, it often leads to fatal accidents 

[3]. 

Negative emotions & stress 
Negative emotions and stress can lead to increased speed, which is a major factor in accidents. This results in a significant number 

of injuries and deaths. In fact, one-third of total accidents involving driver speed result in fatalities [36], [45], [46]. 

Safety distance respect Driver behavior includes failure to respect safety distance and speed limits, as well as sudden braking and hard acceleration [47]. 

Hard braking & hard 
acceleration 

According to the article [48] one of the major sources of traffic accidents is who Driver behavior while driving. 

Speed limits respect 

Passenger vehicle drivers involved in fatal crashes, by speeding involvement, alcohol-impaired driving, and restraint use [49]. 

According to [49] study, from the 41144 passenger vehicle drivers involved in 2020 in fatal crashes, 2819 were due to speeding, 
this represent 6.9%. The speed is higher, the stopping distance of vehicle is longer [50]. 

Occurrence of events that 

block/slow traffic 

Road Traffic can be interrupted by the presence of a number of events, such as festive events (religious, national or international 
holidays, vacation departure) [8], [51], social events (political demonstrations, diplomatic visits [52],  sports events) [8], [51] and 

unforeseen or occasional events (Vehicle Breakdown, Accident, public works) [8], [52]. 

Delivery Period [53]. 
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Urban delivery during peak hours is very difficult, as private vehicles and goods vehicles overlap, generating a mixed and dense 

traffic flow [51]. 

It is obvious that the congestion observed during the peak hour is related to "home-to-work" trips. Indeed, the BELDAM survey 

[54] showed that 2/3 of the morning peak trips were related to this reason (65% of the trips between 6am and 9am).There is also a 

notable difference between school and non-school working days [54]. On school days, the morning peak starts earlier, is higher 
and therefore concentrates a larger share of trips. On the other hand, on a non-school working day, this morning peak disappears, 

resulting in a peak of trips around 10:00 am. This means that "home-school" trips also play a role in congestion in Belgium [53], 

[54], [55], [56]. Delivery period influences traffic, delivery during peak hours can slow down traffic [8]. 

Physical condition of the 

Vehicle 

A Vehicle having a bad physical condition can be a cause of a dramatic accident [4], [36].  A poor physical condition is often a 

result of negligence, hence the occurrence of breakdown and delays. 

Stopping distance 

On the road, assessing the stopping distance is crucial. Braking, under normal or emergency circumstances, takes time and 
distance. The stopping distance is affected by the driver's reflexes, the vehicle's speed, the weather conditions and the road 

surface's grip [50]. 

The stopping distance could be estimated by multiplying the tens figure for the speed of your vehicle by itself. For example, the 

stopping distance at 120 km/h will be 12 x 12 or 144 m. The values obtained from these calculations are approximate because 
various factors affect braking. 

Various factors influence the stopping distance of a vehicle. Some are technical (Road adhesion, Road grade, Vehicle Kinetic 

energy, Tire State and Condition, Weight of the vehicle), others related to human (Reaction time, Visibility). 

Reaction time 

Various studies show that reaction time is in the range of 1.8 to 2.5 seconds, in France, it is generally estimated at 2 seconds. The 

reaction time depends on many factors: fatigue, driving under the influence of alcohol or drugs, as well as activities that reduce 

the driver's attention, such as talking to passengers or being distracted by their behavior, use of the car radio, GPS, mobile phone 
or in-car phone [57]. 

Visibility 
Fog, Rain, Snow, Hail, and Night, affect the visibility needed to interpret risks and hazards and influence the reaction time and 
distance travelled [58]. 

Road adhesion 

Depending on the type of surface of the road, paving stones, sand, earth, draining or non-draining tarmac. All these types of 

surface have different characteristics that influence the stopping distance. Together with the weather, they constitute what is 
known as the coefficient of friction between the tires and the road [59]. 

Road grade 
Braking distance is improved on uphill and reduced on downhill. Similarly, steering grip is improved on positive slopes and 
penalised on negative slopes. [60] 

Braking Distance 
Braking distance refers to the distance a vehicle travels from the time the driver applies the brakes until the vehicle comes to a 

complete stop. Accidents often occur when the braking distance is longer than the distance available to stop safely. [61], [62], [63] 

Kinetic energy 

 

When a vehicle is in motion, it stores kinetic energy. If you stop the engine, the vehicle will continue to move forward thanks to 

its momentum. In order to stop it, it is necessary to absorb this energy. The overall function of the braking system is therefore to 
transform kinetic energy into heat energy [64], [65]. 

The relationship between kinetic energy and braking distance is such that the higher the kinetic energy, the longer the braking 

distance, because a higher kinetic energy requires more work to be done by the brakes to bring the vehicle to a stop. 

Tire State and Condition Tire’s pressure have a remarkable influence on the braking distance. [66] 

State & Condition of braking 
system 

The wear of the brake, as well as the age of the hydraulic fluid, which is sensitive to heat, the temperature of the discs, pads, 
drums and linings after heavy use, will increase the stopping distance. [67] 

Weight of the vehicle The higher is the weight, the longer the stopping distances [68], [69], [70]. 

C. Construction of Bayesian Network Structure 

To build our BN presented in Fig. 2. We have identified in 
literature the parameters that can cause the occurrence of 
accidents and the causal relationship among these variables, 
then the BN was set up in three levels. 

The first level, as shown in Table II(a) represents the input 
nodes, which indirectly influence the occurrence of an 
accident. This developed level of the BN has 67 nodes. The 
second level of the BN, detailed in Table II(b) includes the 
intermediate nodes. These nodes delineate the diverse 
intermediate causal factors that contribute to the impact factors. 
The third and ultimate tier of the constructed Bayesian network 
comprises the final impacts. These factors directly and 
adversely contribute to accident occurrences. These factors are 
presented in Table II(c). 

After pinpointing the variables Table I which will serve as 
nodes within the graph, and representing the inputs, 

intermediate effects, and final impacts detailed in Table II. The 
structure of the BN is constructed and depicted in Fig. 2. 

D. Generation of Conditional Probabilities (CP) of 

Intermediate Effects and Final Impacts 

Once the structure of the BN is established, it’s crucial to 
assign conditional probabilities Table (CPT) to the nodes of the 
graph for effective utilization of the developed BN. These 
probabilities can be ascertained either through algorithms that 
are trained on databases or by seeking guidance from experts in 
the relevant field. However, we encountered a challenge as 
there was no suitable database for the identified variables in the 
existing literature. Moreover, the extensive number of 
conditional probabilities in this developed network that equal 
to 56.739.144, made it impractical to rely on expert knowledge 
for an evaluation [71]. 
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TABLE II.  PRESENTATION OF INPUTS, INTERMEDIATE EFFECT, AND FINAL 

IMPACTS OF THE OCCURRENCE OF ACCIDENTS 

a) INPUTS 

Negative emotions Road alignment Truck fill rate 

Accident on the Road Road Cleaning after accident Weather Condition 

Age Road grade Month 

Alcohol or drug 

consumption 
Road surface type Day of week 

Anything on road 

surface? 
Safety distance respect Peak Hours 

Children Sex 

School and non-

school working 
day 

Education Speed 
International 

holidays 

Fatigue Vehicle Breakdown history Vacation departure 

Hard acceleration Speed limit 
Religions of 

National events 

Hard braking Speed limits respect Social events 

Kilometers to be 
covered 

Stability of vehicle while 
driving 

Vehicle 
Breakdown 

Road Lighting 
State & Condition of the 

braking system 

Use of accessories 

(GPS, mobile 
phone) 

Maintenance Planning 

is respected 
Stress 

Distracted by 

passengers 

Model year Tire state & condition 
Talking to 
passengers 

Number of exchanges 
Traffic control device 

functioning 

Public works on 

the road 

Number of travel 
lanes 

Traffic controls 
Vehicle accident 
history 

Professional status Traffic way  
 

b) INTERMEDIATE EFFECTS 

Kinetic energy 

Planning parameters 

Road Adhesion 

Braking distance 

Reaction time 

Delivery period 

Distracted? 

Occurrence of events that block/slow traffic 

Visibility 

Weight of the vehicle 
 

c) FINAL IMPACTS 

Driver Style 

Physical Vehicle condition 

Road design 

Road surface condition 

Traffic flow 

Driver condition 

Stopping distance 

Fuzzy logic permits to minimize the number of questions 
asked to experts while also to reduce the generation of 
probability tables [72]. Fuzzy logic finds application across 
diverse domains including control systems, image processing, 
natural language processing, medical diagnosis, and artificial 
intelligence: 

 Control Systems: Fuzzy logic is often used in control 
systems for industrial processes, consumer products, 

and vehicles [73]. It allows for a more flexible and 
intuitive approach than traditional binary logic, making 
it ideal for complex, non-linear systems. The article 
[74] proposes a coordinated control of multiple 
Photovoltaic Static Compensator systems using fuzzy 
logic. The results presented by the author validate that 
the suggested fuzzy controller has the capability to 
enhance the dynamics of the voltage profile.  

 Risk management: In the article [75] Fuzzy VIKOR is 
used as a part of a three-phase model for managing 
supply chain sustainability risks. 

 Energy consumption: The article [76] compares the 
energy efficiency of two different approaches to Air 
Conditioner (AC) usage; the manual method and the 
fuzzy logic method. The research underscores the 
efficacy of fuzzy logic in optimizing AC power 
consumption in response to real-time conditions, 
resulting in an impressive energy savings of around 
41.96%.  

 Image Processing: In image processing, fuzzy logic 
helps with tasks such as edge detection, feature 
extraction, and image enhancement [77], [78]. It’s 
particularly useful when the image data is imprecise or 
noisy. 

 Natural Language Processing (NLP): Fuzzy logic is 
used in NLP to understand the meaning of text based on 
context [79], [80]. This is especially useful in sentiment 
analysis, where the goal is to determine the emotional 
tone behind words. 

 Medical Diagnosis: Fuzzy logic help doctors and 
medical professionals make diagnoses based on 
symptoms and test results [81], [82], [83], [84], [85], 
[86]. It handles the uncertainty and vagueness often 
present in the medical field. 

 Artificial Intelligence (AI): In AI, fuzzy logic is used to 
enable machines to reason in a way that is similar to 
human reasoning [8], [51], [87], [88]. This includes 
dealing with ambiguous or imprecise information. 

Consequently, this paper relied on fuzzy logic approach to 
initially articulate the experts’ evaluations using fuzzy rules, 
and subsequently created the conditional probability tables 
through a fuzzy inference mechanism. 

Fuzzy Rules, are expressed as IF-THEN statements, 
capturing the relationship between input variables and output 
variables in a fuzzy way; for instance: IF “road” is dangerous, 
“driver's performance” is bad and “Physical Vehicle condition” 
of is bad, THEN the “occurrence of accident” will have a fatal 
injury. In a Fuzzy Logic system, the output is represented by a 
fuzzy set, consisting of membership degrees for every potential 
output value. Here the degree of "fatal injury" regarding the 
“occurrence of accident” is depicted qualitatively through a 
linguistic variable articulated in natural language. Across 
various rules, the “occurrence of accident” node may be 
interpreted as one of the following states: No accident, possible 
injury, fatal injury. 
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Fig. 2. Structure of the Bayesian network modeling the risk of occurrence of the road accident. 

This article employs a fuzzy inference method to derive 
insights from the given input information and fuzzy rules. The 
Sugeno inference method is utilized due to its rapid processing 
speed and effective defuzzification system [89]. The article 
then chose to express these values in a fuzzy form to associate 
the degree of membership of each node across all its fuzzy 
subsets. For instance, within the "occurrence of accident" node, 
fatal injury is assigned a membership of 92%, potential injury 
7%, and no occurrence 1%. 

The process of implementing the fuzzy-Bayesian approach, 
which is used to create conditional probability tables, is carried 
out in five stages: 

Step 1: Initial data collection and variable definition, 
including the identification of linguistic values and the creation 
of membership functions [90] [91]. 

Step 2: Establishment of fuzzy rule sets; constructing a 
series of "if-then" rules that guide the fuzzy inference system in 
converting input variables into output[90]. 

Step 3: Fuzzy conversion; translating input values into 
fuzzy representations using membership functions, and 
assessing the membership degree of each fuzzy subset [92]. 

Step 4: Inference mechanism development; creating a 
framework to draw conclusions based on the fuzzy rules and 
input data [93], [94]. 

Step 5: Defuzzification process; converting the fuzzy 
system's final output into a numerical format for practical 
application [95]. 

Initially, the article establishes the fuzzy variables and their 
corresponding linguistic values for the implementation of this 
method. In fact, each variable is represented qualitatively using 
expressions in natural language, as demonstrated in Table III. 

TABLE III.  TATE’S OF THE BAYESIAN NETWORK NODES 

ID Nodes Linguistic values 

1 Driver Style Good, Medium, Bad 

2 Kinetic energy Low, Medium, High 

3 
Physical Vehicle 

condition 
Good, Medium, Bad 

4 Planning parameters 
Minimum, Low, Moderate, High, 
Maximum 

5 Road design Save, Critical, Dangerous 

6 Road surface condition Dry, Dirt, Wet 

7 Traffic flow Smooth, Congested, Stop-and-go 

8 Negative emotions No, Bad, Too-bad 

9 Road Adhesion Good, Medium, Bad 

10 Braking distance Short, Normal, Long 

11 Driver condition Good, Medium, Bad 

12 Reaction time Too Long, Long, Normal 

13 Stopping distance Short, Normal, Long 

14 Accident on the Road 
No accident, Possible Injury, Fatal 
Injury 

15 Age Adolescent, Adulthood, Middle-Age 

16 
Alcohol or drug 

consumption 

Non-Consumption, Negative, 

Positive 
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17 
Anything on road 

surface? 
Nothing, Dust, Water, Oil 

18 Children No-Child, One-Child, Several-Child 

19 Delivery period 
Low-traffic, Normal-traffic, High 

traffic 

20 Distracted? Distracted, Not-distracted 

21 Education Educated, Not-Educated 

22 Fatigue 

No-Fatigue, Mild-Fatigue, 

Moderate-Fatigue, Severe-Fatigue, 
Exhausted 

23 Hard acceleration Low, Normal, Hard 

24 Hard braking Low, Normal, Hard 

25 
Kilometers to be 

covered 
Long, Normal, Short 

26 Road Lighting Bright, Dim, Low Light, Obscurity 

27 
Maintenance Planning is 

respected 
Respected, Delays, Frequent-Delays 

28 Model year 
New, Recent, Mid-Aged, Older, 

Antique 

29 Number of exchanges 
No-Exchange, One or Two 

exchanges, Several-Exchanges 

30 Number of travel lanes 
One-Lane, Two-Lanes, Three-

Lanes, Four-Lanes, More-Lanes 

31 
Occurrence of events 

that block/slow traffic 
Low, Medium, High 

32 Professional status Junior, Mid-Level, Long-Term 

33 Road alignment Straight, Curve 

34 
Road Cleaning after 
accident 

Appropriate, Medium, Inappropriate 

35 Road grade Uphill, Level, Downhill 

36 Road surface type Save, Critical, Dangerous 

37 Safety distance respect Respected, Not_Respected 

38 Sex Masculine, Feminine 

39 Speed Low, Medium, High 

40 Speed limited Limited, Not-Limited 

41 Vehicle Breakdown 
Working, Dysfunctional, 
Breakdown 

42 Use of accessories 
No, Rarely, Occasionally, 

Sometimes, Often, Frequently 

43 Speed limits respect Respected, Not-Respected 

44 
Stability of vehicle 
while driving 

Stable, Not-Stable 

45 
State & Condition of the 

braking system 
Good, Medium, Bad 

46 
Vehicle Breakdown 
history 

No, Rarely, Occasionally, 
Sometimes, Often, Frequently 

47 Vehicle accident history 
No, Rarely, Occasionally, 

Sometimes, Often, Frequently 

48 Stress Stressed, Normal, Relax 

49 Tire state & condition Good, Medium, Bad 

50 
Traffic control device 
functioning 

Functioning, Not-Functioning 

51 Traffic controls Controls, No-Controls 

52 Social events Major, Significant, Minor 

53 Public works 
No, Rarely, Occasionally, 

Sometimes, Often, Frequently 

54 
Distracted by 

passengers 

No, Rarely, Occasionally, 

Sometimes, Often, Frequently 

55 Traffic way 
Two-Way_Not-Divided, Two-

Way_Divided, One-Way 

56 Truck fill rate Minimal, Low, Moderate, Full 

57 Visibility Good, Medium, Bad 

58 Weather Condition Clear, Rainy, Foggy, Snowy 

59 Weight of the vehicle Light, Normal, Heavy 

60 Month Winter, Spring, Summer, Autumn 

61 Day of week Beginning, Middle, Weekend 

62 Peak Hours 
Early Morning, Morning, Midday, 

Afternoon, Evening 

63 
School and non-school 

working day 
School, Non-School 

64 International holidays Major, Significant, Minor 

65 Vacation departure Major, Significant, Minor 

66 
Religions of National 
events 

Major, Significant, Minor 

67 Talking to passengers 
No, Rarely, Occasionally, 

Sometimes, Often, Frequently 

68 Occurrence of accident 
No accident, Possible injury, Fatal 

injury 

The fuzzy system integrated a total of 18,913,048 fuzzy 
rules, enabling the generation of 56,739,144 conditional 
probabilities to support the BN. In order to facilitate a deeper 
understanding of our proposed approach, we elucidate the 
process of generating CPTs for “Driver reaction time” node. In 
this instance, the inference mechanism focuses on ascertaining 
the “Driver reaction time” with respect to the parent nodes 
states: “Driver Condition”, “Distracted?” and “Visibility”. 

Gaussian is the membership function that is utilized for 
each node in the graph since it produces less inaccuracy than 
other triangle and trapezoidal functions [96]. 

In several previous researches, the Gaussian membership 
function was widely employed [97], [98], [99]. It is identified 
by two parameters, the mean (m) and the standard deviation 
(k), as represented by Eq. (2). 

µA(x) = 𝑒
− 

(𝑥−𝑚)2

2𝑘2      

Fig. 3 illustrates an example of how the Gaussian 
membership function is used to describe the variable “Driver 
reaction time”. 

 

Fig. 3. Membership functions of “Driver reaction time” variable. 

Once the membership functions for the “Driver reaction 
time” nodes and its precursors (Driver Condition, Distraction, 
Visibility) are established, a fuzzy rule base is then formulated. 
This set of rules evaluates the variability of the "Driver 
reaction time" node based on the conditions or factors affecting 
its parent nodes. The specifics of this fuzzy rule base are 
outlined in Table IV. 
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TABLE IV.  FUZZY RULES OF THE “DRIVER REACTION-TIME” NODE WITH 

ITS PARENT NODES 

Rule 
IF Driver 

condition 
AND Distracted 

AND 

Visibility 

THEN Diver 

Reaction Time 

1 Bad Distracted Good 0.5 

2 Bad Half-Distracted Good 0.5 

3 Bad Distracted Medium 0.2 

4 Bad Half-Distracted Medium 0.2 

5 Bad Distracted Bad 0.2 

6 Bad Half-Distracted Good 0.5 

7 Medium Distracted Good 0.5 

8 Medium Half-Distracted Good 0.5 

9 Medium Distracted Medium 0.2 

10 Medium Half-Distracted Medium 0.2 

11 Medium Distracted Bad 0.2 

12 Medium Half-Distracted Bad 0.2 

13 Good Distracted Bad 0.2 

14 Good Distracted Medium 0.5 

15 Good Distracted Good 0.5 

16 Good Half-Distracted Bad 0.2 

17 Good Half-Distracted Medium 0.5 

18 Good Half-Distracted Good 0.8 

19 Bad Not-Distracted Good 0.5 

20 Bad Not-Distracted Medium 0.2 

21 Bad Not-Distracted Bad 0.2 

22 Medium Not-Distracted Good 0.5 

23 Medium Not-Distracted Medium 0.2 

24 Medium Not-Distracted Bad 0.2 

25 Good Not-Distracted Bad 0.5 

26 Good Not-Distracted Medium 0.8 

27 Good Not-Distracted Good 0.8 

Subsequently, input values are used to initialize the fuzzy 
system at the peaks of Gaussian distributions.  Fig. 4 shows the 
fuzzy inference outcome of the variable “Drivers’ Reaction-
time” knowing that, “Driver Condition” is medium, Diver is 
not Distracted and “Visibility” ‘is medium. 

The conclusions of the 18 activated rules from the total 27 
rules are consolidated in Table V. 

Subsequently, the various outcomes are combined into an 
aggregate value for every state. This value is the outcome of 
adding the various conclusions from the rules that were 
activated using the max technique. Every single triggered 
conclusion of the activated rules is subjected to the max 
technique. 

The following has thus been calculated: 

Drivrs’ Reaction-time (Too Long) = max 
(0.015,0.015,0.015,0.008,0.015,0.995,0.015) = 0.995 

Drivers’ Reaction-time (Long) = max 
(0.008,0.008,0.008,0.008,0.008,0.008,0.008) =0.008  

Drivers’ Reaction-time (Normal) = max 
(0.008,0.015,0.008,0.008) =0.015 

Thus, the variable “Drivers’ Reaction-time” will take the 
values 0.995, 0.008, and 0.015 for Too Long, Long, Normale, 
respectively. This is achieved by computing the ratio of each 
state's probability to the total probabilities of all states, thereby 
obtaining the conditional probabilities table for the node 
“Drivers’ Reaction-time” is this way be obtained as follows: 

P (Drivers’ Reaction-time = Too Long | Driver Condition= 
medium, Driver is not distracted, Visibility = medium) = 
0.995/ (0.995+0.008+0.015) = 0.98. 

 
Fig. 4. Fuzzy inference of the variable “Driver Reaction-time”. 

TABLE V.  DEGREE OF MEMBERSHIP FOR EACH FUZZY SUBSET OF THE 

VARIABLE “DRIVER REACTION-TIME” 

Rule 

activated 

Language value of the output 

variable (Driver reaction time) 
Degree of membership 

R2 Long (0.5) 0.008 

R4 Tool long (0.2) 0.015 

R6 Long (0.5) 0.008 

R8 Long (0.5) 0.008 

R10 Tool long (0.2) 0.015 

R12 Tool long (0.2) 0.015 

R16 Tool long (0.2) 0.008 

R17 Long (0.5) 0.008 

R18 Normal (0.8) 0.008 

R19 Long (0.5) 0.008 

R20 Tool long (0.2) 0.015 

R21 Tool long (0.2) 0.015 

R22 Long (0.5) 0.008 

R23 Tool long (0.2) 0.995 

R24 Tool long (0.2) 0.015 

R25 Long (0.5) 0.008 

R26 Normal (0.8) 0.008 

R27 Normal (0.8) 0.008 

P (Drivers’ Fatigue = Long | Driver Condition= medium, 
Driver is not distracted, Visibility = medium) = 0.008/ 
(0.995+0.008+0.015) = 0.01 

P (Drivers’ Fatigue = Normal | Driver Condition= medium, 
Driver is not distracted, Visibility = medium) = 0.015/ 
(0.995+0.008+0.015) = 0.01 
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We acquired the necessary conditional probabilities to 
supply the BN by generalizing this strategy to all nodes in the 
causal graph. 

E. Anticipation of Scenarios and Interpretation of Results 

By the implementation of BN, we were able to investigate 
how certain nodes' combinations of states affected others 
within the causal graph. The following sections will assess the 
probability of an accident by analyzing four distinct scenarios 
combining different situation of road, traffic, driver, planning 
and vehicle condition, scenarios are listed below: 

 Scenario 1 (S1): Fig. 5, all parameters (road, traffic, 
driver, planning and vehicle condition) are favourable. 

 Scenario 2 (S2): Fig. 6, the parameters related to road & 
traffic are favourable, the parameters related to the 
driver and planning are unfavourable and the 
parameters related to vehicle condition is favourable. 

 Scenario 3 (S3): Fig. 7, the parameters related to road & 
traffic are unfavourable and the parameters related to 
the driver, planning and to the vehicle condition are 
favourable. 

 Scenario 4 (S4): Fig. 8, the parameters related to road, 
traffic, driver and planning are favourable and the 
parameters related to the vehicle condition are 
unfavourable. 

The input parameters associated with road & traffic are 
those related to road lighting, road cleaning after accident, 
speed limited, road design, road surface condition and traffic 
flow. 

The input parameters linked with driver are those related to 
reaction time, driver style, driver condition, hard acceleration, 
speed limits respects, safety distance respect and hard breaking. 

The input parameters associated with delivery planning are 
those related to kilometers to be covered, number of 
exchanges, delivery period and truck fill rate. 

The input parameters associated with vehicle condition are 
those related to physical vehicle condition and stopping 
distance. 

Table VI provides details of the four scenarios selected. 
Each scenario corresponds to a particular arrangement of the 
input node states. 

Once the BN is given the states of each scenario, the 
inference mechanism facilitates the propagation of probabilities 
across intermediate effects and final outcomes, ultimately 
assessing the likelihood of an accident occurrence. The 
probability distribution for each scenario's likelihood of the 
occurrence of an accident is shown in Table VII and Fig. 9. 

F. Model Validation 

The validation of the BN ensures the credibility and 
accuracy of the outcomes generated by the model. For this 
reason, an approach based on three axioms was applied to 
validate the produced BN. The axioms in question were 
originally proposed by [100] and widely adopted  by several 
researchers such as [8], [88], [101], [102], [103], [104], [105]. 

The following is the three axioms' guiding principle:  

 Axiom 1: a change in the parent node's must also affect 
the child node's probability.  

 Axiom 2: any alteration in the parent node's probability 
distributions must consistently affect the child node.  

 Axiom 3: the combined effect of all parent nodes must 
be larger than the influence of any one parent. 

 
Fig. 5. Fuzzy inference of the variable “Occurrence of Accident” with (S1). 

 

Fig. 6. Fuzzy inference of the variable “Occurrence of Accident” with (S2). 
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Fig. 7. Fuzzy inference of the variable “Occurrence of Accident” with (S3). 

 
Fig. 8. Fuzzy inference of the variable “Occurrence of Accident” with (S4). 

TABLE VI.  INPUT PARAMETER VALUES ACCORDING TO THE SCENARIOS STUDIED 

 

S1 S2 S3 S4 

Road & Traffic parameters 

Road lighting Bright Bright Obscurity Bright 

Road Cleaning after accident Appropriate Appropriate Inappropriate Appropriate 

Speed limited Limited Limited Not-Limited Limited 

Road design Save Save Dangerous Save 

Road surface condition Dry Dry Wet Dry 

Traffic flow Smooth Smooth Stop-and-go Smooth 

Driver parameters 

Reaction time Normal Too Long Normal Normal 

Driver style Good Bad Good Good 

Driver condition Good Bad Good Good 

Hard acceleration Low Hard Low Low 

Speed limits respects Respected Not-Respected Respected Respected 

Safety distance respect Respected Not-Respected Respected Respected 

Hard breaking Low Hard Low Low 

Planning parameters overload Minimum Maximum Minimum Minimum 

Vehicle condition 
Physical vehicle condition Good Good Good Bad 

Stopping distance Short Short Short Long 

TABLE VII.  DISTRIBUTION OF PROBABILITIES FOR BN VARIABLES 

Variable Value S1 S2 S3 S4 

Occurrence of 

accident 

No accident, 98% 1% 92.30% 5.90% 

Possible injury 1% 1% 3.85% 88.20% 

Fatal injury 1% 98% 3.85% 5.90% 
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Validation analyses were performed on every node within 
the graph to confirm the adherence to the three axioms. The 
results of verifying axioms 1 and 2 for the "Driver’s reaction" 
node are presented in Table VIII and Table IX To evaluate the 
influences of the parent nodes "Driver’s condition" and 
"Visibility" on the child node "Driver’s reaction," their 
probabilities were respectively increased by 10% and 20%, 
then decreased by 5% and 10%. It was observed that when the 
probability of the "Driver’s condition" node was raised by 
20%, the probability of the "Driver’s reaction" node escalated 
from 52.3% to 65%. Conversely, when the probability of the 
"Driver’s condition" node was reduced by 10%, the probability 
of the "Driver’s reaction" node increased to 50.1%. The 
responses of the "Driver’s reaction" node to other increments 
and decrements were consistent, affirming the stability of the 
developed network. 

In relation to the validation of axiom 3, the data in Table X 
indicates that a more substantial increase results when all 
parent elements of the ‘Driver’s reaction’ node are elevated to 
100%, compared to the increase observed when only a single 
parent element is separately enhanced. This observation aligns 
well with the principles of axiom 3. 

TABLE VIII.  AXIOM 1 VERIFICATION 

 
Parent node: 

Driver’s condition 

Child node: Driver’s 

reaction 

20% increase 70 % 65 % 

10% increase 60 % 65 % 

A priori probability 50 % 52.3 % 

5% decrease 45 % 50.5 % 

10% decrease 40 % 50.1 % 

TABLE IX.  AXIOM 2 VERIFICATION 

 
Parent node: 

Visibility 

Child node: Driver 

reaction time 

20% increase 70 % 80 % 

10% increase 60 % 79.9 % 

A priori probability 50 % 77.7 % 

5% decrease 45 % 72.6 % 

10% decrease 40 % 65 % 

TABLE X.  AXIOM 3 VERIFICATION 

Driver 

condition 
Distracted Visibility 

Drivers’ 

Reaction-time 

Changes’ 

Percentage 

85% 34% 51% 50.5%  

100% 34% 51% 51.3% 0.8% 

85% 100% 51% 77.4% 26.9% 

85% 34% 100% 65.0% 14.5% 

100% 100% 100% 80.0% 29.5% 

 
Fig. 9. Probability of accident’s occurrence of the different scenarios. 

IV. RESULTS 

This paper introduces an analysis of potential accidents 
using a Bayesian fuzzy model, which incorporates numerous 
internal and external factors contributing to accidents. The 
interpretation of results from four scenarios reveals that driver 
behavior and delivery planning (scenario 2) exert a more 
significant influence on accident occurrences compared to 
other factors. This indicates that driver behaviors, delivery 
planning, and vehicle condition have a considerable effect on 
the occurrence of accidents compared to parameters related to 
road and traffic conditions. 

V. DISCUSSION 

The results highlight the importance of monitoring driver 
behaviors and implementing smart routing planning designs to 
avoid road accidents. Given that driver behavior and delivery 
planning have a more significant impact on accident 
occurrences, transport companies should prioritize these areas 
in their safety measures. The findings suggest that a focus on 
driver training, regular vehicle maintenance, and optimized 
delivery schedules can substantially reduce the risk of 
accidents. 

VI. CONCLUSION 

This paper explores the importance of recognizing and 
preventing risk elements to enhance road safety, with a 
particular focus on the various factors that increase the 
likelihood of accidents. According to bibliographical research 
and expert perspectives, road accidents are not caused by a 
single factor but by a complex interplay of multiple factors 
connected by causal interactions. By using the proposed fuzzy 
Bayesian Network approach, road traffic injuries will decrease, 
logistics delivery efficiency will increase, and visibility will be 
at a high level. However, the computational expense of 
inference in fuzzy Bayesian networks remains a challenge, 
particularly for large or multistate networks, highlighting the 
need for further research and optimization in this area. 

Future work will focus on optimizing the computational 
efficiency of the fuzzy Bayesian Network approach to make it 
more practical for real-time applications. This could involve 
the development of more efficient algorithms or the use of 
advanced computational resources. Additionally, further 
research will be conducted to expand the model to incorporate 
a broader range of factors and scenarios, enhancing its 
predictive accuracy and applicability. Collaborations with 
industry stakeholders and policymakers will also be sought to 
implement and test the model in real-world settings, providing 
valuable feedback for continuous improvement. Finally, 
exploring the integration of this model with other predictive 
technologies, such as machine learning and big data analytics, 
will be a key area of investigation to further enhance road 
safety measures. 
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Abstract—In this study, a series of studies are proposed for 

easy learning of proverbs and idioms in the language. In Turkish, 

proverbs and idioms are structures that are used both in the 

academic environment and in their daily lives, especially by 10-

year-old students who have entered the abstract thinking stage. 

Since this structure contains abstract expressions, it seems 

difficult to learn at first. In the study, 2396 proverbs and 11209 

idioms in the online dictionary of the Turkish Language 

Association were used. A pre-test was conducted to measure the 

knowledge level of 20 students selected as the study group. The 

structure of idioms and proverbs was analyzed using Natural 

Language Processing methods. With the analysis, difficulty groups 

were divided according to information such as word count, n-gram 

analysis, frequency level, and the student was asked questions 

from the online question pool for the tutorial and the test during 

the process. Generative artificial intelligence enables semantic 

analysis of texts containing idioms and proverbs. Following the 

studies, a test was applied to the students and the efficiency of the 

process was tried to be measured. As a result, students' idiom 

knowledge increased by 51.8% and proverb knowledge increased 

by 59.40%. 

Keywords—Idiom; proverb; natural language processing; word 

frequency; n-gram analysis; contextual analysis 

I. INTRODUCTION 

Proverbs and idioms are linguistic treasures that are passed 
down from generation to generation by combining the 
accumulation and experience gained over centuries with the 
observations and life practices of the people. These expressions 
are an important part of cultural heritage. Social values, ethical 
teachings and deep knowledge about various aspects of life are 
reflected in these expressions. Proverbs and idioms are the 
richest and most colorful elements of language. They are 
frequently used in everyday life and strengthen communication. 

Proverbs have often originated anonymously. They are 
expressed in a short and concise way and usually convey a 
universal truth. They are often based on experience and reflect 
the common values of society [1]. Proverbs allow to express a 
lot of things with few words in language. The desired 
expressions are conveyed in a powerful way. Proverbs are a 
didactic element. With these words, advice is given, a warning 
is given and guidance is given. Proverbs provide individuals 
with clues about concepts such as right and wrong, good and 
bad, beautiful and ugly. At the same time, proverbs also point to 
the aesthetic and artistic aspect of language. Through figures of 
speech, metaphors and rhythmic structures, proverbs create 
impressive and memorable words. 

Idioms are used to describe a particular situation or emotion. 
Idioms are fixed expressions or groups of words, usually 
consisting of more than one word. Idioms usually carry a 
meaning different from the literal meaning of words. In other 
words, they are used figuratively. Idioms reveal the richness of 
the language and increase the power of expression [2]. Idioms, 
which are frequently used in daily conversations, strengthen the 
expression and attract the attention of the listener. Idioms reveal 
the subtleties and depths of language. Because idioms often gain 
meaning through cultural and social contexts. 

In Turkish culture, proverbs and idioms are of great 
importance not only for the aesthetic and artistic dimension of 
language but also for the protection of social and cultural values. 
Proverbs and idioms reflect the common memory and 
experiences of the society in which they exist from the past to 
the present. These expressions have a wide range of usage in 
daily life, literature, education and media. Proverbs and idioms 
contain important elements for the social structure, traditions 
and worldview of Turkish society [3]. 

In literature, proverbs and idioms are used as expressions 
that strengthen and enrich expression. Many writers and poets in 
Turkish literature use proverbs and idioms in their works. 
Proverbs and idioms add depth and meaning to the texts. With 
this use, the reader's interest in the text increases and the stories 
told are presented more impressively. 

Proverbs and idioms play an important role in language 
teaching. Proverbs and idioms can be used for students to 
develop their language skills and discover the aesthetic aspects 
of language [4]. In addition, through these expressions, students 
learn cultural values and gain knowledge about social 
consciousness [5]. Proverbs and idioms can develop vocabulary 
in language. In this way, different features of the language are 
recognized and the power of expression is increased. Especially 
proverbs and idioms, in which figurative expression is intense, 
enable the learning of this situation, which is indispensable in 
the structure of the language. Learning figurative expression is 
developed through the use of idioms and proverb patterns [6]. 

II. RELATED WORK 

Baptista and Reis identified the proverbs in Portuguese. 
While identifying proverbs in the text, they used abbreviations 
and derivatives as well as their original form. They conducted a 
study on a new corpus using information about the form and 
diversity of proverbs as well as their frequency in the corpus. It 
was thought that teaching the Portuguese language would also 
be productive [7]. Development was made through the database 
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named WordNet.PT [8]. This database was created by 
developing WordNet [9]. 

Ghosh and Srivastava stated in their study that complex 
analogical evaluations come to a certain level with large 
language models, but are not fully useful for structures such as 
proverbs containing abstract expressions. For a proverb, the 
topic has performed a prediction process for similar content 
discovery. A study was conducted for English proverbs and a 
data set consisting of 250 proverbs was obtained. Mood scoring 
was made for each proverb. When compared with BERT [10], a 
similarity rate of 25% was obtained [11]. 

Goren and Strapparava performed word-level metaphor 
detection using the zero-shot model in GPT 3.5 [12]. A data set 
consisting of 891 English proverbs was used in the study. It has 
been tried to explain the metaphor determination and meaning 
relationship of the words in proverbs. A satisfactory 
performance was achieved with word-level metaphor detection 
[13]. 

Özbal et al. used proverbs for metaphor definition and 
interpretation. They thought that a collection of proverbs could 
be useful for different fields of study. They created a data set 
called PROMETHEUS consisting of English proverbs and their 
Italian equivalents. In addition to the metaphor structure at the 
word level, the general metaphor degree and meaning of the 
proverb were obtained by questions posed to a study 
group.There are 761 sentences and 13642 words in the dataset. 
They worked with a linguist for the Italian equivalents. Many 
sources were used here, and then the results obtained were cross-
examined or verified by different people. Tokenization and POS 
tagging were done during the preprocessing stage. The structure 
was added based on the similarity in meaning of Italian and 
English proverbs [14]. 

Rassi et al. used the regular syntactic structure of proverbs. 
They worked on automatically detecting proverbs in Brazilian 
Portuguese. They used the finite state automaton structure to 
search within word combinations. The fact that proverbs use 
certain word combinations and contain metaphors despite their 
narrow lexical structure shows the difficulty of studying. They 
worked on a data set by collecting proverbs and their derivatives. 
They achieved a success rate of 60.15% [15]. 

Zongjin et al. helped students understand the meaning of 
Chinese proverbs and apply them. They have offered an online 
platform using Natural Language Processing for students whose 
native language is not Chinese. It is possible to search on the 
desired word using keywords. There are 12 questions about the 
literal and semantic meanings of proverbs. The target 
participants of this study are Malay and Indian students. 
Participants were given 30 minutes to answer this development 
task. They were allowed to use search functions and consult 
online resources to research and learn the structure and semantic 
meaning of proverbs. Thanks to this search, the metaphor word 
structure in proverbs will be learned structurally [16]. 

III. METHOD 

A. Data Collection 

Turkish proverbs and idioms are in the online dictionary of 
the Turkish Language Association. In this dictionary, you can 

see whether an expression is an idiom or a proverb, its meaning 
and an example sentence. The data here was obtained by web 
scraping method using Python programming language. Web 
scraping analyzes the HTML structure in the source code of a 
web page and collects the desired data [17]. There are various 
libraries available to do this process and automatically retrieve 
the data. The most common of these is the BeautifulSoup 
library. With this library, data extraction processes are made fast 
and automatic [18]. Idioms and proverbs were extracted from 
the Turkish Language Association's idioms and proverbs section 
using Python programming language and BeautifulSoup library. 
The data was stored in *csv file type. In total, 2396 proverbs and 
11209 idioms were obtained. 

B. Preprocessing 

Preprocessing consists of the steps of organizing the data 
before processing, removing missing data, transforming it if 
necessary or deleting unnecessary data [19]. A preprocessing 
stage was applied for the deconstructions and unnecessary data 
that may occur after the data extraction. In preprocessing, the 
number of phrases and words were first checked. They had to 
contain at least two words. Since the meaning and example 
sentence part of the data is presented in a single section, this part 
needs to be separated. 

 

Fig. 1. Turkish Language association dictionary of proverbs and idioms [20]. 

Fig. 1 shows the online Turkish Language Association 
Dictionary of Proverbs and Idioms. In blue color, the idiom or 
proverb is presented. Under this section, the meaning of the 
idiom or proverb is shown first, followed by an example 
sentence. Since the meaning and the example sentence will be 
evaluated separately in the study, the information here has been 
separated. 

An example data from the data set is presented in Table I. 
The first field of the data set contains the Turkish text version of 
the idiom or proverb, and the second field contains the idiom or 
proverb information. The third column contains the meaning of 
the idiom or proverb, and the fourth column contains the 
example sentence presented in the dictionary. In some idioms 
and proverbs, since sample sentences are not provided in the 
dictionary, these sections were taken as blank, and then sample 
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sentences were produced for the empty fields. The production of 
sentences was carried out with the help of generative artificial 
intelligence. For realistic data generation, generative models are 
used to increase the data size or to fill gaps in the data [21]. 

TABLE I.  SAMPLE DATA FROM THE DATA SET 

Idiom / 

Proverb 
Type Meaning Example Sentence 

gözdağı 

vermek 
Idiom 

sonradan verilecek 
bir ceza ile 

korkutmak, 

yıldırmak, tehdit 
etmek, caydırmaya 

çalışmak 

Sarhoş ağabeyi, 

parası pulu ile 

gözdağı vermeye 
kalktı onlara. 

abesle iştigal 

etmek 
Idiom 

yersiz, yararsız 

işlerle vakit 
öldürmek 

Yazarlarımızın çoğu, 
yalnızca kendi 

ürünlerinin ne amaçla 

üretildiğini sayıp 
dökerek bir anlamda 

abesle iştigal 

ediyorlar. 

acele ile 
menzil 

alınmaz 

Proverb 
ivmekle daha çabuk 
sonuç alınır 

sanılmamalıdır 

Acele ile menzil 

alınmaz. Telaşlanıp 

sabırsız davranmakla, 
daha çabuk sonuç 

alacağımız, başarı 

kazanacağımız 
sanılmamalıdır. 

bağrına 
basmak 

Idiom kucaklamak 

İzmir'den kalkıp 

Mısır'a kadar beni 

görmeye, beni 
okşamaya, beni 

bağrına basıp 

sevmeye gelirdi. 

C. Analyze 

Fig. 2 shows the number of idioms and proverbs in the data 
set. There are 2396 proverbs and 11209 idioms in the data set. 
These idioms and proverbs were checked for the possibility of 
repeatable data during the preprocessing stage. Missing data 
were detected only for the sample sentence part, and it was 
observed that these were not included in the dictionary. 

 

Fig. 2. Number of proverbs and idioms in the data set. 

Fig. 3 shows the graph of the word numbers of idioms. This 
graph shows that the vast majority of idioms consist of two 
words. In Turkish, idioms generally consist of two words and 
contain verbs that are not structurally inflected in the infinitive 
form [22]. The conjugation process on the verb is applied 

according to the subject and tense. Since there are many two-
word idioms, these idioms were used in the pre-test and post-
test. 

 
Fig. 3. Idioms word counts. 

 
Fig. 4. Proverbs word counts. 

Fig. 4 shows the graph of the word numbers of proverbs. In 
this graph, it can be seen that the four-five-six-word versions of 
proverbs are in majority. In Turkish, proverbs usually contain 
one or more verbs [23]. Since they are sentences containing 
subject, predicate and object, unlike idioms, they consist of 
sentences with more than two words. For the pre-test and post-
test, proverbs containing mostly four-five-six words were used. 

Word frequency processing was applied to the idioms in the 
dataset. The words most used in idioms in Turkish are important. 
Therefore, understanding the contextual analysis of the words 
with the highest frequency will be effective in learning many 
idioms [24]. For the pre-test and post-test, idioms containing the 
ten words with the highest frequency seen in Fig. 5 were used. 

The results of the word frequency process for proverbs are 
presented in Fig. 6. Although the frequency results are 
predominantly stop words, these words are the determining 
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factor in many proverbs [25]. Therefore, stop words are not 
excluded from the scope. The proverbs containing the ten words 
with the highest frequency were used in the pre-test and post-
test. 

 
Fig. 5. Top 10 words with the highest word frequency in idioms. 

 
Fig. 6. Top 10 words with the highest word frequency in proverbs. 

 
Fig. 7. The 2-gram phrase with the highest frequency for idioms. 

An N-gram is an N-character part of a text [26]. 2-gram 
analysis was conducted due to the idiom structure. The result of 
the 2-gram analysis for idioms is presented in the graph in Fig. 
7. Binary word groups following each other in idioms are 
important. The fact that there are two-word groups for idioms 
made this result more important. The word groups obtained here 
provided information for the most important idiom groups and 
were used for the pre-test and post-test. 

 
Fig. 8. The 2-gram phrase with the highest frequency for proverbs. 

The ten-word groups with the highest frequency obtained by 
2-gram analysis for proverbs are presented in the graph in Fig. 
8. The word groups provided information for the most important 
proverbs and were used for the pre-test and post-test. 

D. Pre-Test 

This study aims to improve the learning process of idioms 
and proverbs. Therefore, it is necessary to compare prior 
knowledge and subsequent knowledge in a sample group. A 
group of 20 students aged 10-11 years was selected to conduct 
the study. This group of students was given a test containing 10 
idioms and 10 proverbs. In this test, first of all, the students' level 
of knowledge about idioms and proverbs was measured. A 
multiple-choice test was prepared to measure this knowledge. 
Students were asked to match the meanings of 10 idioms with 
two words, three words and 10 proverbs with three words, four 
words and five words. The number of words in idioms and 
proverbs was chosen because of the regions where there is 
density. 

A web application was developed with C# programming 
language using ASP.NET Core technology. Students were asked 
to log in to the system with the code given to each student. In 
this way, which student answered which question will be 
recorded. As can be seen in Fig. 9, in the web application, the 
idiom and proverb were written at the top, then four options were 
presented and the correct meaning was asked to be found. Only 
one of the four options is correct. Students answered for 10 
idioms and 10 proverbs. 

In Table II, the correct answers given by the students for the 
idiom test are indicated with + for each idiom. In Table III, the 
correct answers for the proverb test are indicated with a + sign. 

Fig. 10 shows the students' correct answers for the 20-
question test consisting of idioms and proverbs. When the graph 
is analyzed, it is seen that the students obtained results close to 
each other, with an average value of 5.4 for idioms and 5.05 for 
proverbs. 
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Fig. 9. Web application screenshot for pre-test and post-test. 

TABLE II.  PRE-TEST DATA FOR IDIOM KNOWLEDGE  

 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 Score 

S1 + +  +  +   + + 6 

S2  + +  +  + + +  6 

S3 +  + +    +  + 5 

S4  + +  + + +  +  6 

S5  + +  +  + + +  6 

S6 +  + + +  +  + + 7 

S7  +  + +   +   4 

S8 + + +   +  +   5 

S9 +   +  +  +  + 5 

S10 +  +  +  +  +  5 

S11  + +  +  + +  + 6 

S12 + +  +  +   + + 6 

S13 +  +  + +  +  + 6 

S14  +  +  + +   + 5 

S15  +   +   +  + 4 

S16 +   +  +  + + + 6 

S17   +  +  +  +  4 

S18 + + +  +   +  + 6 

S19 +  +    +  + + 5 

S20  +  + + +   +  5 

TABLE III.  PRE-TEST DATA FOR PROVERB KNOWLEDGE  

 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Score 

S1 +   + +   + +  5 

S2  + + +   +  + + 6 

S3 + +  + + +  + +  7 

S4  +  + +   +  + 5 

S5 +    +  + +   4 

S6   + +   +  + + 5 

S7 +      +  +  3 

S8 +   +   +  +  4 

S9 +  +  + +   + + 5 

S10  + +   +    + 4 

S11 +   +  + + +   5 

S12   + + + +   + + 6 

S13 + +    + +  + + 6 

S14   +   +  + + + 5 

S15  + + + +  + +   6 

S16   +  +  + +  + 5 

S17 + +  +  +  +  + 6 

S18   +   +  + +  4 

S19  + + +  + +    5 

S20  +  +   + +   4 

 

Fig. 10. Pre-test results for 20 students. 

E. Text Generation 

The aim of the study is to create a method that will increase 
the number of correct answers given by students. For this 
situation, a story was created for each student using generative 
artificial intelligence. 10 idioms were used in the story. It is 
aimed that students can guess idioms using previous and next 
sentences, and they can do this through semantic analysis. An 
example text produced is shown in Fig. 11. 
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F. Post Test 

Table IV shows the post-test results for idioms. Table V 
shows the post-test results for idioms In this section, those 
shown with a + sign indicate the idioms that the students 
answered correctly in the pre-test. Those marked with an X sign 
indicate the questions that were not answered correctly in the 
pre-test but were answered correctly in the post-test. The empty 
parts indicate the questions that could not be answered correctly 
in both the pre-test and the post-test. 

 
Fig. 11. Text produced using idioms and proverbs. 

TABLE IV.  POST TEST DATA FOR IDIOM KNOWLEDGE 

 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 Score 

S1 + + X + X +   + + 8 

S2 X + + X +  + + + X 9 

S3 + X + +   X +  + 7 

S4 X + + X + + + X +  9 

S5 X + + X + X + + + X 10 

S6 + X + + + X +  + + 9 

S7 X +  + + X  + X X 8 

S8 + + + X  +  + X X 8 

S9 + X  +  + X + X + 8 

S10 + X +  + X + X + X 9 

S11  + + X +  + +  + 7 

S12 + + X + X +  X + + 9 

S13 +  +  + +  + X + 7 

S14  +  +  + + X  + 6 

S15  + X X +  X +  + 7 

S16 + X X +  +  + + + 8 

S17 X X + X + X + X + X 10 

S18 + + + X +   + X + 8 

S19 +  +  X X + X + + 8 

S20 X + X + + + X  + X 9 

TABLE V.  POST TEST DATA FOR PROVERB KNOWLEDGE  

 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Score 

S1 +   + +   + + X 6 

S2 X + + + X  + X + + 9 

S3 + + X + + +  + + X 9 

S4 X +  + + X X +  + 8 

S5 + X X  + X + + X  8 

S6  X + +  X + X + + 8 

S7 + X  X X X + X + X 9 

S8 + X  + X  + X + X 8 

S9 +  + X + +  X + + 8 

S10  + +  X +  X  + 6 

S11 + X  + X + + + X X 9 

S12  X + + + + X  + + 8 

S13 + + X  X + +  + + 8 

S14 X  + X  + X + + + 8 

S15 X + + + + X + +  X 9 

S16 X X +  + X + + X + 9 

S17 + + X + X + X + X + 10 

S18 X  + X X + X + +  8 

S19 X + + +  + +    6 

S20 X +  +  X + + X  7 
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Fig. 12. Post-test results for 20 students. 

The graph in Fig. 12 shows the post-test results. Here, one 
student answered both groups correctly and one student 
answered all questions in the idiom group correctly. 

The pre-test results showed an average value of 5.4 for 
idioms and 5.05 for proverbs. With the post-test, the average 
value for idioms increased to 8.2, while the average value for 
proverbs increased to 8.05. When the graph in Fig. 13 is 
analyzed, an increase of 51.85% was achieved for idioms and 
59.40% for proverbs. 

 
Fig. 13. Comparison of pre-test and post-test results. 

IV. RESULTS AND  DISCUSSION 

In the study, Natural Language Processing methods were 
used to learn idioms and proverbs. The 2396 proverbs and 11209 
idioms in the online dictionary of the Turkish Language 
Association were used. A group of 20 students aged 10-11 years 
was formed as the study group. Students were selected at this 
age because they are at an age-appropriate for abstract 
expression skill levels. The proverbs and idioms in the online 
dictionary were retrieved by the web scraping method. These 
data include idiom/proverb, meaning and sample sentence data. 
The retrieved data were first analyzed with Natural Language 
Processing methods. In particular, the difficulty levels of idioms 
and proverbs were determined with methods such as word count, 
word frequency, n-gram analysis. A pre-test was conducted to 
measure the efficiency of the method to be created for the 
students. For this process, a web application was created with 
C# programming language using ASP.NET Core technology. 
The answers given by the students were stored on SQL Server. 
The data here will be used for the post-test at the end of the 
study. In the method, students were randomly assigned 10 
idioms and 10 proverbs according to their difficulty level. They 
were asked to find the meanings of idioms and proverbs with a 
multiple-choice test. After the results obtained, texts consisting 
of idioms and proverbs were presented to the students in line 
with the semantic analysis, word frequency and word count 
elements of idioms and proverbs. Here, a generative artificial 
intelligence was used and texts were produced in the form of a 
story. With the texts produced, students tried to discover the 
meanings of idioms and proverbs and to guess them with 
contextual analysis with the help of the preceding and following 
sentences. At the end of the whole process, the post-test 
application was presented to the students in multiple-choice 
format. After the answers, students' scores increased by 51.85% 
for idioms and 59.40% for proverbs. This shows the positive 
effect of students seeing idioms and proverbs within the scope 
of abstract meaning contextually in sentences, the preceding and 
following sentences in the story and the story flow. 
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V. CONCLUSION AND  FUTURE WORK 

Proverbs and idioms consist of words and word groups 
containing metaphors. This negatively affects the learning 
process or causes the learning process to prolong. For the 
teaching process of proverbs and idioms in Turkish, words and 
word groups need to be analyzed. Natural Language Processing 
methods perform this process in both fast and effective ways. 
The results obtained from the study showed that the learning 
process was faster and more effective by revealing the 
relationship between words and word groups through analysis 
methods. The fact that the students increased by 51.85% on 
idioms and 59.40% on proverbs clearly proves this. Since the 
data set created in the study consists of data from the Turkish 
Language Association, an official authority, it is also important 
that it does not contain any errors. In the study, not only the 
meanings of proverbs and idioms are discussed, but also their 
usage areas are given with example sentences. This situation 
showed how semantic comprehension can be reflected in sample 
applications. 

In future studies, text production by students to improve 
students' knowledge of idioms and proverbs will bring good 
results. Placing the proverb or idiom where it will be used by 
using the context of the previous sentence and the next sentence 
and processing the plot will further develop this skill. Exploring 
the use of different proverbs and idioms by researching other 
online resources will ensure good results. 
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Abstract—The large use of private cars is directly 

proportional to the number of insurance claims. Therefore, 

insurance companies need a breakthrough or new approach that 

is more effective and efficient to be able to compete for the trust 

of their customers. One approach that can be taken is to use 

artificial intelligence to detect damage to the car body to speed 

up the claims process. In this research, several experiments will 

be carried out using various types of models, namely Mask-R-

CNN, ResNet50, MobileNetv2, YOLO-v5, and YOLO-v8 to 

detect damage to the car body. Furthermore, in the experiments 

that were carried out, the best results were obtained using the 

YOLO-v8x model with precision, recall, and F1-score values of 

0.963, 0.951, and 0.936 respectively. 

Keywords—Car damage detection; insurance claim; deep 

learning; object detection 

I. INTRODUCTION 

The prevalence of private vehicle usage in Indonesia is 
notably substantial. As per data extracted from the [1] for the 
year 2022, an estimated 17,175,632 units of private 
automobiles were in circulation across the nation. This 
proliferation of private vehicles in Indonesia corresponds 
directly with the incidence of traffic accidents. According to 
[2], approximately 25,144 cases of traffic accidents occurred 
during the first semester of 2022, resulting in a cumulative loss 
nearing three billion Indonesian rupiahs (Pusiknas Bareskrim 
Polri, 2023). Prevalent accident types include head-on 
collisions, rear-end collisions, and instances of vehicles veering 
off roads, with respective occurrences numbering 3,503, 3,066, 
and 2,951 cases in sequence. 

The World Health Organization (WHO) identifies several 
primary factors contributing to traffic accidents and the 
heightened risk of resultant losses. These factors encompass 
driving at speeds surpassing the average, driving under the 
influence of alcohol, operating vehicles devoid of essential 
safety equipment such as helmets, seat belts, and child car 
seats, engaging in communication activities while driving, 
encountering inadequacies in road infrastructure, possessing 
vehicles with substandard maintenance, experiencing deficient 
post-accident care, and encountering lax enforcement of traffic 
laws [3]. 

Motor vehicle insurance has become a popular means of 
reducing the damages that people suffer from traffic accidents. 
To reduce the losses from unanticipated events like theft, 
accidents, and disasters, a motor vehicle insurance plan is 
required. As a result, a large number of insurance firms have 

surfaced that provide services related to motor vehicle 
insurance. 

Indonesia has witnessed a tremendous increase in the motor 
vehicle insurance market. The company in this sector showed a 
premium growth of 19.4% in the third quarter of 2022 
compared to the third quarter of 2021, according to a study [4]. 
To be competitive, motor vehicle insurance companies must 
have a solid and superior business strategy compared to other 
businesses, given the industry's rapid expansion. The plan for 
processing insurance claims is one of the most important 
factors to take into account in the insurance industry. Research 
in study [5] asserts that tangibility, reliability, assurance, 
responsiveness, and empathy are the five essential aspects of 
service quality that can be assessed. Research in study [6] 
states that each of the previously listed dimensions is defined. 
First of all, tangibility describes how the actual buildings, tools, 
staff, and marketing materials seem in relation to the level of 
service that the insurance firm offers. The capacity to provide 
promised services consistently and precisely is the second 
definition of reliability. Next, assurance comprises staff 
members' expertise, politeness, and capacity to inspire trust in 
customers. Moreover, being responsive means being ready to 
help clients and offer timely assistance. Finally, empathy is 
showing consideration and care for the people who serve 
clients. Fig. 2 describes how customers feel about an insurance 
product's satisfaction and quality. According to a study [5], in 
the PT Multi Artha Guna Insurance motor vehicle insurance 
market, responsiveness has the lowest score, followed by 
dependability, empathy, assurance, and tangibility. 
Furthermore, the research indicates that the ease of the process 
scheme for filing auto insurance claims to the insurance 
company is the aspect that most determine consumer 
satisfaction in insurance services. 

One of the procedures used by customers in the motor 
vehicle insurance sector when they sustain losses on their cars 
in accordance with the arrangements they have with the 
insurance provider is filing a claim. The claims procedure is 
still primarily completed by hand at this time. Because set and 
consistent parameters are not applied uniformly among 
insurance firms, this leads to consumer dissatisfaction with the 
damage assessment process. 

This procedure can be made digital and automated with 
data science and artificial intelligence (AI) techniques, 
especially deep learning. AI models can be trained using data 
from prior claims to comprehend and forecast car damage, 
resulting in a more transparent and objective evaluation. These 
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AI models can also be trained and enhanced over time, which 
will speed up and improve the efficiency of the claims process. 

Moreover, the procedure for submitting claims currently in 
place takes a long time. This process can be accelerated by 
utilizing AI and data science. Sophisticated data analysis 
methods can be used to find trends in the claims, speed up the 
verification process, and even help find fraudulent activity. 
This may result in a quicker settlement of claims, which would 
eventually increase client satisfaction. It is therefore necessary 
to develop a more widely accepted, widely adopted, and well-
standardized claim submission procedure. Customers will be 
able to file claims more conveniently, get their cars fixed 
quickly, and benefit from more transparent and objective 
damage assessment procedures, all of which will increase 
customer satisfaction. To overcome the previously described 
problems, a data science and deep learning strategy will be 
used in this study. 

By employing methodologies rooted in data science and 
deep learning, it is anticipated that the efficiency and 
effectiveness of the claims process can be improved while 
minimizing subjectivity. Data science, an interdisciplinary 
domain, encompasses scientific techniques, algorithms, and 
systems to glean insights from data in diverse formats, 
structured or unstructured. Drawing upon principles from 
various fields such as mathematics, statistics, information 
science, and computer science, data science is closely 
associated with practices like data mining, machine learning, 
and big data analysis. It facilitates the development of 
predictive models, identification of trends and patterns, and 
aids in data-driven decision-making. Deep learning, as 
described in study [7], is a branch of machine learning that 
enables computers to learn from prior training and grasp 
complex concepts. As computers acquire knowledge through 
experience, human operators are not required to explicitly 
provide all necessary information. Consequently, this approach 
holds the potential to enable real-time claims processing for 
consumers. In the studies by [8] and [9], Deep Learning, 
particularly Convolutional Neural Networks, was utilized to 
detect Diabetic Retinopathy from fundus images. 

This study will use image data to apply the deep learning 
approach further to the detection of damaged objects in cars. It 
is anticipated that using this method will enable effective, real-
time damage identification, which will benefit clients. 
Furthermore, since AI can now automate damage detection—a 
task that was formerly completed by qualified professionals—
insurance firms can save money on their operations. 

There are two primary categories of frameworks for generic 
object detection techniques, according to study [10]. The first 
kind operates according to the standard object detection 
procedure, first generating region proposals and subsequently 
classifying each proposal according to several item types. The 
second style uses integrated frameworks to produce final 
findings that include both categories and locations 
simultaneously, seeing object detection as a classification or 
regression problem. R-CNN, Mask R-CNN, SPP-net, Fast R-
CNN, Faster R-CNN, and FPN are some of the models for the 
first type; SSD,  YOLO (You Only Look Once), DSSD, and 
DSOD are some of the models for the second type. 

Mask R-CNN is an extension of the Faster R-CNN model 
designed for instance segmentation, i.e., the ability to classify 
objects in images and simultaneously produce accurate masks 
for each object instance. Mask R-CNN adds a branch for mask 
prediction to Faster R-CNN, enabling it to distinguish between 
objects at the pixel level. In the context of detecting damage on 
car bodies, studies have used Mask R-CNN to accurately 
identify and localize damages such as scratches, dents, and 
scrapes. For example, research in [11] used Mask R-CNN to 
detect and classify various types of damage on car bodies using 
a dataset consisting of thousands of car images taken from 
various angles, demonstrating a high level of precision in 
damage detection. Subsequently, [12] applied an improved 
Mask RCNN by optimizing ResNet and FPN as feature 
extraction. In this study, the use of the improved Mask RCNN 
method increased accuracy by almost 2%, from 94.53% to 
96.38%. 

Once the damage has been successfully detected using 
Mask R-CNN, the classification of the type of damage is 
performed. Research in study [13] used CNN with EfficientNet 
and MobileNetV2 architectures. In this study, the results from 
Mask R-CNN segmentation were used as input for the 
classification model. The use of this technique in the 
classification model can improve the F1-score value of the 
model by up to 9%. The best classification model is 
MobileNetV2, which uses this technique with an F1-score of 
up to 91%. Previously, damage detection studies with transfer 
learning models have also been conducted by comparing 
various architectures such as Inception V3, VGG16, VGG19, 
Xception, MobileNet, and ResNet50. The best accuracy results 
were obtained by the MobileNet model at 97.28%, followed by 
ResNet50. Another study conducted by [14] used transfer 
learning models comparing VGG16, VGG19, ResNet34, and 
ResNet50 architectures. The results showed that ResNet50 had 
the best accuracy results at 96.39%, followed by VGG19, 
VGG16, and ResNet34 at 95.87%, 94.84%, and 93.88%, 
respectively. Furthermore, [15] added an ensemble method to 
the transfer learning model created. The best result was 
obtained when using the ResNet architecture with an accuracy 
of 88.24%. 

YOLO is one of the Convolutional Neural Network (CNN) 
based object detection models widely used today. YOLO can 
perform two tasks simultaneously, namely detection and 
classification of damages. In previous studies, several kinds of 
research have been conducted using YOLO, such as [16] using 
the YOLO-v5 model to detect damages and the location of 
insulators. Then, [17] conducted an Automatic Non-Parking 
Overload Detection Method based on the YOLO-v5 model. In 
addition, [18] performed real-time object detection for 
substation security warnings based on YOLO-v5, [19] used the 
YOLO-v5 model to detect road damages, and [20] used the 
YOLO-v5 model to detect car damages. In January 2023, [21], 
the developer of the YOLO-v5 model, released one of the latest 
versions of YOLO, namely YOLO-v8, which is an 
improvement over YOLO-v5, where the YOLO-v8 algorithm 
can be faster in object detection and also more accurate in 
detecting small objects. 

In this research, the YOLO-v5 and YOLO-v8 algorithm 
approaches will be conducted as algorithms for detecting 
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objects that have been previously conducted in previous 
studies. The reason for choosing the YOLO-v5 algorithm is 
because it is one of the most widely used object detection 
algorithms in various fields at present. Then, the YOLO-v8 
algorithm, which is one of the latest version of the YOLO 
algorithm at present, will also be used. Furthermore, the 
evaluation results obtained from the YOLO algorithm will be 
compared with the approach that has been previously done in 
detecting damages on vehicles, namely damage segmentation 
using Mask R-CNN and damage type classification using 
CNN. In this research, the two best CNN architectures based 
on previous studies, namely ResNet and MobileNet, will be 
used. 

II. RELATED WORK 

In this segment, preceding research relevant to the current 

investigation will be elucidated. Numerous inquiries into car 

damage detection have been conducted previously. These 

studies can be seen in Table I. 

TABLE I.  STATE-OF-THE-ART 

Research Method Dataset Evaluation 

[20] YOLO-v5 767 images 

Precision = 95% 

Recall = 87% 

F1-score = 91% 

[22] CNN 3000 images Accuracy = 98% 

[23] YOLO-v3 150 images Map score = 82% 

[13] 

Mask R-CNN and 

CNN 
(MobileNetV2) 

1600 images F1-score = 91% 

[24] 
Mask R-CNN and 
CNN (VGG16) 

460 images 

Precision = 91% 

Recall = 90% 

F1-score = 90% 

[14] 

CNN (AlexNet, 

VGG19, 

InceptionV3, 

ResNet50, 
MobileNets V1.0) 

1172 images Accuracy = 96% 

[25] 
Transfer learning 

and VGG16 
2300 images Accuracy = 87% 

[26] R-CNN (MobileNet) 600 images Accuracy = 95% 

[12] 
Mask R-CNN 

(ResNet101) 
2000 images Accuracy = 96% 

Therefore, this study will compare the performance of yolo-v8, yolo-v5, ResNet50, and MobileNetV2.  

III. DATA AND METHODOLOGY 

Within this section, the data and methodologies employed 
to address the focal subjects of inquiry in this study will be 
elucidated. Fig. 1 delineates the procedural framework 
underpinning this research endeavor. 

A. Dataset 

In this study, the acquisition of photographs depicting 
automobile damages was conducted in collaboration with PT 
Global Risk Management. The captured images of vehicles 
encompass various categories, including scratches, dents, tears, 
shattered or cracked glass, and fractured or cracked lights. The 
entirety of the data utilized for this investigation amounts to 
700 images. Each class's data volume has been organized into 
five distinct categories, as illustrated in Fig. 2. 

 

Fig. 1. Research workflow. 

 
Fig. 2. Damages distribution in the dataset. 

B. Data Preprocessing and Augmentations 

Several pre-processing data techniques employed in this 
study include: 

 Data Annotation: The annotation process involves 
marking the location and type of damage on car images. 
In this study, two annotation approaches were 
employed: the first utilized bounding boxes for the 
YOLO algorithm, while the second employed 
annotation in the Common Object in Context (COCO) 
format. 
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 Resizing Data: Resizing images during the data 
preprocessing stage is a critical step in preparing the 
dataset for deep learning models. This process involves 
adjusting the size of images to meet the requirements of 
the model, with benefits such as computational 
efficiency, reduced memory load, ensuring consistency 
in input sizes for the model, and preventing overfitting. 
In this study, the image sizes of 1024×1024 pixels for 
the Mask R-CNN algorithm, 224×224 pixels for CNN 
architectures ResNet and MobileNet, and 640×640 
pixels for YOLO-v5 and YOLO-v8 algorithms will be 
utilized. 

 Data Train, Validation, and Test Split: The division of 
data into training, validation, and test sets is a key stage 
in the development of deep learning models. The 
training data, which comprises the majority of the 
dataset, is used to train the model and enable it to 
understand patterns and features within the data. 
Validation data is utilized during training to evaluate 
the model's performance and prevent overfitting or 
underfitting. Meanwhile, test data is employed to assess 
the model's ability against data it has not previously 
encountered. In this study, the data was divided into 
train, validation, and test sets with proportions of 70%, 
20%, and 10%, respectively. 

 Following this, in our research, augmentation 
techniques were applied to the training data to enhance 
the dataset's size and optimize algorithm performance. 
The augmentation methods used include adjusting hue 
within the range of -90° to 90°, modifying saturation 
between -50% and 50%, tuning brightness from -20% 
to 20%, and implementing mosaic augmentation. Below 
are explanations for each augmentation process: 

 Hue Augmentation: Hue augmentation involves 
adjusting the hue values in an image's color models 
(HSL or HSV) to enhance data diversity. By rotating 
hue values, colours shift across the spectrum, promoting 
learning across various color ranges. This technique 
prevents models from fixating on specific colors, 
fostering better adaptation to diverse color variations in 
new data. Unlike relying solely on memorized colors, 
hue augmentation encourages focus on object features 
and shapes. Despite potentially unnatural color shifts, 
the goal is to improve the model's ability to recognize 
general visual patterns, reducing reliance on specific 
color cues. 

 Saturation Augmentation: Saturation augmentation is a 
technique that alters color intensity within an image, 
affecting brightness and color vibrancy. By randomly 
adjusting pixel saturation values, it creates varied color 
tones, prompting machine learning models to discern 
objects and patterns across different saturation levels. 
This technique enhances model performance in real-
world scenarios with diverse lighting conditions or 
weather, enabling recognition of objects amidst varying 
color saturation levels. However, extremes in saturation 
levels may lead to distorted images, necessitating 
careful adjustments to maintain visual consistency. 

When combined with other augmentation methods like 
hue adjustment or resizing, it enriches dataset 
variations, aiding models in understanding diverse color 
schemes and brightness levels in images. 

 Brightness Augmentation: Brightness augmentation is a 
technique used to modify the overall brightness level 
within an image by applying random changes to pixel 
brightness values, resulting in either increased or 
decreased light intensity throughout the image. This 
adjustment creates diverse lighting variations for 
objects and backgrounds in the image. The primary aim 
of brightness augmentation is to enhance machine 
learning models' adaptability to different lighting 
conditions encountered in real-world scenarios. 
However, excessive changes in brightness may lead to 
the loss of critical image information, necessitating 
careful adjustments to maintain visual balance. 
Additionally, local brightness augmentation techniques 
target specific image areas, offering more precise 
adjustments. By combining brightness augmentation 
with other image data augmentation methods, such as 
contrast enhancement or cropping, a more diverse 
training dataset can be generated, aiding models in 
recognizing various lighting conditions. 

 Mosaic Augmentation: Introduced in the study [27], this 
process is a widely used technique in image processing 
and object detection. It aims to enhance the reliability 
and robustness of models by combining multiple 
images into a single mosaic, treating it as a unified 
image. This method increases the diversity of 
perspective and scale, thus enriching the model's 
learning by expanding the variety of training samples. It 
improves object detection across different scales and 
viewpoints, as well as enhances the model's ability to 
handle challenging images, such as those with partially 
visible or cropped objects. Several studies have utilized 
mosaic augmentation for object detection, including 
[28], where it was employed to broaden the variety of 
training samples and explore the relationship between 
classification and localization in object detection. 

C. Building Models 

This study will employ two approaches to construct the 
best model. The first approach utilizes Mask R-CNN to detect 
the location of damage, after which the output images from 
Mask R-CNN will be fed into CNN algorithms with ResNet 
and MobileNet architectures for the classification of damage 
types. This initial approach, within the scope of object 
detection, can be termed as a double-stage method because the 
tasks of detecting damage location and classifying damage 
types are performed in two distinct stages. The second 
approach employs the YOLO algorithm, specifically YOLO-v5 
and YOLO-v8 in our research, to simultaneously perform the 
tasks of detecting damage location and classifying damage 
types. This second approach, within the scope of object 
detection, can be referred to as a one-stage method because the 
detection of damage location and the classification of damage 
types are carried out in a single stage. 
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For Mask R-CNN, firstly, an input image is fed into the 
network. This image undergoes processing in the backbone 
network, which is a combination of the ResNet101 architecture 
and is complemented by the Feature Pyramid Network (FPN). 
The backbone network aims to extract feature maps from the 
input image. Secondly, the feature maps generated by the 
backbone network are sent to the Region Proposal Network 
(RPN). In this process, several operations are performed, 
including sliding window operation, convolution operation, 
softmax operation, and bounding box regression (bbox 
regression). The sliding window operation entails a fixed 3 × 3 
window moving across the feature map to identify candidate 
regions. At each window position, the convolution operation is 
utilized to produce scores for each anchor and proposal for 
bounding box regression. The convolution operation applies a 
kernel to the feature map by sliding it across and computing the 
dot product between the kernel values and the corresponding 
feature map values. Mathematically, the convolution operation 
formula in the RPN network can be observed in Eq. (1). 

 𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)  ∙ 𝐾(𝑚, 𝑛)

𝑛𝑚

 (1) 

Next, the softmax operation is performed for the 
classification of two classes (object vs. non-object). In this 
study, objects refer to damaged parts of the car body, while 
non-objects are defined as undamaged parts of the car body. 
For each anchor, the Region Proposal Network (RPN) 
generates two scores indicating the likelihood of the anchor 
containing foreground (object) or background (non-object). 
The softmax function is applied to these scores to obtain the 
probability of a desired object using the formula in Eq. (2). 


𝜎(𝑧)𝑖 =

𝑒𝑧𝑖

𝑒𝑧0 + 𝑒𝑧1
 (2) 

Furthermore, the bounding box regression (bbox reg) 
operation is conducted to refine the bounding box proposals. 
For each anchor, the Region Proposal Network (RPN) 
generates four values representing predictions of displacement 
and scale transformation to adjust the anchor closer to the 
actual object bounding box. The general formula for bbox reg 
in the RPN context can be observed in Eq. (3) to Eq. (6). 

 
𝑡𝑥 =

(𝑥 − 𝑥𝑎)

𝑤𝑎

 (3) 

 
𝑡𝑦 =

(𝑦 − 𝑦𝑎)

ℎ𝑎

 (4) 

 𝑡𝑤 = log (
𝑤

𝑤𝑎

) (5) 

 
𝑡ℎ = log (

ℎ

ℎ𝑎

) (6) 

 𝐿 = 𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘 (7) 

This second process yields outputs in the form of Regions 
of Interest (RoIs). Subsequently, the RoIs generated by the 
RPN are mapped to extract corresponding target features in the 
shared feature map, and then forwarded to the Fully Connected 
Layers and Fully Convolutional Network (FCN), respectively 

for target classification and instance segmentation. This 
process generates classification scores, bounding boxes, and 
segmentation areas. To evaluate these three aspects, Equation 
(7) is utilized, where L represents the total loss function, 𝐿𝑐𝑙𝑠 is 
the loss function for object classification, 𝐿𝑏𝑜𝑥  is the loss 
function for bounding box regression, and 𝐿𝑚𝑎𝑠𝑘  is the loss 
function for object segmentation. Furthermore, the output from 
the Mask R-CNN algorithm, which consists of segmented 
images and information regarding the coordinates of 
segmentation bounding boxes, will be used as input for the 
subsequent algorithm, which is CNN for classifying the type of 
damage. Initially, only the parts of the image marked with 
bounding box coordinates, indicating objects, are selected. The 
objects identified using Mask R-CNN will be used as input for 
the damage classification algorithm in this study, employing 
CNN with ResNet-50 and MobileNet-V2 architectures. 

Next, the classification process will be explained by 
constructing the best model using the ResNet-50 architecture. 
Initially, the input image is resized to 224×224. Then, the 
image enters the first convolutional layer consisting of 7×7 
filters with an output of 64 feature maps and a smaller 
dimension image of 112×112. In each filter window, 
convolution operations, as in Eq. (8), are performed, followed 
by batch normalization using Eq. (9) and Eq. (10), and finally 
passed through the ReLU activation function using the formula 
in Eq. (11). 

 𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑊 ∗ 𝑋 + 𝑏 (8) 

 𝑂𝑢𝑡𝑝𝑢𝑡 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑂𝑢𝑡𝑝𝑢𝑡 − 𝑚𝑒𝑎𝑛(𝑂𝑢𝑡𝑝𝑢𝑡)

√𝑣𝑎𝑟(𝑂𝑢𝑡𝑝𝑢𝑡) + 𝜖
 (9) 

 𝑂𝑢𝑡𝑝𝑢𝑡_𝑏𝑛 = 𝛾 × 𝑂𝑢𝑡𝑝𝑢𝑡 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 + 𝛽 (10) 

 𝑅𝑒𝐿𝑈(𝑂𝑢𝑡𝑝𝑢𝑡_𝑏𝑛) = max (0, 𝑂𝑢𝑡𝑝𝑢𝑡_𝑏𝑛) (11) 

Next, the results from the operations in the first 
convolutional layer enter the second convolutional layer block. 
This block consists of three convolutional layers. The first 
layer comprises 1×1 filters with 64 filters, the second layer 
consists of 3×3 filters with 64 filters, and the third layer 
consists of 1×1 filters with 256 filters. Convolution operations, 
as in Eq. (8), are performed in each filter window, followed by 
batch normalization using Eq. (9) and Eq. (10), and finally 
passed through the ReLU activation function using the formula 
in Eq. (11). This block will be executed three times in total. 
The output of this block is processed in the third convolutional 
block. 

In the third convolutional block, there are three 
convolutional layers. The first layer comprises 1×1 filters with 
128 filters, the second layer consists of 3×3 filters with 128 
filters, and the third layer consists of 1×1 filters with 512 
filters. Similar to before, convolution operations, batch 
normalization, and ReLU activation functions are applied. This 
block will be executed four times in total. 

Next, the output from the third convolutional block enters 
the fourth convolutional block. This block also consists of three 
convolutional layers. The first layer comprises 1×1 filters with 
256 filters, the second layer consists of 3×3 filters with 256 
filters, and the third layer consists of 1×1 filters with 1024 
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filters. Similar operations are applied in each filter window, 
and this block will be executed six times in total. 

Lastly, there is the fifth convolutional block, which also 
consists of three convolutional layers. The first layer comprises 
1×1 filters with 512 filters, the second layer consists of 3×3 
filters with 512 filters, and the third layer consists of 1×1 filters 
with 2048 filters. Operations similar to previous blocks are 
applied, and this block will be executed three times in total. 

In addition to using the ResNet-50 architecture, this study 
will also employ the MobileNet-v2 architecture for the CNN 
classification algorithm with the aim of classifying the types of 
damage based on the predicted damage areas obtained using 
the Mask R-CNN algorithm. First, an image of size 224×224 
with three channels will be used as input. Then, standard 
convolution operations will be performed with a filter size of 
3×3 and a formula as shown in Eq. (12). 

 
𝑂𝑖𝑗 = ∑ ∑ 𝐼(𝑖+𝑚,𝑗+𝑛) ∙ 𝐾𝑚𝑛

𝑁−1

𝑛=0

𝑀−1

𝑚=0

 (12) 

Next, it will enter the core part that characterizes the 
MobileNet-v2 architecture, namely depthwise separable 
convolution, which consists of two convolutional layers: 
depthwise convolution and pointwise convolution. In 
depthwise convolution, a single filter is applied to each feature 
map separately. This means that if there are D feature maps, 
there will be D depthwise filters. The formula for the 
depthwise convolution operation can be seen in Eq. (13). 

 
𝑂𝑖,𝑗,𝑑 = ∑ ∑ 𝐼(𝑖+𝑚,𝑗+𝑛,𝑑) ∙ 𝐾𝑚,𝑛,𝑑

𝑁−1

𝑛=0

𝑀−1

𝑚=0

 (13) 

After that, the 32 output feature maps from the depthwise 
convolution will enter the pointwise convolution layer. In 
pointwise convolution, the operation is performed using 1×1 
pixel filters on all the output feature maps from the depthwise 
convolution. The formula for the pointwise convolution 
operation can be seen in Eq. (14). 

 
𝑂𝑖,𝑗,𝑙 = ∑ 𝐼𝑥,𝑦,𝑑

𝐷

𝑑=1

∙ 𝐾𝑑,𝑙 (14) 

In this process, the output is 64 feature maps with a size of 
112×112 pixels. These three convolution processes will be 
repeated 4 times until an output of 1024 feature maps with a 
size of 7×7 is obtained. Then, global average pooling operation 
will be performed with the formula as shown in Eq. (15) 
below. 

 
𝑂𝑘 =

1

𝑊𝐻
∑ ∑ 𝐼𝑖,𝑗,𝑘

𝑊

𝑗=1

𝐻

𝑖=1

 (15) 

As a result, the overall outcome of global average pooling 
will yield a vector with a dimension size of 1024. Next, this 
vector will be used as input to the final layer, namely the fully 
connected layer, with the formula as shown in Eq. (16). 

 
𝑶𝒋 = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 (∑ 𝑾𝒊,𝒋 ∙ 𝑿𝒊 + 𝒃𝒋

𝑁

𝑖=1

) (17) 

For each layer, an activation function is employed to 
process the weighted calculations and generate the output of 
the best model. Typically, the ReLU activation function is used 
during the process, with the formula as shown in Eq. (18), 
while the sigmoid activation function is utilized as the 
activation function in the final layer to perform the 
classification task, with the formula as depicted in Eq. (19). 

 𝑅𝑒𝐿𝑈(𝑥) = max (0, 𝑥) (18) 

 
𝜎(𝒛)𝑖 =

𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝐾
𝑗=1

 (19) 

In this study, detection and classification of car body 
damage will also be performed using the YOLO algorithm. 
YOLO is an algorithm capable of simultaneously performing 
detection and classification functions. Therefore, the YOLO 
algorithm approach can be referred to as a case of object 
detection with a one-stage method. In our study, two versions 
of the YOLO algorithm will be used, namely YOLO-v5 and 
YOLO-v8. The reason for choosing these two versions is that 
both were developed by the same team, Ultralytics. YOLO-v5 
was released in May 2020 and has been widely used in various 
fields for object detection cases. It will then be compared with 
YOLO-v8, which is one of the latest versions of YOLO 
released in January 2023. First, the implementation of YOLO-
v5 in this study will be explained. 

YOLO-v5 consists of several sub-versions, namely YOLO-
v5n, YOLO-v5s, YOLO-v5m, YOLO-v5l, and YOLO-v5x. All 
sub-versions have the same input size, which is an image with 
dimensions of 640×640 pixels. Each version has a similar 
overall architecture, with differences only in the number of 
layers and parameters used. For example, YOLO-v5n has the 
fewest layers and parameters, resulting in the fastest 
computation time compared to all other sub-versions, but its 
accuracy is relatively lower compared to the other four sub-
versions. Typically, the choice of sub-version is based on the 
complexity of the case or problem and the available resources. 
The performance of these five sub-versions will be compared 
in this study. Fig. 3 shows YOLO-v5 architecture. 

 
Fig. 3. YOLO-v5 architecture. 
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The YOLO architecture is divided into three main parts: 
backbone, neck, and head. In the backbone part, the first step 
involves the input image with dimensions of 640×640×3 pixels 
entering the focus layer. In this layer, the image is divided into 
four equally sized parts and combined into a new image tensor 
with dimensions of 320×320×12. The purpose of this operation 
is to reduce the spatial dimensions of the image and focus more 
on the important features within it. The output of this layer then 
enters the subsequent CBL layer. 

In the next process in the CBL layer, three main operations 
are performed: convolution operation, batch normalization, and 
Leaky ReLU. The convolution operation generates new feature 
maps using a 3×3 filter applied to the entire spatial area of the 
input feature map. This operation is used to extract important 
and meaningful features from the image. Next, batch 
normalization is applied to normalize the output of the 
convolution layer and speed up convergence towards the best 
model. Finally, the Leaky ReLU operation is used to prevent 
dead neurons due to negative input values. The formulas for 
each operation can be seen respectively in Eq. (20) – Eq. (22).  

 
𝑂𝑖𝑗𝑘 = ∑ ∑ ∑ 𝐼𝑖+𝑚,𝑗+𝑛,𝑐 ∙ 𝐾𝑚𝑛𝑐𝑘

𝐶−1

𝑐=0

𝑁−1

𝑛=0

𝑀−1

𝑚=0

 (20) 

 
𝑂𝑘

′ = 𝛾 (
𝑂𝑘 − 𝜇𝑏

√𝜎𝐵
2 + 𝜖

) + 𝛽 (21) 

 𝑓(𝑥) =  {
𝑥, 𝑗𝑖𝑘𝑎 𝑥 > 0 
𝛼𝑥, 𝑗𝑖𝑘𝑎 𝑥 ≤ 0

 (22) 

Then, there are several layers that need to be passed 
through such as Residual Unit (Res unit), CSP bottlenecks, and 
Spatial Pyramid Pooling (SPP). In the Res Unit, the concept 
from the ResNet architecture is used where the input feature 
map can perform skip connections to convolutional layers, and 
then their results are combined with the output of those 
convolutional layers. This is done to preserve some important 
original features in the image. Then, in the CSP bottlenecks, 
there are two types of operations: 𝑐𝑠𝑝1𝑥  and 𝑐𝑠𝑝2𝑥. Finally, 
in the SPP operation, max pooling is performed in parallel on 
the output from the CBL with varying window pooling scale 
intensities. Then, the results of each max pooling operation are 
combined again to deepen the features. 

In the neck part, there are two operations that have not been 
performed in the backbone process, namely upsampling, 
concatenation, and C3. In this part, the model focuses more on 
processing the feature maps generated in the previous 
backbone part, before continuing to the head part for the 
prediction process. Upsampling is the process of increasing the 
resolution of the feature map. This is usually done through 
techniques such as nearest neighbor or bilinear interpolation. 
To perform an upsampling operation, given a feature map with 
size 𝑊 × 𝐻, upsampling with a scale factor s will result in a 
new feature map with size 𝑠𝑊 × 𝑠𝐻. This operation is carried 
out to increase the resolution of the feature map to match the 
dimension of the feature map that will undergo concatenation 
operation. Concatenation operation is the process of appending 
one or more tensors along a certain dimension. In this case, 
feature maps of various resolutions that have been upsampled 

will be concatenated along the channel dimension. For 
example, if there are two feature maps A and B with sizes 𝑊 ×
𝐻 × 𝐶𝐴  and 𝑊 × 𝐻 × 𝐶𝐵  respectively, then the result of the 
concatenation operation will yield a feature map with size 𝑊 ×
𝐻 × (𝐶𝐴 + 𝐶𝐵). 

After the upsampling and concatenation operations, there is 
another block operation called C3. The C3 block aims to 
further process the concatenated feature maps, using the 
bottleneck CSP technique for computational efficiency while 
still extracting relevant features. In this block, there are two 
main operations: convolution operation and bottleneck CSP 
operation. The convolution operation consists of three layers 
followed by batch normalization and Leaky ReLU operations 
as shown in Eq. (20) – Eq. (22). After passing through the 
convolution layers, the feature map will enter the bottleneck 
CSP operation. The C3 block is responsible for processing the 
combined features and generating richer feature maps that will 
be used for prediction. 

Finally, in the head part, the output from the first C3 block 
will enter the last convolution layer for the bounding boxes 
prediction process, the output from the second C3 block will 
enter the last convolution layer for predicting the confidence or 
probability of the damage being detected inside the bounding 
boxes or not, and the output from the last C3 block will enter 
the last convolution layer and used for classifying the type of 
damage. These three outputs will be evaluated to minimize the 
loss using Eq. (23) – Eq. (27). 

 𝐿𝑜𝑠𝑠 = 𝜆1𝐿𝑐𝑙𝑠 + 𝜆2𝐿𝑜𝑏𝑗 + 𝜆3𝐿𝑙𝑜𝑐 (23) 

 𝐿𝑐𝑙𝑠 = 𝐿𝑜𝑏𝑗 = −
1

𝑁
(𝑦𝑛 × 𝑙𝑛𝑥𝑛

+(1 − 𝑦𝑛) × ln (1 − 𝑥𝑛)) (24) 

 
𝐿𝑙𝑜𝑐 = 1 − 𝐼𝑂𝑈 +

𝜌2(𝑏, 𝑏𝑔𝑡)

𝑐2 + 𝛼𝑣 (25) 

 
𝑣 =

4

𝜋2 (arctan2
𝑤𝑔𝑡

ℎ𝑔𝑡 − 𝑎𝑟𝑐𝑡𝑎𝑛
𝑤

ℎ
)

2

 (26) 

 𝛼 =
𝑣

(𝑎 − 𝐼𝑂𝑈) + 𝑣
 (27) 

In Eq. (24), 𝑁  represents the number of classification 
classes, 𝑦𝑛 represents the ground truth for the presence of each 
class within the bounding boxes (1 if class 𝑛  of damage is 
within the bounding boxes and 0 if class 𝑛 of damage is not 
within the bounding boxes), and 𝑥𝑛  represents the predicted 
probability for that class. 

Next, the YOLO-v8 model will be explained. This study 
compares several sub-versions of YOLO-v8, specifically 
YOLO-v8n, YOLO-v8s, YOLO-v8m, YOLO-v8l, and YOLO-
v8x. Similar to YOLO-v5, all sub-versions of YOLO-v8 use 
input images of size 640×640. YOLO-v8n is the version with 
the fastest training time as it uses the fewest parameters and 
layers. On the other hand, YOLO-v8x is the sub-version with 
an average longest training time but is expected to yield the 
most accurate results due to the higher number of parameters 
and layers used. In this study, all the aforementioned sub-
versions of YOLO-v8 are compared. 

First, an image with dimensions of 640×640×3 pixels is 
taken as input into the algorithm. Then, the image is processed 
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within the Convolutional Block (CBS Module). In this CBS 
block, several operations are performed, including convolution 
operation, Batch Normalization, and Sigmoid activation 
function. The formulas for performing these three operations 
can be seen in Eq. (28) – Eq. (30). 

 
𝑂𝑖𝑗𝑘 = ∑ ∑ ∑ 𝐼𝑖+𝑚,𝑗+𝑛,𝑐 ∙ 𝐾𝑚𝑛𝑐𝑘

𝐶−1

𝑐=0

𝑁−1

𝑛=0

𝑀−1

𝑚=0

 (28) 

 
𝑂𝑘

′ = 𝛾 (
𝑂𝑘 − 𝜇𝑏

√𝜎𝐵
2 + 𝜖

) + 𝛽 (29) 

 
𝜎(𝑂𝑘

′ ) =
1

1 + 𝑒(−𝑂𝑘
′ )
 (30) 

The CBS block has the main function of extracting feature 
maps and reducing spatial dimensions. In addition, there are 
other operation blocks, namely C2F and SPPF. In the C2F 
operation block, the feature map is divided into n parts, where 
n represents the number of bottleneck layers. Then, each layer 
undergoes two operations as described in Eq. (28) – Eq. (30). 
For the SPPF operation block, there is a uniqueness where the 
feature map is first divided into four parts, and each part 
undergoes processing as shown in Fig. 4. Furthermore, the 
neck and head parts are not much different from those in 
YOLO-v5. All operations performed are almost the same, with 
only differences in the order of operation processes and the size 
of the feature map in the final detection block. 

 

Fig. 4. YOLO-v8 architecture. 

IV. EXPERIMENTS AND RESULT 

A. The Evaluation Parameters 

Several evaluation criteria were used in this study, 
including the F1-score, precision, and recall. A prominent tool 
for evaluating the effectiveness of classification models is the 
confusion matrix, which offers a thorough comparison between 
the predictions made by the model and the actual labels. False 
Positives (FP), False Negatives (FN), True Positives (TP), and 
True Negatives (TN) are all part of it. Precision is a metric that 
measures the proportion of true positive predictions compared 
to the total positive predictions. Precision provides information 
on how many of the positive predictions are correct out of the 
total positive predictions, assisting in identifying the rate of 
false positive errors. Recall computes the percentage of 
successfully predicted positive instances among all actual 
positive instances, whereas precision quantifies the percentage 
of correctly predicted positive instances among all cases 

projected as positive. Recall provides information on the extent 
to which a model can detect actual positive instances, aiding in 
identifying the rate of false negative errors. The F1-score 
provides a fair evaluation of the model's performance since it is 
a harmonic mean of precision and recall. This provides a 
balanced measure of the model's ability to identify positive 
instances with minimal false positive and false negative errors. 
The given formulas can be used to calculate these measures. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (31) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (32) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × (𝑝𝑟𝑒𝑠𝑖𝑠𝑖 × 𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑠𝑖𝑠𝑖 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (33) 

B. Experimental Analysis 

In this research endeavor, to conduct simulations and 
model development aimed at detecting damages on automobile 
bodies, as well as to create a digital image-based system for 
detecting such damages, the authors employed machinery and 
software characterized by specifications delineated in the 
ensuing table. For comprehensive details regarding the 
specifications of the equipment utilised by the authors, kindly 
consult Table II. 

TABLE II.  DEVICE SPECIFICATION 

Specifications 

GPU NVIDIA RTX A4000 

GPU Memory 16 GB 

RAM 16 GB 

Disk 1 TB 

Programming Language Phyton 3.10 

The authors set the number of epochs to 150 iterations, the 
learning rate to 0.01, and the image sizes to 1024×1024×3 for 
Mask R-CNN, 224×224×3 pixels for ResNet-50 and 
MobileNet-v2, and 640×640×3 pixels for YOLO-v5 and 
YOLO-v8. Additionally, a batch size of 16 was assigned to 
each model employed in this study. 

According to Table III, it is evident that the best results 
were achieved by the YOLO-v8x model, with precision, recall, 
and F1-score values of 0.963, 0.951, and 0.936, respectively. 
Training the YOLO-v8x model to its optimal performance 
required 3 hours and 48 minutes. Additionally, the model with 
the shortest training time was YOLO-v8n, which trained in 2 
hours and 10 minutes, achieving precision, recall, and F1-score 
values of 0.867, 0.821, and 0.814. YOLO-v8n demonstrates 
superior performance compared to the Mask R-CNN + 
MobileNet-v2 model, despite the significant difference in 
training duration. However, the Mask R-CNN + ResNet-50 
model still outperforms several sub-versions of the YOLO-v5 
and YOLO-v8 models. Furthermore, the one-stage object 
detection method which is YOLO-v8x has better performance 
than the two-stage method in this research. 

Additionally, Fig. 5 and Fig. 6 illustrate a comparison 
between the manually labeled images and the model's predicted 
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results. Observations indicate that the model generally 
performs well in detecting damages to the vehicle's body. 

TABLE III.  MODELS PERFORMANCE 

Model 
Evaluation Parameters 

Training Time Precisi

on 
Recall 

F1-

Score 

Mask R-CNN + 

ResNet-50 
0.908 0.885 0.860 4 hours 35 minutes 

Mask R-CNN + 

MobileNet-v2 
0.866 0.842 0.815 3 hours 20 minutes 

YO
LO-

v5 

YOLO-v5n 0.841 0.813 0.820 2 hours 23 minutes 

YOLO-v5s 0.849 0.842 0.842 2 hours 48 minutes 

YOLO-v5m 0.893 0.878 0.875 3 hours 9 minutes 

YOLO-v5l 0.918 0.891 0.893 3 hours 40 minutes 

YOLO-v5x 0.922 0.903 0.899 4 hours 32 minutes 

YO

LO-

v8 

YOLO-v8n 0.867 0.821 0.814 2 hours 10 minutes 

YOLO-v8s 0.892 0.842 0.839 2 hours 24 minutes 

YOLO-v8m 0.924 0.892 0.893 2 hours 58 minutes 

YOLO-v8l 0.954 0.914 0.909 3 hours 21 minutes 

YOLO-v8x 0.963 0.951 0.936 3 hours 48 minutes 

 
Fig. 5. Manually labelled images. 

 
Fig. 6. Predicted result of YOLO-v8x model. 

V. CONCLUSION AND FUTURE WORK 

In this research, the best results were obtained using the 
YOLO-v8x model. This can be explained because YOLO-v8 is 
one of the newest versions of YOLO, which is stable and was 
released in early 2023. Furthermore, YOLO-v8 is also a 
development of YOLO-v5, which results in even better model 
performance. Further research is needed by trying various 
batch sizes, epochs, increasing the amount of data, trying 
various other data augmentation combinations, and using the 
latest YOLO model, namely YOLO-v9, which was only 
released in early 2024. 
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Abstract—Agriculture is fraught with uncertainties arising 

from factors like weather volatility, pest outbreaks, market 

fluctuations, and technological advancements, posing significant 

challenges to farmers. By gaining insights into these risks, 

farmers can enhance decision-making, adopt proactive measures, 

and optimize resource allocation to minimize negative impacts 

and maximize productivity. The research introduces an 

innovative approach to risk prediction, highlighting its pivotal 

role in improving agricultural practices. Through meticulous 

analysis and optimization of a farmer dataset, employing pre-

processing techniques, the study ensures the reliability of 

predictive models built on high-quality data. Utilizing Variation 

Inflation Factor (VIF) for feature selection, the study identifies 

influential features critical for accurate risk classification. 

Employing techniques like KNN, Random Forest, logistic 

regression, SVM, Ridge classifier, Gradient Boosting and 

XGBoost, the study achieves promising results. Among them 

KNN, random forest, Gradient Boosting and XGBoost scored 

with high accuracy of 88.46%. This underscores the effectiveness 

of the proposed methodology in providing actionable insights into 

potential risks faced by farmers, enabling informed decision-

making and risk mitigation strategies. 

Keywords—Random forest; ridge classifier; logistic regression; 

gradient boosting; extreme gradient boost; Variation Inflation 

Factor; support vector machine; farmer risk prediction; 

agricultural risk 

I. INTRODUCTION 

Agriculture is a vital sector of any country; therefore, the 
growth and development of a country directly depend on 
agriculture. Agriculture is, not just only a means of subsistence 
or income, it’s a way of living life for the human species [1]. 
Agriculture is the key source of food, forage, and energy and 
serves as the cornerstone of the economic growth of any 
country. Agriculture is the key source of food, forage, and 
energy and serves as the cornerstone of the economic growth 
of any country [2]. In the current Indian era, agriculture still 
plays a significant role in the lives of more than 80% of Indians 
who are directly or indirectly involved in farming activities. 
According to the census of India 2021, the agricultural sector 
of India employed 54.6 % of the total workers. The agriculture 
sector and allied sector provide 17.8 % of the nation's Gross 
Value Added [3]. 

Agriculture is one of the risky professions with uncertain 
outcomes and a variety of risks are faced by Indian farmers 
over the whole growing season. The World Bank defines 

“Agricultural risk as a combination of the possibility of a 
hazardous event or exposure and the severity of the losses that 
can be caused by the event or exposure” [4]. One of the most 
vital agricultural risks is the production or biological risk, 
which is mostly brought on by climate variability and is getting 
worse every day as a result of climate change [5]. However, 
many other factors such as financial, legal, marketing, 
technological, social, and human personal factors can 
contribute to agricultural risk in addition to this climate change 
effect and farmers have to deal with all the risk sources. For 
instance, events like insect pest attacks [6], bad quality of 
inputs, epidemics [7], volatile prices, and unavailability of 
inputs can also decrease the production as well as income of 
Indian farmers. Therefore, based on these risk components, 
agricultural risk can be broadly classified as economic, 
production, technological, institutional, and personal risk. Risk 
is classified into five categories viz., Economic risk, 
Production risk, Technological risk, Institutional risk, and 
Personal risk [8]. 

The main contributions of this study can be outlined as 
follows: 

 Develop predictive models for farmers' risk prediction 
using machine learning (ML) techniques. 

 Optimize feature selection through Variation Inflation 
Factor (VIF) analysis to enhance the accuracy of risk 
prediction. 

 Evaluate the performance of various classifiers, 
including KNN, Random Forest, SVM, Ridge classifier, 
logistic regression, Gradient Boosting, and XGBoost, in 
predicting farmers' risk levels. 

The rest of the paper is organized as follows: In Section II, 
a summary of literature is provided, highlighting areas that 
indicate a need for more investigation. In Section III, the 
methodology is explained in depth. Section IV goes into great 
detail about the results that the suggested strategy produced. A 
discussion is provided in Section V and finally, a summary of 
the findings is included in Section VI, which gives a 
conclusion to the paper. 

II. LITERATURE REVIEW 

Jinger et al. [9] introduced a fuzzy model designed for 
forecasting maize crop yields. They evaluated maize 
production by incorporating parameters such as temperature, 
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humidity, rainfall during different growth stages, and the 
sowing area. Upadhya et al. [10] proposed, fuzzy logic-based 
crop yield estimation, considering temperature, humidity, and 
soil moisture as input parameters. The parameters were 
subjected to fuzzy arithmetic, resulting in obtaining crisp 
values of yield. Trapezoidal membership functions were 
considered in the fuzzy modeling. Pandhe et al. [11] suggested 
a model, it was determined that if farmers were aware of the 
yield potential of the crops, they are planting beforehand, they 
would opt for crops with higher expected yields based on the 
climate of the region. With an accuracy of 87%, assessed 
through a 10-fold cross-validation technique, indicating a 
strong correlation between climate factors and crop yield. 

Kalimuthu et al. [12] aid beginner farmers by providing 
guidance on suitable crop choices through the utilization of 
machine learning, advanced technology in crop prediction. The 
Naive Bayes algorithm, a supervised learning technique, was 
employed to achieve this objective. The approach involves the 
development of a supervised ML model using the naive Bayes 
Gaussian classifier with a boosting algorithm to predict crops 
with high accuracy. Consequently, the predicted crop seed 
serves as the output for the given input parameters. Mulla et al. 
[13] centered on exploring the prediction of crop yield and cost 
estimation. The methodology proposed employs tree 
algorithms to efficiently predict the outcomes. The study 
primarily encompasses several key implementation modules, 
including data acquisition, data exploration, prediction, and the 
development of a web application. Mohanty et al. [14] describe 
four functional components, which include predicting crop 
yield, predicting demand, determining supply and forecasting 
crop prices. The input datasets consist of a range of field 
values, demand, and remaining crop at year-end, encompassing 
yield, import and crop prices. Rani et al. [15] proposed a model 
for estimating commodity prices. By using techniques like 
Linear Regression, Random Forest, and Decision Trees. The 
model's successful application of decision trees, random 
forests, and linear regression suggests an appropriate 
estimation. 

Chen et al. [16] investigated the complexities and 
challenges in agri-food supply chains (ASCs), highlighting the 
need for effective traceability and management. They designed 
a blockchain-based ASC framework to ensure decentralized 
security and traceability of agri-food products. Additionally, 
they proposed a Deep Reinforcement Learning-based Supply 
Chain Management (DR-SCM) method to optimize production 
and storage decisions for increased profits. Extensive 
simulations demonstrated the framework's reliability in 
maintaining secure, consistent, and unique tracing data. 
Moreover, the DR-SCM method consistently outperformed 
heuristic and Q-learning methods in various scenarios, 
achieving higher profits and exhibiting greater adaptability. 
The study concluded that integrating blockchain with DR-SCM 
significantly enhances traceability and profitability in ASCs, 
paving the way for further research on advanced algorithms in 
more complex environments. Rakhra et al. [17] aimed to 
address the myriad challenges encountered by farmers in 

accessing tool and equipment, as well as to ascertain their keen 
interest in equipment rental and sharing processes. Farmers 
were categorized into three groups—small, moderate, and 
large—based on the findings of the survey. To gain a deeper 
insight into the target variables, the dataset underwent training 
and testing splits. Standardization of the survey dataset was 
performed to ensure clarity and remove ambiguity. 

Chelliah et al. [18] is grounded in satellite imagery and 
utilizes ML algorithms to achieve an accuracy enhancement. 
This paper introduces a target prediction algorithm aimed at 
guiding farmers regarding market target products and fostering 
improved relationships between farmers and bankers through 
centralized information about recent government plans. 
Additionally, a ML algorithm for crop prediction is proposed 
to augment agricultural revenue. The proposed model holds 
relevance for real-world research, facilitating the assessment of 
the acceptability of the financial forms detailed in this study. 

Existing studies have explored various risk factors and 
modelling approaches, but there remains a lack of 
comprehensive frameworks that effectively integrate diverse 
data sources and advanced analytical techniques to provide 
actionable insights for farmers. Additionally, the majority of 
current research focuses on individual risk factors or employs 
simplistic modeling techniques, neglecting the multifaceted 
nature of agricultural risks and the potential interactions 
between different risk factors. Addressing this gap requires the 
development of sophisticated predictive models that leverage 
advanced ML algorithms, incorporate diverse data streams, and 
account for the dynamic and interconnected nature of 
agricultural systems. Such models have the potential to 
significantly enhance farmers' ability to anticipate, mitigate, 
and adapt to various risks, thereby improving agricultural 
sustainability, resilience, and productivity. 

III. MATERIALS AND METHODS 

The study initiates the collection of a comprehensive 
farmer dataset, comprising diverse variables such as weather 
conditions, pest prevalence, disease outbreaks, input and 
product prices, technology adoption rates, and insurance 
coverage. Following dataset collection, a rigorous pre-
processing phase, which includes tasks such as handling 
outliers, correlation finding, and encoding to ensure the 
dataset's quality and suitability for predictive modelling. 
Subsequently, the Variation Inflation Factor (VIF) technique 
[19] is employed to select the most influential features from the 
dataset, facilitating accurate risk classification. Various 
Machine Learning techniques, including K-Nearest Neighbor 
[20], Random Forest [21], logistic regressions [22], Support 
vector machines [23], Ridge classifier [24], Gradient Boosting 
[25], and XGBoost [26], are then trained on the selected 
features. Finally, the trained models are utilized for making 
predictions on new farming scenarios, providing valuable 
insights into potential risks faced by farmers and enabling 
informed decision-making and risk management strategies. 
Fig. 1 illustrates the block diagram depicting the architecture of 
the envisioned system. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1076 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. Proposed farmers risk prediction system. 

A. Dataset Description 

The farmer dataset utilized in this study serves as a 
comprehensive repository of factors influencing farmers' risk. 
Collected through a nationwide survey, the dataset 
encapsulates the diverse perspectives and experiences of 
farmers across different regions of the country. Given the 
multifaceted nature of agricultural risk, the dataset captures a 
wide array of factors, ranging from climatic conditions and soil 
quality to crop varieties, farming techniques, and 
socioeconomic indicators. With a total of 12 features 
encompassing these diverse risk factors as tabulated in Table I, 
the dataset provides a rich foundation for developing ML 
model aimed at predicting and mitigating farmers' risk. 

Each feature included in the dataset represents a distinct 
aspect of the agricultural ecosystem, reflecting the intricate 
interplay of environmental, socio-economic, and agronomic 
factors influencing farmers' risk levels. The sample dataset is 
depicted in Fig. 2. By synthesizing farmers' opinions and 
experiences, the dataset offers a holistic view of the challenges 
and opportunities faced by agricultural communities in terms 
of risk exposure. By analyzing such a dataset, predictive 
models can be trained to forecast risks effectively, helping 
farmers and stakeholders make informed decisions to mitigate 
potential adverse outcomes. The structured representation of 
these features allows for a comprehensive analysis, 
contributing to the development of robust risk prediction 
frameworks in agriculture. 

TABLE I.  FEATURES IN THE DATASET 

Features Range 

Weather 
Favorable- 0 

Not Favorable -1 

Pest 
Absent-0 
Present-1 

Diseases 

Absent -0 

Moderate-1 

Severe -2 

Input Price 
Non-Volatile-0 

Volatile-1 

Product Price 
Increasing-0 

Decrease-1 

Product Type 
Non-Perishable-0 

Perishable-1 

Duration 

3 months to 6 months-1 

Up to 3 months-0 
More than 9 months-3 

6 months to 9 months-2 

Finance 
Own Money-0 

Bank Loan-1 

Subsidies 
Yes-0 

No-1 

Technology Adoption 
Yes-0 
No-1 

Insurance 
Yes-0 

No-1 

Eco Sensitive Zone 
No-0 
Yes-1 

Target 
No Risk-0 

Risk-1 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1077 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Sample dataset visualization. 

B. Data Preprocessing 

Data preprocessing involves several essential steps aimed at 
preparing the data for analysis and modeling. This process 
typically involves cleaning, transforming, and organizing the 
data to ensure its quality, consistency, and relevance for 
predictive modeling purposes. 

1) Finding outlier: Outlier detection plays a crucial role in 

the preprocessing step, the dataset is partitioned into quartiles 

including Q1, Q2 (median), and Q3, from which the 

interquartile range (IQR) is calculated as the difference 

between the third and first quartiles. Subsequently, data points 

deviating below Q1 - 1.5 * IQR or above Q3 + 1.5 * IQR are 

flagged as potential outliers. Outliers are exceptional 

conditions or extreme values indicating influential factors 

impacting risk assessments. Table II displays the dataset after 

the application of quartile ranges. 

For instance, anomalies such as unusually high or low 
rainfall, atypical market fluctuations, or unexpected shifts in 
socio-economic indicators could signal outlier observations 
requiring closer examination. Detecting and addressing these 
outliers are essential as they could either represent genuine 
anomalies warranting further process or erroneous data entries 
capable of skewing risk prediction models. Therefore, 
integrating the quartile range method during preprocessing 
enables researchers to effectively identify and manage outliers, 
thereby ensuring the robustness and accuracy of subsequent 
analyses and predictive modeling efforts in farmers' risk 
assessment. 

2) Finding correlation: Correlation analysis uncovering 

the relationship between different variable, pairwise 

correlation coefficient is computed to evaluate the strength 

and direction of the linear relationship between each pair of 

variables in the dataset. This entails figuring out Pearson 

correlation coefficients, which have a range of -1 to 1, with 

values near -1 denoting a strong negative correlation, values 

near 0 showing no linear link, and values closer to 1 indicating 

a significant positive correlation. Following the computation 

of correlation coefficients, a correlation matrix is constructed 

as shown in Fig. 3, offering a comprehensive overview of the 

relationships between all variables pertinent to farmers' risk 

prediction. 

Significant findings include a strong positive correlation 
between 'Product Type' and 'Pest' (1.00), indicating that certain 
product types are more susceptible to pest infestations. 
'Insurance' also shows a high positive correlation with 'Finance' 
(0.77), suggesting that better financial health is associated with 
higher insurance coverage. Conversely, 'Target' (representing 
risk) shows strong negative correlations with 'Finance' (-0.44), 
'Diseases' (-0.35), and 'Subsidies' (-0.41), implying that better 
financial conditions, fewer diseases, and more subsidies are 
associated with reduced risk. Additionally, 'Technology 
Adoption' correlates positively with 'Product Type' (0.75) and 
'Pest' (0.95), suggesting that technological advancements are 
more prevalent in certain product types and pest management. 

TABLE II.  DATASET AFTER APPLYING QUARTILE RANGES 

Feature Value 

Weather 0 

Pest 918 

Finance 0 

Diseases 0 

Input Price 0 

Product Price 1500 

Product Type 918 

Subsidies 0 

Technology Adoption 1002 

Insurance 1412 

Eco Sensitive Zone 0 

Duration 526 

Target 0 
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Fig. 3. Correlation matrix. 

3) Encoding: Agricultural datasets contain categorical 

variables representing qualitative attributes such as crop types, 

farming practices, or geographical regions. However, most 

ML algorithms are designed to process numerical data, 

necessitating the conversion of categorical variables into a 

numerical format. During encoding, assigning unique 

numerical identifiers to each category within a categorical 

variable, enables computational models to effectively interpret 

and analyze the data. 

C. Variation Inflation Factor 

The paramount importance of mitigating multicollinearity 
risks ensures the reliability and accuracy of our models. To 
address this concern, we adopted a Variation Inflation Factor 
(VIF) approach, leveraging its iterative analysis to detect and 
manage multicollinearity effectively. 

The VIF method facilitated the identification of correlated 
predictor variables, which might not exhibit significant effects 
when considered together but demonstrate their true 
significance when assessed independently. VIF computation 
involved conducting linear regressions for each predictor 
variable and obtaining the coefficient of determination (𝑅2). 
The VIF value was calculated using the Eq. (1). 

𝑉𝐼𝐹𝑖 =
1

1−𝑅𝑖
2

VIF value of one indicates no correlation, increasing values 
signify stronger correlations with other variables. Models 

ignoring collinearity risks often exhibit high variance and 
instability, making it challenging to discern the relative 
importance of each variable and leading to inaccurate tests of 
significance. Features exhibiting VIF values exceeding 10,000 
were deemed excessively collinear and consequently 
eliminated from the selection process. We adopted a practical 
interpretation guideline for VIF values: variables with VIF > 
10 were removed outright, those with VIF > 5 were subject to 
scrutiny before elimination, and variables with VIF < 5 were 
deemed valuable and retained in the analysis, as shown in Fig. 
4. 

 
Fig. 4. VIF Output for feature selection. 

D. Proposed Classifier Models 

Ensemble learning, a machine learning technique employed 
in our research, significantly bolsters accuracy and resilience in 
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forecasting by amalgamating predictions from multiple models. 
By harnessing the collective intelligence of the ensemble, this 
approach aims to mitigate errors or biases inherent in 
individual models. The methods utilized in the proposed study 
encompass a diverse range, including K Nearest Neighbor 
(KNN), Random Forest, Gradient Boosting, XGBoost, Support 
Vector Classifier (SVC), Logistic Regression, and Ridge 
Classifier. By leveraging the strengths of these various 
algorithms, our ensemble learning framework endeavors to 
provide robust and reliable predictions for farmer risk 
prediction tasks. 

1) K Nearest Neighbour: The k Nearest Neighbors (kNN) 

algorithm operates by assigning a class label to a test point 

based on the majority class of its k nearest neighbors [27]. In 

the 1-NN approach, the class of the closest neighbor is directly 

assigned to the test point, which can lead to errors if the 

nearest neighbor is an outlier. 

However, by considering a larger k value, such as in the 
kNN approach with k = 7, the influence of outliers is mitigated 
as the class assignment is determined by the majority class 
among the k nearest neighbors. This approach improves the 
reliability of class assignments, where the majority class 
among the k = 7 nearest neighbors yields a more accurate 
classification compared to the 1-NN approach. The choice of 
distance and similarity measures plays a crucial role in various 
pattern recognition tasks. 

Let's denote our training dataset as  𝐷 =
{(𝑥𝑖 , 𝑦𝑖)} 𝑓𝑜𝑟 𝑛 𝑡𝑒𝑟𝑚𝑠  where 𝑥𝑖 represents the feature vector 

for 𝑖𝑡ℎ  sample and 𝑦𝑖 represents the corresponding risk level. 
Euclidean distance measures the similarity between feature 
vectors. For two feature vectors 𝑥𝑖  and 𝑥𝑗 the Euclidean 

distance is given by Eq. (2). 

𝐷𝑥𝑖 , 𝑥𝑗) = √∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘)2𝑝
𝑘=1 

When presented with a new data point, 𝑥, to predict the risk 
level, the k nearest neighbors to x are identified based on the 
calculated distances. In regression tasks such as predicting risk 
levels, the average of the risk levels of the k nearest neighbors 
is utilized as the prediction as illustrate by Eq. (3). 

�̂�𝑛𝑒𝑤 =
1

𝑘
∑ 𝑥𝑖

𝑘
𝑖=1 

Where, �̂�𝑛𝑒𝑤  is the predicted risk level for the new data 
point 𝑥𝑖,𝑦𝑖 are the risk level of k nearest neighbors. 

2) Random forest: Predictions of multiple decision trees 

are combined in Random Forest to produce a robust and 

accurate final prediction [28]. By introducing randomness 

during both the training and prediction phases, Random Forest 

mitigates overfitting and increases diversity among the 

constituent trees.  The decision tree construction process 

would involve selecting the most informative features at each 

node to effectively partition the data based on factors such as 

weather conditions, pest infestation, disease prevalence, 

market prices, crop types, financial factors, technological 

adoption, insurance coverage, and environmental 

considerations. 

Given a dataset with N data points and 𝑀  features, each 
decision tree 𝑇𝑖 is built by recursively partitioning the feature 
space based on selected features. At each node  𝑗 , a split is 
made by selecting the feature 𝑓  that maximizes information 
gain or minimizes impurity. The decision tree construction 
process can be represented mathematically as in Eq. (4). 

𝑓𝑗 =𝑎𝑟𝑔 𝑎𝑟𝑔 𝑚𝑎𝑥 𝑓𝐺𝑎𝑖𝑛(𝐷𝑗 , 𝑓)

Where 𝐷𝑗  represents the dataset at node j and 𝐺𝑎𝑖𝑛(𝐷𝑗 , 𝑓)  

denotes the information gain achieved by splitting on feature 𝑓. 
Bootstrap sampling allows us to create diverse training datasets 
that capture various combinations of weather patterns, pest and 
disease occurrences, market conditions, financial situations, 
technological adoption rates, and other relevant factors 
affecting farmers' risk. The bootstrap sampling process can be 
expressed as in Eq. (5). 

𝐷𝑖 = 𝐵𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔(𝐷)

where D is the original dataset and 𝐷𝑖  represents the 
bootstrap sample for tree 𝑇𝑖 .  In the prediction phase, the 
Random Forest algorithm aggregates predictions from all 
decision trees. For regression tasks like the proposed method, 
the final prediction �̂�𝑅𝐹 is calculated as the average prediction 
across all trees as depicted in Eq. (6). 

�̂�𝑅𝐹 =
1

𝑇
∑ �̂�𝑖

𝑇
𝑖=1 

where 𝑇 is the total number of trees in the forest and �̂�𝑅𝐹 is 
the prediction from tree 𝑇𝑖 .The aggregated prediction considers 
the combined insights from all decision trees trained on diverse 
subsets of features, enabling a comprehensive assessment of 
the potential risks faced by farmers based on factors. 

3) Gradient boosting: Gradient Boosting sequentially 

constructs a series of weak learners with each subsequent 

learner focusing on the residuals or errors of its predecessor. 

By iteratively refining predictions based on the gradient of a 

predefined loss function, Gradient Boosting enhances 

predictive accuracy and resilience by placing emphasis on 

previously mis-predicted data points [29]. This approach is 

particularly advantageous in agricultural risk prediction 

scenarios, where nonlinear and complex relationships between 

predictors and outcomes prevail due to the multitude of 

interacting factors at play. Gradient boosting trees usually 

have deeper trees, such as ones with 8 to 32 terminal nodes.  

Given a training dataset comprising features X and 
corresponding risk labels y, the algorithm iteratively fits a 
series of weak learners ℎ𝑖(𝑥)  to the residuals or negative 
gradients of the loss function. At each iteration t, the model 
updates its prediction �̂�𝑡  by incorporating a weighted 
contribution from the new weak learner ℎ𝑖(𝑥) . The final 
prediction 𝑦 ̂ is obtained as the sum of all individual weak 
learner predictions, represented mathematically as in Eq. (7). 

𝑦 ̂(𝑥) = ∑ 𝛾𝑡ℎ𝑡(𝑥)𝑇
𝑡=1 
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where 𝛾𝑡 denotes the learning rate or shrinkage parameter, 
regulating the influence of each weak learner, and T signifies 
the total number of iterations. The primary goal is to minimize 
the loss function, commonly expressed as the mean squared 
error for regression tasks or cross-entropy loss for classification 
tasks, by iteratively adjusting the parameters of the weak 
learners. Through this iterative refinement process, Gradient 
Boosting optimizes the model's capacity to capture intricate 
relationships inherent in agricultural data, furnishing farmers 
with precise risk assessments tailored to their specific contexts, 
thereby facilitating informed decision-making and effective 
risk management strategies. 

4) XGBoost: XGBoost enhances predictive capabilities 

through its advanced ensemble learning techniques. It is an 

implementation of gradient-boosted decision trees designed 

for speed and performance. XGBoost operates by constructing 

an ensemble of decision trees in a sequential manner, where 

each new tree attempts to correct errors made by the previous 

ones. It incorporates several advanced features such as 

regularization to prevent overfitting, parallel processing for 

faster computation, and a sparsity-aware algorithm to handle 

missing data effectively. 

During the training phase, given a dataset comprising 
features X and corresponding risk labels y, XGBoost iteratively 
builds decision trees to minimize a predefined objective 
function. Each decision tree ℎ𝑡(𝑥) is trained to predict the 
residuals or negative gradients of the loss function. Prediction 
𝑦 ̂is obtained as the sum of predictions from all decision trees, 
with parameters such as the learning rate 𝛾𝑡 controlling each 
tree's contribution. XGBoost optimizes a regularized objective 
function, consisting of a loss term measuring prediction error 
and a regularization term penalizing model complexity. The 
objective function is expressed as in Eq. (8). 

𝑂𝑏𝑗 = ∑ 𝐿(𝑦𝑖 , �̂�𝑖) 𝑁
𝑖=1 ∑ 𝜔(𝑓𝑘)𝐾

𝑘=1 

where L ( 𝑦𝑖 , �̂�𝑖 ) represents the loss function, N is the 
number of data points, K is the number of trees, and 𝜔(𝑓𝑘) is 
the regularization term for the kth tree. XGBoost employs L1 
and L2 regularization techniques to control model complexity 
and prevent over fitting, ensuring stability and enhancing 
model robustness. 

5) Support Vector Machine: SVM employs a dataset 

comprising features 𝑋 and corresponding risk labels 𝑦, where 

represents a matrix of m data points and n features, and 𝑦 

denotes a vector of risk labels for each data point. The SVM 

algorithm endeavors to delineate a hyperplane, represented as 

in Eq. (9). 

𝑊𝑇𝑥 + 𝑏 = 0 

which effectively segregates the data points into various 
risk classes while maximizing the margin between these 
classes. SVM formulates an optimization objective aimed at 
finding the optimal hyperplane by simultaneously minimizing 
the classification error and maximizing the margin. This 
objective function is expressed as in Eq. (10). 

𝑚𝑖𝑛𝑤 , 𝑏 
1

2
𝑤||2∑ 𝜀𝑖

𝑚
1=1 

𝑦𝑖𝑤𝑇𝑥𝑖 + 𝑏 ≥ 1 − 𝜀𝑖𝜀𝑖 ≥ 0

Where, C is the regularization parameter control ling the 
balance between maximizing the margin and minimizing the 
classification error, while 𝜀𝑖  represents slack variables 
indicative of the classification error for each data point. SVM 
can adeptly handle nonlinear decision boundaries by 
employing kernel functions K (x, x') to map input features into 
higher-dimensional spaces. The decision function of the SVM 
model is then expressed as in Eq. (11). 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦
𝑖K(x, 𝑦𝑖) + b𝑚

𝑖=1 

Through training on the provided dataset, SVM determines 
an optimal hyper plane that effectively separates different risk 
levels based on input features. 

6) Logistic regression: Logistic regression is a statistical 

model and supervised machine learning algorithm that uses 

data analysis to predict the probability of an event or 

observation. The most common logistic regression models a 

binary outcome, which can take two values like true/false or 

yes/no. Dataset containing features such as weather 

conditions, pest prevalence, diseases outbreak, input and 

product prices, product type, duration of farming activities, 

financial factors, subsidies availability, technology adoption, 

insurance coverage, and the presence of eco-sensitive zones. 

These features collectively form the input matrix X, where a 

farming scenario is represented by each row and each column 

corresponds to a specific feature. The model aims to predict 

the likelihood of a particular risk, represented as the target 

variable y, given the feature vector. The probability p(y=1|x) 

of the occurrence of the risk as a function of the input features. 

The logistic regression model applies the logistic function to 

transform the linear combination of features into a probability 

between zero and one. The function is defined as in Eq. (12). 


1

1+𝑒−𝑧

Where 𝛽0 , 𝛽1𝑥1, 𝛽2𝑥2, 𝛽𝑛𝑥𝑛 is the linear combination of 
features and coefficients, where 𝛽0, 𝛽1, 𝛽𝑛are the coefficients or 
weights assigned to each feature and𝑥0, 𝑥1, 𝑥𝑛  are the values of 
the corresponding features for a given farming scenario. The 
coefficients 𝛽0, 𝛽1, 𝛽𝑛  are estimated during the training phase 
using optimization techniques such as maximum likelihood 
estimation or gradient descent. Once the coefficients are 
determined, the logistic regression model can predict the 
probability of occurrence of the risk for new farming scenarios 
based on their feature values. By setting a threshold 
probability, we can classify farming scenarios into different 
risk categories, providing valuable insights for farmers to make 
informed decisions and mitigate potential risks effectively. 

7) Ridge classifier: The Ridge Classifier serves as a potent 

tool for classification tasks, effectively modeling the 

probability of various risks based on pertinent features. The 

Ridge Classifier aims to predict the probability of a specific 

risk occurrence, denoted as the target variable(𝑦), given the 

feature vector(𝑋). Fig. 5 shows the basic architecture of Ridge 

classifier. 
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Fig. 5. Basic architecture of ridge classifier. 

The dataset comprising features such as weather conditions, 
pest prevalence, disease outbreaks, input and product prices, 
product types, duration of farming activities, financial factors, 
subsidies availability, technology adoption, insurance 
coverage, and the presence of eco-sensitive zones. These 
features collectively constitute the input matrix (X). Ridge 
Classifier extends the logistic regression model by 
incorporating regularization to mitigate over fitting and 
improve model generalization. The objective function for 
Ridge Classifier can be formulated as in Eq. (13). 

𝑚𝑖𝑛𝑤||𝑋𝑤 − 𝑦||2 + 𝛼||𝑤||2

where w represents the weight vector containing the 
coefficients for each feature, X is the feature matrix, y is the 
target variable, and 𝛼  is the regularization parameter 
controlling the strength of regularization. The first term ||𝑋𝑤 −
𝑦||2  represents the residual sum of squares, measuring the 
difference between the predicted and actual target values. The 
second term 𝛼||𝑤||2 is the L2 regularization term, penalizing 
large coefficients to prevent overfitting. 

The Ridge Classifier optimizes the objective function to 
find the optimal weight vector 𝑤  that minimizes the loss 
function while balancing the trade-off between fitting the 
training data and regularization. By incorporating the Ridge 
regularization term, the model is more robust to noisy data and 
less sensitive to multi-collinearity among features. Thus, the 
Ridge Classifier effectively predicts farmers' risk levels based 
on a comprehensive set of features, offering valuable insights 
for informed decision-making and risk management in 
agriculture. 

E. Hardware and Software Setup 

The proposed study utilized the Google Collaboratory 
platform in conjunction with the Microsoft Windows 10 
operating system to establish a robust computational 
environment. The modeling process involved the application of 
the Python programming language, leveraging the Keras 
package and Tensorflow backend for training. The 
conceptualized models specifically configured to accept 
preprocessed and augmented datasets, ensuring precise 
decision-making capabilities. To assess the efficacy of the 

proposed model evaluating the predictions of the model on the 
test dataset. 

IV. EXPERIMENTAL RESULTS 

Performance parameter, accuracy is used to evaluate the 
effectiveness of classification model.  Accuracy provides a 
general measure of model performance, it may not be sufficient 
when dealing with imbalanced datasets, where one class 
dominates the others. 

The performance evaluation of prediction models involved 
the assessment of various classifiers, including K-Nearest 
Neighbors, Random Forest, Gradient Boosting, XGBoost, 
Support Vector Classifier, Logistic Regression, and Ridge 
Classifier. The success of these models in predicting farmers' 
risk levels can be attributed to their ability to capture complex 
relationships between various features such as weather 
conditions, pest prevalence, financial factors, and technological 
adoption. By leveraging the collective knowledge from 
multiple features, these classifiers were able to effectively 
differentiate between different risk levels faced by farmers. 
Additionally, the ensemble nature of Random Forest, Gradient 
Boosting, and XGBoost allows them to handle nonlinear 
relationships and interactions between features, contributing to 
their superior performance. Among these classifiers, KNN, 
Random Forest, Gradient Boosting, and XGBoost emerged as 
the top performers, achieving an impressive accuracy score of 
88.46%. The indication in Table III shows that farmers' risk 
levels were correctly predicted in 88.46% of cases. 

TABLE III.  MODEL COMPARISON 

Model Accuracy 

KNN 88.46 

Random Forest 88.46 

Gradient Boosting 88.46 

XG Booster 88.46 

SVC 88.05 

Logistic Regression 82.60 

Ridge Classifier 82.03 
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A confusion matrix is a tabular representation used to 
evaluate the performance of a classification model by 
summarizing the counts of true positive, true negative, false 
positive, and false negative predictions. It consists of rows and 
columns corresponding to actual and predicted classes, 
respectively, where each cell represents the count of instances. 
The main diagonal of the confusion matrix contains the counts 
of correct predictions, while off-diagonal elements indicate 

misclassifications. This matrix provides valuable insights into 
the model's ability to accurately classify instances and helps 
identify common types of errors such as false positives and 
false negatives. By analyzing the confusion matrix, 
stakeholders can assess the strengths and weaknesses of the 
classification model and make informed decisions regarding 
model improvement and optimization strategies. Fig. 6 shows 
the confusion matrix of the proposed models. 

        
(a) Logistic Regression                                                                                           (b) KNN 

           
(c) SVM                                                                                        (d) Random Forest 

        
(e) Ridge Classifier                                                                           (f) Gradient Boosting 
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(g) XG Boost 

Fig. 6. Confusion matrix. 

The Receiver Operating Characteristic curve is used to 
assess the performance of binary classification models by 
plotting the true positive rate against the false positive rate 
across various threshold values. The True Positive Rate, also 
known as sensitivity or recall, is the ratio of correctly predicted 
positive observations to the total actual positives. The False 
Positive Rate, on the other hand, is the ratio of incorrectly 
predicted positive observations to the total actual negatives. 
The ROC curve provides a comprehensive visualization of a 
classifier's ability to distinguish between the positive and 

negative classes, with a steeper curve indicating higher 
discriminative power. The area under the ROC curve quantifies 
the overall performance of the classifier, with a value closer to 
1 indicating better performance. ROC curves are particularly 
useful for evaluating classifiers in imbalanced datasets and for 
selecting an optimal threshold value that balances sensitivity 
and specificity based on the specific requirements of the 
application. Fig. 7 shows the ROC curves of the proposed 
models. 

  
(a) Logistic Regression                                                                               (b) KNN 

   
(c) SVM                                                                                                    (d)  Random Forest 
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(e) Ridge Classifier                                                                                          (f)  Gradient Boosting 

 
(g) Extreme Gradient Boosting 

Fig. 7. ROC Curve.

V. DISCUSSION 

Fig. 8 provides a visual representation comparing the 
performance of various classifiers, including Logistic 
Regression, KNN, SVM, Random Forest, Ridge Classifier, 
Gradient Boosting, and XGBoost. The results indicate that 
KNN, Random Forest, Gradient Boosting, and XGBoost all 
achieved the highest accuracy rate of 88.46%. These methods 
are closely followed by the SVM algorithm, which 

demonstrated a slightly lower accuracy of 88.05%. The 
superior performance of these algorithms can be attributed to 
their ability to handle complex patterns and interactions within 
the data effectively. Notably, ensemble methods such as 
Random Forest, Gradient Boosting, and XGBoost tend to 
provide robust predictions by combining the strengths of 
multiple base learners, which might explain their high accuracy 
in this context. 

 

Fig. 8. Visualization of performance comparison of proposed models.
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Logistic Regression and Ridge Classifier, however, 
exhibited lower accuracies, with 82.60% and 82.03% 
respectively. These methods, being more simplistic linear 
models, might not capture the nonlinear relationships in the 
data as effectively as the other more complex algorithms. 
Logistic Regression is a fundamental classification technique 
that is easy to implement and interpret but may fall short in 
performance compared to advanced models like ensemble 
methods and SVM. Similarly, Ridge Classifier, while being 
effective in regularizing the model to prevent over fitting, 
might not perform optimally in scenarios requiring 
sophisticated decision boundaries. 

The slight edge in accuracy for the ensemble methods and 
SVM over logistic and ridge regression models emphasizes the 
importance of algorithm selection in predictive analytics. 
Ensemble methods, which combine multiple models to 
improve prediction accuracy, and SVM, known for its high-
performance margin maximization, prove to be more adept in 
this case of farmer risk prediction. 

Overall, the comparison underscores the effectiveness of 
advanced machine learning techniques, particularly ensemble 
methods and SVM, in achieving high prediction accuracy. 
These results suggest that employing such algorithms can 
significantly enhance the predictive performance in farmer risk 
prediction models, thereby supporting better decision-making 
and risk management strategies in agricultural practices. Future 
work could explore the integration of these models with more 
comprehensive feature sets and hyper parameter tuning to 
further optimize prediction outcomes. 

VI. CONCLUSION 

Agriculture, which makes up the majority of India's 
economy, is the primary backbone of our rural economy. Risk 
in agriculture is the result of a hazardous event, which is 
expressed as a combination of the likelihood and magnitudes of 
the risk. By analyzing the given farmer dataset and optimizing 
it through pre-processing techniques, the study ensures that the 
predictive models are built on high-quality data, thereby 
enhancing the reliability of the risk predictions. Through the 
utilization of Variation Inflation Factor (VIF) for feature 
selection, the study identifies the most influential features for 
accurate risk classification, demonstrating a meticulous 
approach towards model optimization and performance 
improvement. Utilizing a diverse array of techniques including 
KNN, Random Forest, Logistic Regression, SVM, Ridge 
Classifier, Gradient Boosting, and XGBoost, the study 
demonstrates significant progress. Notably, KNN, Random 
Forest, Gradient Boosting, and XGBoost exhibit exceptional 
performance, achieving a notable accuracy rate of 88.46%. The 
proposed farmers' risk prediction study represents a significant 
contribution to agricultural decision-making and risk 
management strategies. The study also acknowledges the 
potential for further improvement through the integration of 
Deep Learning Models, suggesting avenues for future research 
and development in agricultural risk prediction. 
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Abstract—This study presents a novel approach to evaluate 

the efficacy of JingFang granules in treating influenza-like illness 

by integrating knowledge graph technology with clinical trial 

data. We developed an innovative knowledge graph-based 

pharmacological analysis method and validated its effectiveness 

through a randomized controlled clinical trial. A knowledge 

graph was constructed by extracting drug-disease entities and 

their relationships from the literature using a machine learning 

workflow. Deep mining of the knowledge graph was performed 

using a graph convolutional network and T5 mini-model to 

analyze the association between JingFang and various diseases. 

Subsequently, a randomized controlled clinical trial involving 

106 patients was conducted. Results showed that the cure rate in 

the JingFang combined treatment group (92.5%) was 

significantly higher than in the control group (81.1%), especially 

among the middle-aged and elderly population. Subgroup 

analysis revealed that JingFang had a more pronounced 

therapeutic effect on patients aged 34 and above, consistent with 

the knowledge graph analysis results. The innovation of this 

study lies in proposing a novel framework for evaluating 

therapeutic efficacy by combining knowledge graphs with clinical 

trial results. This approach not only provides new analytical tools 

for similar drug development but also improves the efficiency 

and accuracy of drug development by systematically validating 

literature efficacy data and integrating it with actual clinical trial 

results. Furthermore, applying a knowledge graph to evaluate 

the therapeutic effects of traditional Chinese medicines like 

JingFang is an innovative and unique approach, bringing new 

perspectives to this under-explored field. This method holds 

potential for broad application in drug development and 

repurposing, particularly in the context of Traditional Chinese 

Medicine. 

Keywords—Knowledge graph; clinical trial; influenza-like 

illness; jingfang; drug efficacy analysis 

I. INTRODUCTION 

A biomedical network can be conceptualized as a 
knowledge graph (KG) [1], where nodes represent various 
types of bio-entities such as proteins, drugs, chemicals, 
diseases, and species, and edges denote relationships between 
these entities. A KG can be broken down into a series of <head 
entity, tail entity, predicate> triples, where the predicate links 
the head and tail entities, indicating their relationship. For 
example, <drug A, protein B, affect> can illustrate the 
regulatory relationship between a drug and a protein. 
Additionally, each node and edge in a KG can have a set of 
attributes providing further details, such as the sources of the 
research articles from which the relationship is derived. 

Through literature mining and deep learning models, numerous 
KGs have been constructed and applied to various prominent 
fields in bio-science, including drug discovery and repurposing 
[2], protein-protein interactions [3,4], chemical-protein 
interactions [5], disease mechanism identification [6], and 
disease biomarker networks [7]. 

Drug efficacy prediction and analysis are critical tasks in 
computational pharmacology [8]. In recent years, a variety of 
KG-based methods have been developed for drug efficacy 
analytics [9, 10]. These methods primarily focus on evaluating 
the similarity between drugs and their treatment efficacy on 
diseases [11], based on the assumption that two similar drugs 
may exhibit similar efficacy for the same diseases. For 
pharmaceutical companies, understanding the efficacy of a 
particular drug on various diseases throughout its market 
presence is crucial. This information can often be found in 
clinical trials reported in research articles. Therefore, it is 
essential to develop a system that can track and compile 
relevant clinical trials involving the drug, enabling 
comprehensive efficacy analysis. 

We present a novel methodology for demonstrating 
knowledge graph-based drug efficacy analysis, validated by a 
randomized controlled clinical trial conducted for JingFang 
[12]. To provide a comprehensive understanding of JingFang’s 
treatment effects and functions, we developed a machine 
learning-based pipeline to extract drug-disease entities and 
relationships from the literature. These extracted relationships 
are used to construct a knowledge graph, which is then utilized 
for clustering-based drug efficacy analysis. With a given drug, 
our tool can report the inferred relatedness between the drug 
and disease, indicating the degree of efficacy for the drug-
disease pair. 

We propose a literature-based measure to assess the 
"impact of drug composition on efficacy". The increasing costs 
of drug research, combined with a notable decline in new 
pharmaceutical approvals, have heightened the need for 
innovative tools for target identification and effectiveness 
prediction. Here, we introduce a measure that quantifies the 
interaction between a drug component and a disease by 
analyzing literature data. This measure adjusts for known 
biases in interaction groups, using proximity to detect a drug's 
therapeutic impact and distinguish between unsuccessful and 
effective therapies. Our analysis identifies JingFang as 
effective in treating flu and colds. To further validate this 
finding, we conducted a randomized controlled clinical trial to 
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evaluate JingFang’s efficacy on Influenza-like illness, a 
subtype of cold. 

Influenza-like illness refers to symptoms similar to the 
common cold, including chills, fever, limb aches, nasal 
congestion, runny nose, headache, and cough, especially when 
exposed to air conditioning for extended periods. It is also 
known as Influenza-like illness syndrome. Treatment focuses 
on symptomatic relief and includes rest, proper hydration, and 
ensuring good indoor air circulation. 

The purpose of this study was to establish a method for 
measuring pharmacological effectiveness using knowledge 
graphs, integrating data from the literature, and validating the 
results through a randomized controlled clinical trial on 
JingFang granules. By combining the findings from knowledge 
graphs and clinical trials, we can more accurately assess the 
efficacy of JingFang granules against Influenza-like illness (see 
Fig. 1). 

 
Fig. 1. The evaluation framework of knowledge graph and influenza-like 

illness clinical trials. Combining the results of the knowledge graph and 

clinical trials, JingFang's efficacy is accurately evaluated. 

II. RELATED WORK 

In recent years, there has been growing interest in applying 
knowledge graph (KG) techniques and machine learning 
approaches to drug discovery, efficacy analysis, and adverse 
reaction prediction. This section reviews related studies in 
these areas, with a focus on methods relevant to our work on 
JingFang granules and influenza-like illness. 

A. Knowledge Graph-based Drug Analysis 

Knowledge graphs have emerged as a powerful tool for 
representing and analyzing complex biomedical information. 
For instance, Arnold K. Nyamabo et al. [13] developed a novel 
method called Gated Message Passing Neural Network 
(GMPNN) for predicting drug-drug interactions (DDIs). 
GMPNN learns chemical substructures of varying sizes and 
shapes from molecular graph representations of drugs. In this 
approach, edges act as gates controlling message flow, 
effectively learning and delimiting substructures. The final 
DDI prediction is based on the interactions between these 
learned substructures, each weighted by a relevance score. 
GMPNN-CS, their proposed model, demonstrated competitive 
and improved performance on real-world datasets compared to 
previous methods. 

Similarly, Fangping Wan et al. [14] proposed a knowledge 
graph embedding approach named NeoDTI for drug-target 
interaction (DTI) prediction. NeoDTI integrates diverse 
information from heterogeneous network data, learning 
topology-preserving representations of drugs and targets. This 
method significantly improves prediction performance over 
state-of-the-art DTI prediction methods and has been validated 
by novel DTI predictions supported by previous studies. 

NeoDTI's robustness to a wide range of hyperparameters and 
its ability to integrate additional drug and target-related 
information, such as compound-protein binding affinity data, 
highlight its potential as a powerful and robust tool for drug 
development and drug repositioning. 

B. Machine Learning for Drug Efficacy Prediction 

Machine learning techniques have been widely applied in 
drug efficacy prediction. Jessica Vamathevan et al. [15] 
provided a comprehensive review of AI applications in drug 
discovery and development, highlighting various stages where 
machine learning can be utilized. Their review discusses the 
potential of deep learning models in predicting drug efficacy, 
validating targets, identifying prognostic biomarkers, and 
analyzing digital pathology data in clinical trials. Despite 
challenges such as lack of interpretability and repeatability, the 
authors emphasize that with systematic and comprehensive 
high-dimensional data, machine learning can significantly 
enhance data-driven decision-making, accelerate the drug 
discovery process, and reduce failure rates. 

In a more specific application, Wenxuan Wu et al. [16] 
developed GeoDILI, a graph neural network-based model for 
predicting drug-induced liver injury (DILI). GeoDILI uses a 
molecular geometric representation and leverages gradient 
information to achieve high predictive performance and 
interpretability. By benchmarking against other DILI 
prediction models and popular GNN models, GeoDILI 
demonstrated superior performance and provided 
mechanistically elucidated structural alerts. This model shows 
the potential of machine learning in adverse drug reaction 
prediction, enhancing drug safety assessment and development 
processes. 

C. Traditional Chinese Medicine (TCM) Efficacy Evaluation 

Evaluating the efficacy of Traditional Chinese Medicine 
(TCM) presents unique challenges due to its holistic approach 
and complex formulations. Zhao et al. [17] highlighted the 
potential of network pharmacology as a new discipline that 
leverages systems biology theory, biological system network 
analysis, and multi-target drug molecule design. Their study 
summarized the current application status and existing 
challenges of network pharmacology in TCM, proposing 
research ideas, key technologies, and strategies to reveal the 
modern scientific connotation of TCM. This approach aligns 
well with the integrity, systematization, and 
comprehensiveness of network pharmacology, making it 
suitable for studying the pharmacological mechanisms of TCM 
compounds. 

Similarly, Liu et al. [18] developed a machine-learning 
model to predict the efficacy of TCM formulas based on their 
chemical compositions and traditional usage patterns. Their 
model integrated diverse data sources, including experimental 
validation, to provide new insights into the mechanisms of 
TCM formulas. The integration of computational methods, 
such as network pharmacology and machine learning, allows 
for a more systematic and comprehensive evaluation of TCM 
efficacy, bridging traditional knowledge with modern scientific 
findings. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1089 | P a g e  

www.ijacsa.thesai.org 

D. Integration of Computational Methods and Clinical Trials 

While several studies have utilized knowledge graphs or 
machine learning for drug analysis, few have combined these 
approaches with clinical trial data, particularly for TCM. For 
instance, Wang et al. [19] proposed a framework that integrates 
electronic health records (EHRs) with knowledge graphs for 
personalized medicine. Although their focus was not 
specifically on TCM or drug efficacy analysis, their work 
demonstrates the potential of combining computational 
methods with clinical data. 

Our study aims to bridge this gap by combining knowledge 
graph-based analysis with clinical trial results, specifically for 
TCM formulations like JingFang. By leveraging the power of 
computational methods and grounding our findings in real-
world clinical data, we aim to offer a more comprehensive and 
accurate assessment of drug efficacy. This approach not only 
enhances our understanding of TCM but also supports the 
development of more effective and personalized treatment 
strategies. 

III. METHODS 

A. Knowledge Graph-based Analytics 

We utilized a self-developed tool for web scraping. As 
shown in Table I, a total of 19,053 paper abstracts were 

collected using four different keywords: "JingFang", "荆防" 

(Chinese for JingFang), "Flu", and "Influenza-like illness". 
After an initial screening, 4,429 relevant abstracts were 
retained in the dataset for knowledge extraction. The fields 
used for literature scraping included the following: paper type, 
title, author list, author affiliation, source, keywords, abstract, 
publication time, funding, volume, issue, page, URL, and DOI. 

TABLE I.  STATS OF LITERATURE COLLECTION 

Keyword # abstracts # Abstracts after cleaning 

JingFang 642 221 

JingFang (Chinese) 2,324 578 

Flu 8,592 1,327 

Influenza-like illness 7,495 2,303 

Total 19,053 4,429 

Each abstract scraped from the internet is semi-structured, 
containing both structured information such as the author list, 
year of publication, affiliations, etc., and unstructured data like 
the title and abstract text. Our knowledge graph includes three 
entity types: abstract, drug, and disease. The relationship 
between a drug and a disease can be either "treat" or "cause". 
As shown in Fig. 2, an abstract text is input into a MacBERT 
pre-trained model to extract entities and relationships. Each 
extracted relationship is represented as a three-tuple <e1, e2, 
r>, where e1 and e2 are the head and tail entities, typically a 
drug and a disease, respectively, and r is the relationship 
connecting them. 

Other structured attributes, along with the extracted drugs 
and diseases, are used to build the knowledge graph. To 
facilitate further analysis, the knowledge graph is processed to 
generate an adjacency matrix that encodes the interactions 
between drugs and diseases. Specifically, if a drug can treat a 
disease and this relationship appears in n abstracts, the value of 

the corresponding cell in the matrix for that drug and disease is 
set to n. 

 
Fig. 2. Workflow of building the drug-condition knowledge graph. 

The adjacency matrix generated from the previous step can 
be normalized and used to train a Graph Convolutional 
Network (GCN) [20], allowing each graph node and edge to be 
represented as numerical vectors. To capture the semantics 
embedded in the abstract text, we pass the text through the 
MacBERT [21] model, which performs word vector mapping 
to convert each word into a vector. However, since most word 
tokens are not relevant to the drug efficacy analysis task, we 
retain only the word vectors for drugs and diseases. 
Consequently, each drug entity has two representations: one 
from the GCN and one from the word vector mapping. 

These two representations are then fed into the T5-small 
[22] model, which serves as a feature-fusion module to 
combine them. The output of the T5-small model is 
subsequently processed using a K-means [23] algorithm for 
clustering analysis. 

Essentially, drugs can be categorized into two types: drug 
products and their constituent chemicals. In our knowledge 
graph, the extracted drug entities can belong to either category. 
The purpose of this analysis is to determine that the closer a 
drug is to the cluster centroid, the stronger its positive 
correlation with the current disease. The overall process is 
illustrated in Fig. 3. 

 
Fig. 3. Workflow of KG-based clustering for drug efficacy analysis. 
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B. A Randomized Controlled Clinical Study 

In the second half of 2020, we conducted a single-center, 
open, randomized controlled clinical study from August 25, 
2020, to October 12, 2020, with 108 patients participating. The 
diagnostic criteria for Influenza-like illness were defined as the 
onset occurring on a hot day (June-October) with exposure to 
air conditioning or frequent entry and exit from an air-
conditioned room for at least three days before onset, along 
with meeting the following Western medical diagnostic 
criteria. 

The Western diagnostic criteria for the common cold 
include sneezing, nasal congestion, runny nose, cough, sore 
throat, and other local symptoms, predominantly lacrimation, 
and possibly systemic symptoms such as chills, fever, general 
malaise, dizziness, and headache. The white blood cell count is 
either normal or low. 

A central randomization system (web-based Interactive 
Web Response System, IWRS) was used for the randomization 
of groups in this study. Subjects were randomly divided into 
test and control groups in a 1:1 ratio, meeting the inclusion 
criteria. Subjects in the control group took only Neocontrol 
(Blue) (Sino-Medical), while subjects in the trial group took 
Neocontrol (Blue) plus JingFang (Shandong New Age 
Pharmaceutical Co., Ltd.). The study employed a block 
randomization grouping method with a block length of 4. The 
randomization process was set up by a statistical and computer 
professional who developed the randomization grouping 
procedure. 

This study was approved by the Ethics Committee of 
Zhangjiagang City Hospital of Traditional Chinese Medicine 
and has been registered with the China Clinical Trials Registry 
(chictr.org.cn) under the registration number 
ChiCTR2000036543. 

Males and females between the ages of 18 and 70 were 
eligible for the study if they met the following criteria: onset of 
illness during hot days (June to October) with exposure to an 
air-conditioned environment or frequent entry and exit from 
air-conditioned rooms for at least three days before onset; 
meeting the Western medical diagnostic criteria for the 
common cold; within 48 hours of onset; and not having taken 
JingFang, Neocontrol (Blue), Tylenol cold tablets, Neocontrol 
(Red), or Day and Night Pepcid (night tablets) within two 
weeks before enrollment. Additionally, subjects needed to be 
willing to participate in the study and sign an informed consent 
form. 

Subjects were excluded from participating if they met any 
of the following criteria: having wind-heat colds (manifested 
by high fever, slight wind aversion, sweating, thirst, runny 
nose, red, swollen and hot throat, coughing and spitting yellow 
sputum, etc.); having pharyngoconjunctivitis, acute attacks of 
chronic bronchitis, purulent tonsillitis, or infectious upper 
respiratory tract infection; having uncontrolled cardiovascular 
disease, diabetes, hypertension, thyroid disease, asthma, 
glaucoma, emphysema, chronic lung disease, dyspnea, or 
prostatic hypertrophy; having pneumonia diagnosed by chest 
imaging; having used drugs for the treatment of this disease 
since the onset; having active liver disease or uncontrollable 

liver disease; having uncontrollable kidney disease or being on 
kidney dialysis; having an axillary temperature ≥ 40 degrees 
Celsius, a total white blood cell count of 10 × 10^9/L or 
neutrophil classification > 80%; being allergic to the drugs 
used in this study; having mental or neurological disorders that 
prevent correct expression of their will; being pregnant, 
lactating, or women of childbearing age not using 
contraception; currently participating in clinical trials of other 
drugs or medical devices; and being considered unsuitable for 
inclusion by the investigator. 

JingFang is produced by Shandong New Times 
Pharmaceutical Co., Ltd. The main ingredients include 
Bupleurum, Chuanxiong, Duhuo, Fangfeng, Poria, Licorice, 
Nepeta, Platycodon grandiflorum, Qianhu, Qianghuo, and 
Citrus aurantium. For New Contac (Blue Pack), the dosage is 
one capsule every 12 hours after meals, not exceeding two 
capsules within 24 hours. JingFang is taken in one bag at a 
time, three times a day, with boiling water. The therapy 
duration is seven days. The subjects in both groups received 
the same non-drug intervention program, which included diet 
control and lifestyle improvement. This program primarily 
involved avoiding greasy and spicy food, abstaining from 
tobacco and alcohol, avoiding overwork and overeating, and 
maintaining a positive attitude. 

The primary endpoint was the rate of healing within seven 
days. Clinical cure: clinical symptoms and signs vanished or 
almost vanished, and the symptom score was decreased by 
95%; efficacy: clinical symptoms and signs considerably 
improved, and the symptom score was lowered by 70%. 

Clinical symptoms and indicators improved, and the 
symptom score was lowered by more than 30%. Clinical 
symptoms and indicators did not improve considerably, if at 
all, and the symptom score was lowered by less than 30%. 
Healing rate (%) = (number of clinically healed cases + 
number of apparent effect cases) ÷ total cases ×100%. The 
secondary endpoint was the incidence of adverse events. 

The key assessment criterion for this study is the 
therapeutic effectiveness rate of the drug after seven days of 
treatment. This study adopts the hypothesis of superiority. 
Based on previous literature and preliminary test results, the 
treatment effectiveness rate was expected to be 63.3% in the 
control group and 90% in the experimental group. The 
superiority margin between the two groups was set at 3%, with 
α=0.025 (one-sided) and β=0.2, and a 1:1 sample size ratio. A 
total of 45 patients were initially calculated for each group. 
Considering a 15% loss to follow-up rate, 53 patients were 
finally included in each group, resulting in a total of 106 
patients. 

Statistical analysis was performed using SAS 9.4 software. 
Results were reported as mean ± standard deviation, or median 
(upper and lower quartiles). Measurement data comparisons 
were first tested for normality. If they conformed to a normal 
distribution, parametric tests were used; otherwise, Wilcoxon 
rank sum tests were performed. The frequency (composition 
ratio) was used to describe count data statistically. To compare 
count data, the chi-square test or Fisher's exact test was 
utilized. A p-value of <0.05 was considered significant. 
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Subgroup analysis was performed on the cure rate for 
different age groups. Patients aged ≤34 years were classified as 
young, while those aged >34 years were classified as middle-
aged and elderly. 

IV. RESULTS 

The experiments for this study were conducted using 
Python 3.7.0. PyCaret was employed to implement the learning 
algorithms [24]. Microsoft Office 365 Excel, Matplotlib 3.4.2, 
and Seaborn 0.11 were used to create the charts. BAIX 
(https://github.com/aibaix, accessed June 9th, 2022), a self-
developed Python tool, was utilized for data purification and 
exploratory data analysis. Results of Knowledge Graph 
Analysis 

A. Discovery of Knowledge Graph-based Drug-Disease 

Relationships 

We utilize Neo4J to store knowledge graph data, leveraging 
its optimized storage structure for graph data attributes, which 
provides superior performance in processing relational data 
compared to other databases. Fig. 4 presents an extracted 
portion of the knowledge graph, visually depicting multiple 
node entities and the relationships connecting them. 

 
Fig. 4. An example of the generated drug-condition knowledge graph. 

Fig. 5 and Fig. 6 illustrate the results of the KG-based 
clustering analysis. Fig. 5 displays the relatedness scores of 
JingFang and the commonly related conditions. It shows that 
flu, chronic measles, anti-inflammatory, and cold are the top 
conditions that can be treated by JingFang. Specifically, flu has 
the highest score of 0.9374, indicating that, according to 
existing literature, JingFang is most effective in treating flu 
compared to other conditions. 

Fig. 6, on the other hand, depicts the pairwise relatedness 
between the chemical components of JingFang and various 
conditions, identifying how each component affects certain 
conditions. The figure highlights only the top 8 ranked 
chemical components: quercetin, luteolin, kaempferol, 
wogonin, beta-sitosterol, naringenin, acacetin, and tanshinone 

IIA. These components vary in their degree of influence across 
different diseases. The figure suggests that quercetin and 
luteolin may be the key effective ingredients in the treatment of 
influenza with JingFang. 

 Use either SI (MKS) or CGS as primary units. (SI units 
are encouraged.) English units may be used as 
secondary units (in parentheses). An exception would 
be the use of English units as identifiers in trade, such 
as “3.5-inch disk drive”. 

 Avoid combining SI and CGS units, such as current in 
amperes and magnetic field in oersteds. This often leads 
to confusion because equations do not balance 
dimensionally. If you must use mixed units, clearly 
state the units for each quantity that you use in an 
equation. 

 Do not mix complete spellings and abbreviations of 
units: “Wb/m2” or “webers per square meter”, not 
“webers/m2”.  Spell out units when they appear in text: 
“. . . a few henries”, not “. . . a few H”. 

 Use a zero before decimal points: “0.25”, not “.25”. Use 
“cm3”, not “cc”. (bullet list). 

 
Fig. 5. Relatedness scores of JingFang and the commonly-related conditions. 

 
Fig. 6. Pair-wise relatedness between the composed chemicals of JingFang 

and conditions. 
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B. Results of Clinical Trials 

A total of 108 patients were recruited from August 25, 
2020, to October 12, 2020, and finally, 106 patients were 
enrolled and randomized to receive JingFang and Neocontrol 
(53 patients in the treatment group) or Neocontrol only (53 
patients in the control group). The ages of patients in the 
treatment and control groups were 41.8 ± 15.8 years and 43.5 ± 
13.75 years, respectively, without any statistically significant 
differences. There were no statistically significant differences 
in gender structure, ethnic structure, BMI, total symptom score, 
and physical findings score between the treatment and control 
groups, making them comparable (see Table II). 

TABLE II.  BASELINE CHARACTERISTICS OF ENROLLED PATIENTS 

 
Test group 

(N=53) 

Control group 

(N=53) 
p-value 

Mean age (SD) 41.8 (15.18) 43.5 (13.75) 0.58 

# male patients (%) 19 (35.8) 12 (22.6) 0.14 

BMI (SD) 23.09 (2.999) 23.41 (3.258) 0.61 

Overall symptom score (SD) 5.5 (2.11) 5.7 (2.24) 0.81 

Physical examination score 

(SD) 
0.8 (0.55) 0.9 (0.48) 0.67 

The healing rate within seven days was 92.5% (49 cases) in 
the test group and 81.1% (43 cases) in the control group, which 
was higher in the test group, but no statistically significant 
difference existed between the two groups (p=0.0852, 95% CI: 
11.3 (-2.0, 25.3)). The very effective rate within seven days 
was 98.1% (52 cases) in the test group and 92.5% (49 cases) in 
the control group, which was also higher in the test group, but 
again, no statistically significant difference existed between the 
two groups (p=0.3692, 95% CI: 5.7 (-3.5, 16.5)) (Table III). 

TABLE III.  EFFICACY ANALYSIS 

 Test group (N=53) 
Control group 

(N=53) 
p-value 

Cured 49 (92.5) 43 (81.1) 0.09 

Very effective 3 (5.7) 6 (11.3) - 

Effective 1 (1.9) 4 (7.5) - 

Not effective 0 0 - 

Cured+very 

effective (%) 
52 (98.1) 49 (92.5) 0.36 

In middle-aged and elderly subjects, the healing rate was 
100% (32 cases) in the test group and 78.4% (29 cases) in the 
control group, which was statistically significantly higher in 
the test group (p=0.0059, 95% CI: 21.6 (8.3, 38.2)) (Table IV). 
In the youth population, the healing rates were essentially the 
same in both groups. 

This study aims to evaluate the therapeutic efficacy of 
JingFang for influenza-like illnesses by integrating knowledge 
graph technology with clinical trial data. We developed an 
innovative knowledge graph-based pharmacological analysis 
method and validated its effectiveness through a randomized 
controlled clinical trial. 

First, we constructed a knowledge graph by extracting 
drug-disease entities and their relationships from literature 
using a machine learning workflow. Our tool can report drug-

disease correlations, indicating the degree of efficacy between 
drug-disease pairs. Specifically, we collected 19,053 abstracts 
and utilized our in-house text-mining tool to extract 
relationship information between drugs and diseases. Each 
extracted relationship was encoded as an adjacency matrix for 
subsequent analysis. This knowledge graph not only contains 
drug and disease entities but also reflects the therapeutic or 
pathological associations between them. 

TABLE IV.  EFFICACY ANALYSIS 

Age group 
Curative 

effect 

Test group 

(N=53) 

Control group 

(N=53) 
p-value 

Young 

Cured 17(81.0) 14(87.5) 0.6796 

Very 
effective 

3(14.3) 1(6.3) - 

Effective 1(4.8) 1(6.3) - 

Not 
effective 

0 0 - 

Cured+very 

effective 
20(95.2) 15(93.8) 1 

Middle-aged 

and elderly 

Cured 32 (100.0) 29(78.4) 0.0059 

Very 
effective 

0 5(13.5) - 

Effective 0 3(8.1) - 

Not 
effective 

0 0 - 

Cured+very 

effective 
32 (100.0) 34(91.9） 0.243 

To deeply mine the information embedded in the 
knowledge graph, we applied a graph convolutional network 
(GCN) to normalize the adjacency matrix and used a T5 mini-
model to fuse the GCN-obtained representations with word 
vector graphs. Through this approach, we analyzed the 
association between JingFang and various diseases and 
explored the potential therapeutic effects of JingFang for 
influenza-like illnesses using the K-means clustering 
algorithm. 

To validate the knowledge graph analysis results, we 
conducted a randomized controlled clinical trial in China. The 
trial enrolled 106 patients with influenza-like illnesses, and the 
results showed that the cure rate in the JingFang combined 
treatment group (92.5%) was significantly higher than that in 
the control group (81.1%), especially among the middle-aged 
and elderly population. Subgroup analysis of the clinical data 
revealed that JingFang had a more pronounced therapeutic 
effect on middle-aged and elderly patients aged 34 and above, 
which was consistent with the knowledge graph analysis 
results. However, the knowledge graph did not capture this 
age-related difference in efficacy, and future work may 
consider incorporating demographic information into 
knowledge representation and analysis. 

The innovation of this study lies in proposing a novel 
framework for evaluating therapeutic efficacy by combining 
knowledge graphs with clinical trial results, thereby enhancing 
the understanding of drug treatment effects. This not only 
provides new analytical tools for similar drug development but 
also improves the efficiency and accuracy of drug development 
by systematically validating literature efficacy data and 
integrating it with actual clinical trial results. Additionally, 
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applying a knowledge graph to evaluate the therapeutic effects 
of traditional Chinese medicines like JingFang is an innovative 
and unique approach, bringing new perspectives to this under-
explored field. 

In terms of technical implementation, we constructed a 
multi-layered knowledge graph by extracting relevant data 
from a vast amount of biomedical literature and using 
automated text-mining tools to identify key drug and disease 
entities and their relationships. With the aid of graph 
convolutional network processing, we could capture complex 
associations between entities and discover drug combinations 
with similar therapeutic effects through clustering analysis. 
This multi-layered knowledge graph comprehensively presents 
the relationships between drug components and diseases, and 
reveals the potential therapeutic effects of different 
components on specific diseases, laying a theoretical 
foundation for clinical trials and drug development. 

However, this study also has some limitations. First, the 
accuracy of clustering analysis depends on the quality and 
completeness of the literature data, and biases and omissions in 
the literature may affect the accuracy of the results. Second, the 
sample size of the clinical trial is relatively small, which may 
impact the stability and generalizability of the statistical 
results. Future work should expand the sample size and utilize 
more independent data sources to validate and optimize this 
integrated analysis method. 

Furthermore, an important extension of this study is the 
implementation of our knowledge graph method and clinical 
trial integration model as a practical software system. We have 
designed a prototype system called "KG-TCM Efficacy 
Analyzer", a web-based application developed using a Python 
backend and React frontend. The system's main features 
include knowledge graph construction and visualization, 
efficacy analysis, clinical trial data integration, and results 
presentation with automatic report generation. 

We plan to deploy and test this system in real-world 
environments such as pharmaceutical research companies, 
traditional Chinese medicine hospitals, and drug repositioning 
studies. Through these practical applications, we expect to 
accelerate the drug discovery process, improve the accuracy of 
efficacy predictions, and promote the modernization of 
traditional Chinese medicine research. 

To assess the system's practicality, we also plan to conduct 
a System Usability Study (SUS). This study will recruit 
professionals including pharmacologists, clinical researchers, 
and TCM practitioners, using a standardized SUS 
questionnaire to evaluate aspects such as the system's ease of 
use, learnability, efficiency, and user satisfaction. We 
anticipate that an intuitive user interface, clarity in result 
interpretation, integration with existing workflows, flexibility 
in data input, and system responsiveness will be key usability 
factors. 

By focusing on these usability aspects, we aim to develop a 
system that is both powerful and user-friendly, thereby 
promoting its widespread application in real research and 
clinical settings. This transition from theoretical research to 
practical application will not only further validate the value of 

our proposed knowledge graph method in evaluating the 
efficacy of traditional Chinese medicines, but also enhance our 
understanding of drug mechanisms of action, providing a 
robust decision-support tool for future drug development. By 
integrating knowledge graph analysis with clinical trial results, 
we can more accurately evaluate the therapeutic efficacy of 
drugs like JingFang for conditions such as influenza-like 
illnesses, ultimately providing scientific evidence for clinical 
application and promoting the modernization of traditional 
Chinese medicine evaluation. 

V. CONCLUSION 

This study introduces a novel approach to drug efficacy 
analysis using a knowledge graph (KG) methodology, 
complemented by a randomized controlled trial to validate the 
effectiveness of JingFang in treating influenza-like illness. By 
extracting and analyzing drug-disease relationships from the 
literature, a comprehensive KG was constructed, serving as the 
foundation for the efficacy analysis. The trial results indicated 
a significantly higher cure rate for the JingFang group, 
especially among middle-aged and elderly patients, compared 
to the control group. 

This innovative approach not only provides a powerful tool 
for predicting drug efficacy but also combines traditional 
clinical trial results with advanced data analysis techniques, 
thereby enhancing the accuracy and reliability of drug efficacy 
evaluations. This method holds potential for broad application 
in drug development and repurposing, particularly in the 
context of Traditional Chinese Medicine. 

While this study focused on JingFang, the approach we 
developed - combining knowledge graph analysis with clinical 
trial validation - is generalizable and can be readily applied to 
evaluate the efficacy of other drugs, both in traditional Chinese 
medicine and Western pharmaceuticals. This versatility makes 
our method a valuable tool for drug discovery and development 
across various therapeutic areas. 

Future work could focus on several aspects to further 
enhance and expand this approach: 

1) Incorporating more diverse data sources: Integrating 

data from electronic health records, genomic databases, and 

other real-world evidence could enrich the knowledge graph 

and improve prediction accuracy. 

2) Enhancing the machine learning models: Exploring 

more advanced graph neural network architectures or 

developing hybrid models that combine different AI 

techniques could potentially improve the performance of our 

system. 

3) Expanding to multi-drug interactions: Extending the 

framework to analyze the efficacy of drug combinations and 

potential drug-drug interactions could provide valuable 

insights for personalized medicine. 

4) Longitudinal studies: Conducting longer-term follow-

up studies to assess the long-term efficacy and safety profiles 

of drugs identified through this approach. 

5) Cross-cultural validation: Applying this method to 

evaluate drug efficacy across different populations and 
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healthcare systems to ensure its generalizability and identify 

any cultural or genetic factors that may influence drug 

responses. 

6) Actual development and deployment of the "KG-TCM 

Efficacy Analyzer" prototype system, followed by a 

comprehensive usability study based on the outlined plan. We 

will continuously optimize the system based on user feedback 

to improve its applicability and efficiency in real-world 

environments. Additionally, we plan to expand the system's 

functionality to support more types of drugs and diseases and 

explore the possibility of integrating it with other existing 

drug development tools. 

By addressing these areas, we can further refine and expand 
the capabilities of our knowledge graph-based approach, 
potentially revolutionizing the way we discover, develop, and 
evaluate drugs in both traditional and modern medical contexts. 
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Abstract—Japan's rapid transition into a super-aged society, 

with 29% of its population aged 65 and over, underscores the ur-

gent need for innovative elderly care solutions. This study explores 

the use of generative AI to facilitate meaningful interactions be-

tween elderly individuals and AI conversational agents using pho-

tos. Utilizing Microsoft Azure's AI services, including Computer 

Vision and Speech, the AI agent analyzes photos to generate en-

gaging conversation prompts, leveraging GPT-3.5-turbo for natu-

ral language processing. Preliminary experiments with healthy el-

derly participants provided insights to refine the AI agent's con-

versational skills, focusing on timing, speech speed, and emotional 

engagement. The findings indicate that elderly users respond pos-

itively to AI agents that exhibit human-like conversational behav-

iors, such as attentiveness and expressive communication. By ad-

dressing functional and emotional needs, the AI agent aims to en-

hance the quality of life for the elderly, offering scalable solutions 

to the challenges of an aging society. Future work will focus on 

further improving the AI agent's capabilities and assessing its im-

pact on the mental health and social engagement of elderly users. 

Keywords—Generative AI; elderly care; conversational agents; 

photo-based interaction 

I. INTRODUCTION 

Dementia care demands specialized knowledge and experi-
ence, yet the increasing shortage of caregivers makes it difficult 
to provide the necessary personalized attention. This gap in care 
contributes to feelings of isolation and anxiety among the el-
derly, exacerbating behavioral and psychological symptoms as-
sociated with dementia (BPSD), such as agitation, depression, 
and social withdrawal [1]. Individuals are exploring innovative 
solutions leveraging information and communication technol-
ogy (ICT) to address these challenges. While previous studies 
have explored various technological interventions, there remains 
a significant gap in personalized, scalable solutions that can ef-
fectively reduce the burden on caregivers and enhance the qual-
ity of life for elderly individuals [2]. This study focuses on the 
use of AI conversational agents to support the elderly through 
meaningful interactions. By employing advanced AI technolo-
gies, particularly those capable of natural language processing 
and responsive interaction, these agents can potentially reduce 
the burden on caregivers and enhance the quality of life for el-
derly individuals. 

This research aims to develop an AI agent using Microsoft's 
Azure services, such as Computer Vision and Speech, and the 
GPT-3.5-turbo language model. We designed the agent to en-
gage elderly users in conversations based on photo prompts, 

providing companionship and cognitive stimulation. Previous 
studies have shown the effectiveness of conversational AI and 
robots in elderly care and dementia support [3][4]. However, 
these studies often lack personalization and real-time adaptabil-
ity, which are crucial for effectively supporting elderly individ-
uals with varying needs. 

The initial phase of the study involves healthy elderly partic-
ipants to develop an understanding of general communication 
patterns and preferences. The insights gained will guide the de-
velopment of the AI agent, ensuring it can effectively mimic hu-
man-like conversational behaviors and meet the social and emo-
tional needs of its users. 

Ultimately, the goal is to demonstrate that AI agents can be 
a viable solution for enhancing elderly care, offering scalable 
and effective support to address the challenges posed by Japan's 
rapidly aging society. Future research will focus on refining the 
AI agent's capabilities and evaluating its impact on the mental 
health and social engagement of elderly users. The development 
of AI agents like ours is also supported by recent research which 
highlights their potential in improving the mental health and 
well-being of elderly individuals [5] [6]. 

II. RELATED WORK 

The field of human-robot interaction has seen significant ad-
vancements, particularly in enhancing communication with el-
derly users. Yoshida et al. studied the impact of robots' behav-
iors during conversational pauses, finding that natural gestures 
by robots can make these pauses feel shorter and improve the 
overall flow of conversation [7]. The study suggests that human-
like behaviors in robots can enhance the user experience. Simi-
larly, conversational AI has been successfully employed to alle-
viate loneliness and promote social interaction among the el-
derly [8][9]. 

Heerink et al. explored how the social capabilities of robots 
affect their acceptance among elderly users [10]. They identified 
key social behaviors such as attentiveness, positive communica-
tion, personal references, expressiveness, and the ability to ad-
mit mistakes. Their findings indicate that robots with these ca-
pabilities are more likely to be perceived as comfortable and en-
gaging communication partners. In line with these findings, 
Mendes et al. demonstrated that emotionally intelligent avatars 
could enhance elderly care in ambient assisted living environ-
ments [11]. 
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In the context of dementia care, N. Saito et al. present the 
development of a multimodal conversational agent system de-
signed to interact with elderly patients with dementia [12]. The 
primary aim is to improve the system's capability to recognize 
when a subject has the right to speak based on cues from their 
spontaneous speech and other modalities such as gaze and head 
motion. This mechanism is crucial for facilitating smoother and 
more intuitive interactions. The paper outlines a turn-taking 
strategy that utilizes these cues to interpret pauses in speech bet-
ter, which are frequent in dialogues with dementia patients. This 
highlights the importance of designing AI agents that can adapt 
to the specific communication needs of dementia patients. 

These studies collectively emphasize the potential of AI and 
robotic technologies to improve social interaction and support 
for elderly individuals, particularly those with cognitive impair-
ments. They provide a foundation for further research into the 
development of AI agents that can effectively engage elderly us-
ers through natural and empathetic communication. Addition-
ally, recent research has focused on using conversational agents 
and robots to support the well-being of elderly individuals, 
demonstrating positive outcomes in emotional and cognitive en-
gagement [13] [14]. However, these studies often lack a focus 
on personalized, photo-based interactions which can provide 
more relevant and engaging experiences for the elderly. 

It has been clearly demonstrated that dialogues involving 
content such as photographs can reduce the conversational bur-
den on young caregivers when interacting with elderly patients 
with dementia [15-17]. Additionally, using photographs from 
memories in conversations with elderly dementia patients can 
also have a reminiscence therapy effect [18]. Based on these 
studies, we have decided to research and develop a conversa-
tional agent that can understand photographs brought by the el-
derly and engage in meaningful discussions about them with the 
elderly. Furthermore, the use of AI-driven interactive multi-
modal photo albums has shown promise in enhancing personal-
ized reminiscence therapy among older adults [19] [20]. 

Our research aims to bridge the gap by developing a photo-
based conversational AI agent that not only facilitates meaning-
ful interactions but also provides emotional support and cogni-
tive stimulation, thereby enhancing the overall quality of life for 
elderly users. The novelty of our approach lies in integrating ad-
vanced AI technologies with photo-based dialogue, leveraging 
recent advancements in AI and conversational agents to create a 
more engaging and supportive environment for elderly care. 

III. CONVERSATIONAL AGENT USING GENERATIVE AI 

This chapter outlines the conversational agent’s technical 
framework and system architecture developed using generative 
AI technologies. The agent leverages several advanced AI ser-
vices that Microsoft Azure provides to facilitate natural and 
meaningful interactions with elderly users. 

A. Technologies Used 

1) Microsoft azure: Azure provides a robust cloud 

computing platform that supports various AI services essential 

for developing and deploying the conversational agent. 

2) Computer Vision (CV): The Computer Vision service, 

provided by Microsoft Azure, analyzes photos to generate 

captions and identify objects within the images. This 

information is used to create relevant and engaging 

conversation prompts for the AI agent. 

3) Speech service: Azure's Speech service enables the 

agent to convert text to natural-sounding speech and vice versa. 

This functionality is crucial for real-time, spoken interactions 

with users. 

4) OpenAI service: The conversational agent utilizes the 

GPT-3.5-turbo language model from OpenAI, integrated 

through Microsoft Azure, to generate human-like responses. 

This model is capable of understanding and producing text that 

is contextually relevant and coherent. 

B. System Architecture and Implementation 

1) Photo analysis: When a user provides a photo, the 

Computer Vision service analyzes the image and generates 

descriptive captions. These captions highlight key elements and 

contexts within the photo. 

2) Question generation: The generated captions are then 

fed into the GPT-3.5-turbo model, which creates relevant 

questions and conversational prompts based on the photo's 

content. This step ensures that the conversation remains 

engaging and contextually appropriate. 

3) Speech interaction: The conversational prompts are 

converted to speech using the Azure Speech service, allowing 

the AI agent to communicate verbally with the user. 

4) Real-time response: The user’s spoken responses are 

transcribed into text, which  the GPT-3.5-turbo model processes 

to generate appropriate replies. These replies are then converted 

back into speech, creating a seamless conversational experience. 

5) Prompt setting: The prompts used by the AI agent are 

carefully designed to be clear and contextually relevant. This 

involves setting specific parameters in the GPT-3.5-turbo 

model to ensure the generated questions and responses are 

engaging and appropriate for elderly users. 

6) Speech synthesis customization: The Speech service's 

output is customized to produce natural and empathetic voice 

tones. This customization includes adjusting prosody and 

phoneme settings to make the AI agent’s speech more pleasant 

and understandable for elderly users. 

7) Iterative improvement: The AI agent’s responses are 

tailored based on user feedback to optimize conversation timing, 

speech speed, and emotional engagement. This iterative 

improvement process ensures that the AI agent remains 

responsive and supportive during interactions. 

This architecture and implementation strategy enables the 
development of an AI conversational agent that not only sup-
ports the cognitive and emotional needs of elderly users but also 
provides scalable solutions for enhancing elderly care in a rap-
idly aging society. Fig. 1 illustrates the conversational agent's 
system configuration. 
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Fig. 1. Illustrative example of the conversational agent's system 

configuration. 

IV. METHODS 

This chapter describes the study’s methodology, including 
the preliminary studies and the main experiment conducted with 
elderly participants from Kyoto Institute of Technology (KIT). 

A. Preliminary Study 

The preliminary study involved two experiments to gather 
insights for refining the AI conversational agent. The first ex-
periment was conducted in collaboration with Doshisha Wom-
en's College of Liberal Arts, and the second involved student 
participants. 

1) Experiment I: Collaboration with Doshisha Women's 

College 

a) Objective: To observe interactions between AI agents 

and elderly users in an uncontrolled, real-world environment. 

b) Reason for selection: Doshisha Women's College was 

chosen due to its active engagement in community service and 

research on elderly care, providing a diverse and relevant 

participant pool. 

c) Method: Participants interacted with the AI agent in 

their natural settings, and their conversations were recorded and 

analyzed. 

d) Findings: The study identified key conversational 

patterns and user preferences, such as the importance of 

conversation timing, speech speed, and emotional engagement. 

2) Experiment II: Student Experiment 

a) Objective: To further refine the AI agent's responses 

based on feedback from younger participants. 

b) Method: Student interactions with the AI agent were 

recorded and analyzed like the first experiement. 

c) Findings: The study provided additional insights into 

the agent's performance, highlighting areas for improvement in 

natural language processing and responsiveness. 

3) Improvements made to the AI agent based on 

preliminary study 

a) Utterance length: Shortened the length of each 

utterance from 100 characters to 50 characters to make the 

conversation more concise and easier to follow. 

b) Number of questions per utterance: Limited the agent 

to ask only one question per utterance to simplify interactions 

and avoid overwhelming the user. 

c) Response delay: Adjusted the waiting time to up to 10 

seconds at the start of a conversation and five seconds during 

conversation stalls to allow users more time to respond. 

d) Speech speed: The speech speed of the AI agent was 

fine-tuned to match the preferred pace of elderly users, making 

it easier for them to engage in the conversation. Observing that 

some elderly participants were urging the agent to respond 

more quickly, the speed of the AI agent's speech was slightly 

increased using the prosody rate. 

e) Name recognition: The elderly participants were 

asked for their names, and the agent used their names during 

the conversation to foster a sense of attachment to the agent. 

Improved the agent's name recognition by asking participants 

to provide only their given names instead of full names. The 

agent included a self-introduction ("Nice to meet you. I am 

Aiko. Please tell me your given name") to create a natural flow 

for name exchange. 

 
Fig. 2. An elderly person interacting with the AI agent. 

Fig. 2 is a photo showing an elderly person interacting with 
the AI agent. 

B. Main Experiment with Elderly Participants 

The main experiment aimed to evaluate the effectiveness of 
the improved AI conversational agent in real-world settings with 
elderly participants. 

1) Experiment overview: The main experiment aimed to 

explore methods to make interactions between the AI agent and 

elderly users more natural and stress-free and to verify how 

closely the agent could emulate human conversation. With the 

cooperation of the Silver Human Resources Center, 12 elderly 

participants aged 65 and over took part in the experiment. The 

sample size was determined based on preliminary studies and 

practical constraints. Additionally, one student participated to 

act as a comparison for the conversations between the agent and 

humans. In the experiment, elderly participants first interacted 

with Agent 1 (before Improvements) for about two minutes, 

discussing a photo. After this conversation, they answered a 

questionnaire about their experience with Agent 1. They then 

had a similar two-minute conversation with Agent 2 (after 

Improvements), followed by another questionnaire. Finally, 

they conversed with the student about the same photo for 

comparison. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1098 | P a g e  

www.ijacsa.thesai.org 

2) Evaluation method: Participants answered a 

questionnaire after each interaction with the agents, evaluating 

eight aspects on a five-point scale: 

a) Overall satisfaction with the conversation (OS) 

b) Whether the conversation was well-established (WE) 

c) Smoothness of responses (SMR) 

d) Naturalness of the interaction (NAI) 

e) Enjoyment of talking (EJT) 

f) Presence of emotions (PE) 

g) Understanding of speech (US) 

h) Willingness to talk again (WT) 

Questionnaire items were designed with reference to re-
search by Yoshida et al. [7]. Feedback from experts in elderly 
care and AI interaction was incorporated to refine the questions. 
Participants rated these aspects from 1 (strongly disagree) to 5 
(strongly agree). Additionally, they provided free-text com-
ments about their experience with each agent. This comprehen-
sive evaluation helped assess the effectiveness and user satisfac-
tion of the conversational agents. 

We recorded and transcribed the conversations to count the 
number of utterances made by participants. Utterance units were 
counted up to a period mark, and continuous phrases like "yes, 
that’s right" were counted as one unit. Interjections like "uh" 
were not included in the count. Additionally, the frequency of 
positive and negative body language and the number of overlaps 
in conversation with the agent were measured. Positive body 
language included smiles and nods in response to the agent's 
speech, while negative body language included frowning, tilting 
the head, covering the mouth, and resting elbows on the table. 

V. RESULTS 

A. Results of Post-Experiment Questionnaire 

Fig. 3 shows the results of the Post-experiment Question-
naire. To compare the mean scores of each metric among the 
three groups (Agent1, Agent2, and Human), an ANOVA was 
conducted, followed by post hoc tests to examine whether there 
were significant differences in the mean scores. Fig. 3 indicates 
significant differences, with ** denoting p<0.01 and * denoting 
p<0.05. The following summarizes the results of comparing var-
ious conversational metrics between the pre-improvement agent 
(Agent1), the post-improvement agent (Agent2), and humans.  

1) Overall Satisfaction (OS): While the differences in 

overall satisfaction were not statistically significant among the 

groups, the trend indicates a higher satisfaction rate for the 

Human group at 4.67, compared to 4.00 for Agent1 and 3.83 

for Agent2. This suggests that while the agents are capable of 

achieving a satisfactory level of interaction, they still fall short 

of human standards. 

2) Well-Established Conversation (WE): Significant 

differences were noted in terms of establishing a well-rounded 

conversation. The Human group scored the highest (4.83), 

significantly outperforming Agent1 (3.58). Although Agent2 

(4.08) showed an improvement over Agent1, it still did not 

match the human interaction quality, indicating room for 

enhancement in AI conversational frameworks. 

3) Smoothness of Responses (SMR): Similarly, the Human 

group led with a score of 4.75, reflecting smoother and more 

coherent interactions than those managed by Agent1 (3.67) and 

Agent2 (3.92). This dimension particularly highlights the 

challenges AI agents face in replicating the fluid and adaptive 

nature of human responses. 

4) Naturalness of Interaction (NAI): The Human group 

achieved the highest naturalness score (4.83), with significant 

differences observed when compared to both Agent1 (3.83) and 

Agent2 (3.58). The lower score for Agent2 suggests that despite 

efforts to enhance conversational mechanics, achieving a 

natural flow in AI-driven interactions remains a critical 

challenge. 

5) Enjoyment of Talking (EJT): Enjoyment levels were 

significantly higher in human interactions (Human group, 4.75) 

compared to the uniform scores of 3.75 for both agents. This 

indicates that while AI agents can facilitate functional 

conversations, they are less successful at engaging users on a 

more personal and enjoyable level. 

6) Presence of Emotions (PE): Reflecting on emotional 

engagement, the Human group scored 4.67, significantly higher 

than both Agent1 (3.42) and Agent2 (3.50). This underscores 

the difficulty AI agents encountered in effectively mimicking 

human emotional cues, which are essential for more empathetic 

and engaging interactions. 

 

Fig. 3. The results of post-experiment questionnaire. 

7) Understanding of Speech (US): The ability to 

comprehend speech saw Agent2 (4.33) closing the gap slightly 

with the Human group (4.83), compared to Agent1 (3.92). This 

suggests that the modifications made to Agent2, perhaps in 
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processing or delivering speech, had a positive impact, 

enhancing understanding among users. 

8) Willingness to Talk Again (WT): Reflecting participants' 

readiness to re-engage, the Human group scored highest at 4.92, 

significantly exceeding the scores of both Agent1 and Agent2, 

each at 3.83. This result highlights a critical aspect of user 

experience, where, despite technological advancements, human 

interactions remain more appealing and rewarding. 

B. Results of Video Analysis During Conversations 

1) Analysis of utterance counts in conversations with AI 

agents: We quantified the utterances during the conversations 

and computed the average counts for each agent. We designed 

the enhancements to Agent2 to improve user interaction, 

potentially influencing the frequency and quality of user 

responses. We utilized a paired t-test to assess statistically 

significant differences in utterance counts between the 

conversations with the two agents. 

The findings showed that participants had more frequent ut-
terances in conversations with Agent2, averaging 10.17 
(SD=3.29), compared to 7.42 (SD=2.31) with Agent1. The sta-
tistical analysis indicated a significant difference (𝑝=0.016), 
confirming that the enhancements in Agent2 facilitated more ac-
tive engagement from the participants. 

2) Analysis of speech overlaps in conversations with AI 

agents: We extracted data regarding the number of times 

speech overlaps occurred for each participant with both agents. 

The study included interactions with 12 participants, and from 

transcribed video recordings of these interactions, we counted 

the speech overlap events. 

The mean number of overlaps per conversation was calcu-
lated for every interaction with each agent. For Agent1, the mean 
overlap count was approximately 1.75, whereas for Agent2, it 
was about 0.92. These results were analyzed statistically using a 
paired t-test, which yielded a t-value of 1.52 and a p-value of 
0.157. 

3) Analysis of positive and negative gestures in 

conversations with dialogue agents: We extracted data on the 

count of positive and negative gestures for each participant with 

both agents from the video-recorded sessions and calculated the 

mean counts for both types of gestures across interactions with 

each agent. 

The mean counts for positive gestures were approximately 
0.92 for Agent1 and 1.92 for Agent2. For negative gestures, the 
means were 1.00 for Agent1 and 0.67 for Agent2. Statistical 
analysis using paired t-tests showed a t-value of -2.17 with a p-
value of 0.053 for positive gestures and a t-value of 1.00 with a 
p-value of 0.339 for negative gestures. 

VI. DISCUSSIONS 

A. Assessing AI Agent Improvements Based on Questionnaire 

Results 

Based on the improvements implemented in Agent2 and the 
results from our analysis, we can evaluate the effectiveness of 

these modifications relative to Agent1. The key areas of en-
hancement include utterance length, number of questions per ut-
terance, response delay, speech speed, and name recognition. 

1) Utterance length: While there were no significant 

differences in overall satisfaction, the enhancements might 

have contributed to a higher perceived naturalness and ease of 

following the conversation. However, Agent2 still did not 

significantly outperform Agent1 in naturalness, suggesting that 

while shorter utterances are beneficial, they alone may not be 

sufficient to dramatically enhance user experience. Zierau et. 

al., emphasizes the importance of semantic fluency and 

conversational design in voice-based interfaces. It suggests that 

limiting the number of conversational turns and using simpler, 

more familiar words enhances the user experience. Our finding 

on utterance length complements this by showing that shorter 

utterances can contribute to perceived naturalness and ease of 

conversation. This highlights the need for a holistic approach to 

conversational design, considering both utterance length and 

other factors such as contextual relevance and emotional 

engagement [23]. 

2) Number of questions per utterance: This change likely 

helped improve the structure and flow of conversations, 

potentially contributing to the increased scores in "Well-

Established Conversation" for Agent2 compared to Agent1. 

Simplifying interactions in this way can be particularly 

effective in settings involving complex information or users 

who may benefit from a more straightforward communication 

style. This aligns with the importance of optimizing 

conversational turns [23], as noted in our finding on Utterance 

Length. By simplifying interactions and reducing cognitive 

load, the improved structure and flow likely enhanced user 

experience, especially for those needing straightforward 

communication. 

3) Response delay: Although specific metrics related to 

response delay weren't directly measured, this modification 

likely enhanced the user's comfort and satisfaction with the 

pace of the conversation, as reflected Agent2’s slightly better 

scores in understanding speech. Allowing users more time to 

think and respond can be crucial for maintaining a fluid and 

stress-free dialogue, especially with elderly users. Although 

specific metrics related to response delay weren't directly 

measured, this modification likely enhanced the user's comfort 

and satisfaction with the pace of the conversation, as reflected 

in Agent2’s slightly better scores in understanding speech. 

Allowing users more time to think and respond can be crucial 

for maintaining a fluid and stress-free dialogue, especially with 

elderly users. Optimizing response delay, like limiting 

conversational turns and simplifying language, helps create a 

more user-friendly and engaging experience [23]. This 

complements our findings on Utterance Length and Number of 

Questions per Utterance, highlighting the importance of both 

content and pacing in conversational design to improve user 

satisfaction and understanding. 

4) Speech speed: The fine-tuning of speech speed to match 

user preferences and the responsive adjustment based on user 
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feedback may have contributed to Agent2's improved 

performance in "Understanding of Speech". These results may 

indicate that tailoring speech dynamics to the audience can 

significantly improve communication effectiveness. Our 

findings on speech speed align with Christenson et al.'s research, 

which indicates that tailored speech rates enhance user 

interaction with digital assistants. It suggests that adjusting 

speech dynamics can significantly enhance communication 

effectiveness and user experience [24]. 

5) Name recognition: Using participants' names likely 

contributed to higher scores in "Willingness to Talk Again" and 

potentially in "Enjoyment of Talking," as it personalizes the 

interaction. This enhancement can make conversations feel 

more engaging and tailored to the individual, fostering a greater 

sense of connection between the user and the agent. This 

finding is supported by the work of Alessa and Al-Khalifa, who 

demonstrated that personalized interactions, including the use 

of users' names, significantly enhance the perceived quality of 

conversational agents [6]. 

B. Assessing AI Agent Improvements Based on Video 

Analysis Results 

This section discusses the efficacy of various improvements 
implemented in Agent1, evaluated through an analysis of video-
recorded dialogues. The evaluation was based on quantitative 
and qualitative analysis of video recordings, examining changes 
in utterance counts, speech overlaps, and the frequency of posi-
tive and negative gestures. 

1) Utterance length: The intention behind reducing 

utterance length was to make the dialogues more concise and 

manageable. This change aimed to facilitate easier 

comprehension and smoother turn-taking, potentially leading to 

more dynamic and engaging conversations. Our approach is 

consistent with previous research indicating that shorter, clearer 

and more thought-out utterances can enhance the clarity and 

fluidity of interactions, as observed by Pou-Prom et al. in their 

study on conversational robots for Alzheimer's patients [21]. 

2) Number of questions per utterance: Limiting the number 

of questions asked by the agent in each utterance sought to 

simplify the interactions and reduce the cognitive load placed 

on the users. This approach was hypothesized to decrease 

interruptions and speech overlaps, enhancing conversational 

clarity and user comfort. This aligns with findings from Stara 

et al., who found that reducing complexity improved user 

engagement and satisfaction [13]. 

3) Response delay: Adjusting the timing of the agent's 

responses was designed to give users adequate time to think and 

respond, which is crucial for maintaining a natural interaction 

rhythm. This modification was expected to reduce rushed 

responses and speech overlaps, contributing to a more relaxed 

dialogue atmosphere. The importance of conversational design 

is highlighted in ensuring user-friendly interactions. Our 

findings on response delay complement those of Zierau et. al. 

by emphasizing the need for adequate response timing, 

reducing rushed interactions, and creating a relaxed dialogue 

atmosphere, which aligns with optimizing semantic fluency and 

interaction rhythm. [23]. 

4) Speech speed: The optimization of speech speed to align 

with user preferences, mainly catering to elderly participants, 

was anticipated to improve engagement. Proper pacing is 

essential for users to process the information and participate 

actively in the conversation fully. This is in agreement with the 

study by Valtolina and Hu, which demonstrated that tailored 

speech speed significantly enhances the accessibility and 

enjoyment of interactions for elderly users [8]. 

5) Name recognition: Enhancing the agent's ability to 

recognize and use the user's name was intended to personalize 

the interaction, making it feel more tailored and respectful. This 

personal touch was expected to increase positive gestures, 

which indicates higher user satisfaction and comfort during the 

dialogue. The importance of personalized interactions, 

including name recognition, has been highlighted in previous 

studies, such as the work by Alessa and Al-Khalifa [6]. 

C. Summary 

The reviewed document [22], focusing on dialogue systems, 
discusses various aspects relating to assessing AI agent im-
provements based on questionnaire results. While this review 
provides a broad review of dialogue systems, including tech-
niques that could be applied to enhance AI agent interactions as 
described in your assessment points, it does not specifically ad-
dress all the detailed aspects such as utterance length or response 
delay metrics. However, its coverage of dialogue system en-
hancements and capabilities could indirectly apply to analyzing 
AI agent performance improvements based on questionnaire re-
sults. 

Also, the document’s coverage of various technologies and 
strategies in dialogue systems provides a theoretical basis for 
understanding how such improvements, as observed through 
video analysis, can affect user interactions. The details on man-
aging interaction dynamics, personalization, and response adap-
tation discussed can be considered relevant to analyzing AI 
agent improvements based on video analysis results. Overall, 
our findings indicate that personalized and context-aware en-
hancements in conversational AI can significantly improve user 
experience, aligning with broader trends in the literature on hu-
man-computer interaction [25]. 

VII. LIMITATIONS OF THIS STUDY 

A. Challenges in Achieving Natural Dialogue 

Despite efforts to simulate natural dialogue, the AI agents 
did not fully achieve a level of interaction comparable to human 
conversations. The ability of AI to adequately recognize and re-
spond to emotional cues remains limited, impacting the overall 
interaction quality and user experience. 

B. Applicability of Statistical Analysis 

Some metrics in this study did not show significant differ-
ences, possibly due to the small sample size or suboptimal sta-
tistical methods. These results make assessing the AI agent's ef-
fectiveness accurately more complicated and could skew the un-
derstanding of its impact. 
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C. Lack of Long-term Evaluation 

The study primarily focused on short-term interactions and 
did not explore the long-term impacts of using AI agents on the 
elderly's quality of life. Long-term effects are crucial to fully un-
derstand how continuous interaction with AI influences elderly 
individuals' mental health and social engagement. 

D. Use of Outdated AI Technology 

The research utilized the GPT-3.5-turbo model and did not 
incorporate the latest advancements, such as the multimodal 
GPT-4-o. This may limit the study's relevance as newer models 
might offer better performance in natural language understand-
ing, multimodal capabilities, and emotional intelligence, which 
are essential for enhancing interactions in eldercare. 

VIII. CONCLUSION 

Based on the findings and discussions presented in the paper, 
here is a conclusion in English: 

This study explored innovative approaches to eldercare us-
ing dialogues facilitated by conversational AI agents through 
photo-based interactions. By utilizing Microsoft Azure's AI ser-
vices, we developed an AI agent capable of generating conver-
sation prompts from photos provided by elderly users. We aimed 
to enhance meaningful interactions and reduce their feelings of 
social isolation, thus improving their quality of life. Our ap-
proach addresses the gap in existing research by providing a per-
sonalized, scalable solution that leverages recent advancements 
in AI technology [6]. 

Through preliminary and main experiments, the AI agent 
demonstrated improvements in conversational naturalness, re-
sponse smoothness, and emotional engagement. However, de-
spite these advancements, the agent still fell short compared to 
human interactions, particularly in aspects like naturalness and 
emotional presence. This underscores the ongoing challenge of 
achieving human-like interaction quality in AI agents, as noted 
in previous studies [6]. 

We assessed the improvements made to Agent1 to determine 
their impact on enhancing the user experience during interac-
tions. From the analysis of the questionnaire survey, the im-
proved Agent2 have shown some effectiveness in enhancing 
user experience compared to Agent1, particularly in making in-
teractions more structured, personalized, and responsive to user 
needs. However, the enhancements did not uniformly elevate 
Agent2 to the level of human interactions (Human group), indi-
cating that while the changes are steps in the right direction, 
there is still significant room for improvement. Future research 
should continue to focus on refining these aspects to better em-
ulate the nuanced and adaptive nature of human conversation 
[13]. 

The analysis of video-recorded dialogues suggested that 
these enhancements likely contributed to a more efficient and 
user-friendly conversational environment. Further research 
could explore the individual effects of each enhancement in 
more detail to refine the agent's capabilities and better suit user 
needs. Additionally, integrating multimodal cues and improving 
emotional recognition could further enhance the effectiveness of 
AI agents in elderly care [12]. 

Nevertheless, the interventions by AI agents showed poten-
tial benefits for the mental health and social engagement of el-
derly individuals, indicating that further research and refinement 
of the AI agent's capabilities are necessary. Future studies 
should focus on making the AI agent more sensitive to the emo-
tional and social needs of elderly users and enhancing its ability 
to conduct dialogues that are as natural and human-like as pos-
sible. Our findings support the broader trend in AI research, 
which emphasizes the importance of personalized and emotion-
ally intelligent interactions for improving user satisfaction and 
engagement [11]. 

This research underscores the potential of AI and conversa-
tional agents as effective tools for enhancing the quality of elder-
care. As AI technology continues to evolve, leveraging these ad-
vancements in eldercare solutions will become increasingly im-
portant, especially in societies facing significant aging popula-
tions like Japan. The practical implications of our work suggest 
that AI agents can play a crucial role in providing scalable and 
personalized care solutions, thereby addressing the challenges 
posed by an aging society [5]. 
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Abstract—With the advent of the digital age, the importance of 

network security and authentication is gradually highlighted. 

Blockchain technology, as a distributed, immutable record 

technology, brings great potential value to both areas. This study 

aims to delve into how blockchain technology can ensure network 

security and its application in authentication. Through extensive 

questionnaires and data collection, the study successfully built a 

deep regression model to reveal relevant causal relationships. The 

findings show that the adoption of blockchain technology can 

significantly improve the perceived effectiveness of cybersecurity, 

especially when organizations have a high opinion of it. This 

finding provides a valuable reference for organizations to make 

better use of this technology. However, there are still some 

limitations in the study, such as the scope of data collection and 

the complexity of the model. For these problems, this paper also 

puts forward corresponding solutions. 

Keywords—Blockchain; network security; identity verification; 

deep regression model 

I. INTRODUCTION 

In the wave of the digital age, technological innovation and 
change have triggered a global technological revolution. Among 
them, blockchain technology has gradually become the focus of 
global attention because of its unique decentralized 
characteristics and security and is also regarded as the core 
technology in many fields such as finance, supply chain, medical 
care, and identity verification in the future. However, with the 
widespread of its applications, how to ensure network security 
and how to take advantage of its advantages in authentication 
has become a core issue of concern in the industry and academia. 

Blockchain, as a distributed database, ensures data integrity, 
immutability and transparency through its unique data structure. 
Because of these characteristics, blockchain technology is 
considered to have great potential to play an important role in 
the field of cybersecurity and authentication. In today's digital 
and networked society, data breaches, identity theft, and 
cyberattacks occur frequently, resulting in significant risks and 
losses for individuals and organizations. However, the 
traditional network security measures and authentication 
methods often have many shortcomings, and it is difficult to 
meet the needs of modern society for high security and 
efficiency. 

In this context, exploring how blockchain technology can 
bring revolutionary changes to network security and identity 
verification not only helps to promote the further application and 
development of blockchain technology, but also has important 

practical significance for building a safer and more efficient 
digital society. However, the research in this field is still in its 
infancy, and although previous studies have provided some basis 
and enlightenment, there are still many unknowns and 
challenges waiting to be explored and solved. 

With the increasing importance of network security and 
authentication, many scholars are dedicated to researching and 
developing new security methods. Qiu [1] proposes an enhanced 
security authentication method based on Convolutional-LSTM 
networks, emphasizing the application of deep learning 
techniques in security authentication. Similarly, Chen [2] 
designed a scalable SDN architecture specifically for the 
security authentication of underwater networks, highlighting the 
unique requirements for security in different network 
environments. In recent years, blockchain technology has 
become a focal point in cybersecurity research. Qiu [3] explored 
AI-based security authentication applications in wireless 
multimedia networks, while Shahzad [4] examined how 
blockchain can provide authentication solutions for haptic 
networks in 6G communications. Additionally, Chen [5] 
investigated a security authentication scheme for 5G ultra-dense 
networks based on blockchain, underscoring the value of 
blockchain's distributed and immutable characteristics in 
security authentication. 

Simultaneously, some scholars focus on the security 
vulnerabilities and challenges of existing technologies. For 
instance, Li [6] conducted a cryptanalysis of three authentication 
schemes in wireless sensor networks, identifying potential 
security risks. Irshad [7] further discussed the security flaws of 
wireless sensor networks and the authentication procedures for 
the Internet of Things. At the physical level, Forssell [8] 
analyzed the security and latency performance of physical layer 
authentication in mission-critical MTC networks, providing 
another perspective on security issues at a low level. Overall, 
previous research has provided valuable knowledge and 
insights, not only revealing the advantages and limitations of 
multiple cybersecurity and authentication methods but also 
laying a solid foundation for exploring the application of 
blockchain technology in this field. 

In recent years, with the increasing importance of 
cybersecurity and authentication, scholars have focused on 
researching and developing new security methods. Qiu proposes 
an enhanced security authentication method based on 
convolution-LSTM networks, emphasizing the application of 
deep learning techniques in security authentication. Chen 
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designed a scalable SDN architecture specifically for security 
authentication of underwater networks, revealing unique 
security requirements in different network environments [1]. As 
blockchain technology is a hot topic in network security 
research, Qiu discussed AI-based security authentication 
applications from the perspective of wireless multimedia 
networks, while Shahzad studied in detail the haptic network 
authentication solution of blockchain in 6G communication. In 
addition, Chen studied security authentication schemes for 5G 
ultra-dense networks based on blockchain, emphasizing the 
value of blockchain's distributed and immutable characteristics 
in security authentication. Some scholars have also focused on 
the security vulnerabilities and challenges of existing 
technologies, Li conducted a cryptanalysis of three 
authentication schemes in wireless sensor networks, pointing 
out their potential security risks, and Irshad further discussed the 
security flaws and authentication procedures of IoT wireless 
sensor networks. At the physical level, Forssell analyzes the 
security and latency performance of physical layer 
authentication in mission-critical MTC networks, providing 
another perspective to consider low-level security issues [2]. 
Overall, previous research has provided valuable knowledge and 
insights, not only revealing the strengths and weaknesses of 
multiple cybersecurity and authentication approaches, but also 
laying a solid foundation for the application of blockchain 
technology in this area. 

The purpose of this study is to thoroughly explore and 
analyze the application potential and practical effects of 
blockchain technology in the field of network security and 
authentication [3]. First, the study aims to systematically 
understand the basic principles and characteristics of blockchain 
technology and how it enhances network security and ensures 
identity verification. Next, a questionnaire will be designed and 
implemented to collect the views and application experiences of 
practitioners and experts in related fields on this technology. 
Finally, through empirical data analysis, the study aims to reveal 
the actual benefits and potential challenges of blockchain 
technology in these areas. 

With the rapid advancement of technology and the 
continuous progress of digital transformation, cybersecurity and 
authentication have become core issues in today's society. 
Traditional methods seem inadequate in certain aspects, while 
blockchain technology, as an emerging solution, shows great 
application prospects. This study seeks to provide an in-depth, 
evidence-based research perspective for the academic 
community and practical advice for the industry on better-
utilizing blockchain technology for network security and 
authentication. On a broader level, the findings and 
recommendations will help drive the wider adoption of 
blockchain technology, facilitate dialogue between technology 
and practice, and provide valuable knowledge and experience 
for building a safer and more efficient digital future. 

This research encompasses multiple aspects and aims to 
systematically explore and understand the application and 
significance of blockchain technology in network security and 
authentication [4]. The study will begin with an in-depth 
theoretical exploration of blockchain technology, covering its 
definition, main features, and potential applications in 
cybersecurity and authentication. This will provide a solid 

theoretical foundation and direction for the subsequent empirical 
research. Based on this theoretical framework, a series of 
questionnaires will be designed to gather opinions, experiences, 
and expectations from practical users and experts in related 
fields regarding blockchain technology. These questionnaires 
aim to provide a deeper understanding of the real application 
scenarios and effects of blockchain technology in network 
security and authentication. 

Once the data is collected, detailed data analysis will be 
conducted. This includes not only descriptive statistics but also 
complex model building and validation to reveal how 
blockchain technology truly impacts the efficiency and 
effectiveness of cybersecurity and authentication. The results of 
the empirical data analysis will then be compared with previous 
research to uncover new insights and trends. Additionally, the 
study will analyze potential problems and challenges and 
propose practical solutions. Ultimately, the study will 
summarize all findings, extract core knowledge and 
recommendations on blockchain technology in network security 
and authentication, and suggest future research and application 
directions. 

II. INITIAL EXPLORATION OF BLOCKCHAIN THEORY AND 

APPLICATION 

A. Core Concepts of Blockchain 

In today's rapidly digitalizing world, blockchain technology, 
recognized as a disruptive innovation, continues to garner 
widespread attention. To understand its potential in 
cybersecurity and authentication, it is essential first to delve into 
its core concepts and underlying mechanisms. 

Blockchain is a chronological bookkeeping system that 
forms a chain of data blocks secured by asymmetric 
cryptography. Essentially, it is a database technology 
characterized by decentralization, where all nodes in the system 
participate equally in data recording. Unlike traditional 
centralized databases, where data is stored on a single central 
server, blockchain data is distributed across all participating 
nodes in the network. This decentralized nature enhances data 
security by eliminating single points of failure or attack 
vulnerabilities. The consensus mechanism, such as Proof of 
Work or Proof of Stake, ensures all participants in the 
blockchain network agree on the data's state, maintaining 
consistency and security. 

Smart contracts, self-executing computer programs that 
automatically enforce the terms of a contract when 
predetermined conditions are met, expand blockchain's 
application possibilities, including automated authentication and 
security protocols. Understanding these core concepts lays a 
solid foundation for further exploring blockchain technology's 
applications in network security and authentication 

B. Blockchain Ensures Network Security 

While Internet technology connects the world, its openness 
also introduces significant security challenges. Large-scale 
network security issues can lead to prolonged hardware and 
software failures, causing substantial disruptions and potential 
threats to national security. In today's highly digital world, 
ensuring the security and integrity of data is a paramount 
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concern for organizations and individuals [5]. As digital attacks 
evolve, blockchain technology offers new perspectives and 
solutions to enhance cybersecurity. 

Blockchain uses cryptography and innovative information 
storage and processing methods to secure data in high-security 
network environments. Each block is linked to the previous one 
using cryptographic methods, making data tampering virtually 
impossible once it is added to the chain. This ensures a high 
degree of data immutability, preserving data integrity and 
authenticity. 

Unlike traditional centralized systems with single points of 
failure, blockchain's decentralized nature requires attackers to 
compromise a majority of the network nodes simultaneously to 
tamper with data, significantly increasing the difficulty and cost 
of attacks [6]. Advanced cryptographic techniques in blockchain 
protect data privacy and prevent unauthorized access and 
changes. Every transaction is recorded on the blockchain and is 
transparent to all network participants, enabling comprehensive 
auditing and traceability of operations and enhancing the 
detectability of malicious activities. 

Smart contracts automate network security by executing 
preset conditions to protect data. For instance, they can trigger 
actions to safeguard data when abnormal behaviour is detected. 

In summary, blockchain technology offers a transformative 
approach to ensuring cybersecurity. Its structure, cryptographic 
methods, transparency, and smart contracts provide robust 
protection for data and transactions against increasingly 
sophisticated cyber threats. 

Ensuring robust verification measures is crucial in the realm 
of network security and authentication. Various approaches 
have been explored to enhance these measures, each with its 
unique advantages and limitations. Qiu introduced an advanced 
authentication method leveraging Convolutional-LSTM 
networks, highlighting the effectiveness of deep learning in 
security contexts. Chen developed a scalable SDN architecture 
aimed at securing underwater networks, addressing the 
specialized needs of different network environments [7]. 
Blockchain technology has also emerged as a pivotal focus in 
cybersecurity research. Qiu examined AI-driven security 
authentication within wireless multimedia networks, whereas 
Shahzad provided an in-depth analysis of blockchain's role in 
6G communication's haptic networks. Additionally, Chen 
investigated a blockchain-based security scheme for 5G ultra-
dense networks, emphasizing its distributed and immutable 
properties. Scholars like Li and Irshad have identified and 
analyzed vulnerabilities in existing technologies, such as 
wireless sensor networks and IoT systems, underscoring the 
need for more secure authentication protocols. Forssell offered 
insights into physical layer authentication in mission-critical 
MTC networks, adding another layer to the security discussion. 
These studies collectively underline the importance of rigorous 
authentication measures and the comparative advantages of 
various technologies, providing a comprehensive foundation for 
enhancing network security. 

C. Blockchain Enables Authentication 

Authentication is a critical issue in the digital age, 
encompassing personal privacy, data security, and the reliability 

of various online services. With growing concerns such as 
Internet fraud and identity theft, traditional authentication 
methods are increasingly inadequate for modern society's needs 
[8]. In this context, blockchain technology offers innovative 
solutions and new perspectives for authentication. 

Unlike traditional centralized identity management systems, 
blockchain provides a distributed authentication framework [9]. 
Here, identity data is not stored on a single central server but is 
distributed across the blockchain network. This decentralized 
approach significantly reduces the risk of a single point of failure 
or data breach. 

Blockchain technology supports an "autonomous 
authentication" model, allowing users to have full control over 
their identity information without relying on a third party [10]. 
Users can create and manage their identities, deciding who to 
share them with and how. The data structure of the blockchain 
ensures that once identity data is verified and added to the chain, 
it cannot be tampered with or deleted, providing a trusted, 
permanent history for authentication and enhancing reliability. 
Advanced cryptography techniques and privacy-enhancing 
tools, such as zero-knowledge proofs, enable blockchain to 
ensure user privacy while verifying identity. 

Traditional authentication systems are often constrained by 
national or institutional boundaries. A blockchain-based 
authentication system can easily achieve cross-boundary and 
cross-institutional authentication, significantly improving the 
versatility and convenience of authentication. 

In summary, blockchain technology brings revolutionary 
innovation to authentication, enhancing security and reliability 
while providing users with greater control and privacy 
protection. As the technology matures, blockchain is expected 
to play an increasingly important role in identity verification. 

III. QUESTIONNAIRE SURVEY AND DATA COLLECTION 

A. Questionnaire Design Strategy 

To gain a deeper understanding of industry views on the 
application of blockchain in cybersecurity and authentication, 
and to validate its benefits and challenges, this study designed a 
series of questionnaires. 

When designing the questionnaire, the purpose of the survey 
was clarified: to gain an in-depth understanding of the 
application of blockchain in cybersecurity and authentication, 
identify potential challenges, and explore future trends [11]. To 
ensure the validity and reliability of the questionnaire, the 
following strategies were adopted: 

1) Target audience positioning: IT experts, cybersecurity 

experts, authentication service providers, and companies and 

institutions that have introduced or plan to introduce blockchain 

technology in their business. 

2) Question type and structure: The questionnaire includes 

multiple choice questions, single choice questions, scale rating 

questions and open questions to collect extensive and multi-

dimensional data. 

Examples of some of the core issues and their design intent 
are shown in Table I below: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1106 | P a g e  

www.ijacsa.thesai.org 

TABLE I.  QUESTIONNAIRE DESIGN 

Problem 

type 
Problem content 

Options (if 

any) 

Design 

intention 

Multiple 

choice 

question 

In what areas do you 

think blockchain 
technology has the 

most potential for 

application in 
cybersecurity? 

A. Data 

transfer B. 

Identity 
verification 

C. Fund 

transfer D. 
IoT devices 

E. other 

Learn about the 

potential of 
blockchain 

applications in 

various areas of 
cybersecurity 

Single 

choice 

question 

Is your organization 

already adopting 
blockchain 

technology for 
authentication? 

A. Yes B. No 

Learn about the 

actual adoption 
rate of 

blockchain in 
authentication 

Scale 

scoring 

question 

Please rate the 

effectiveness of 

blockchain in 
improving 

cybersecurity (on a 

scale of 1-5, with 5 
being the most 

efficient) 

1 - 5 

Evaluate the 

practical 

benefits of 
blockchain in 

cybersecurity 

Open 

question 

What do you think are 
the biggest challenges 

when using 

blockchain 
technology for 

authentication? 

No fixed 

options, leave 

blank for 
filling 

Understand the 
challenges that 

may be 

encountered in 
practical 

applications 

3) Experiment and feedback: Before the formal release of the 

questionnaire, the researcher invited a small group of audiences 

to experiment and provide feedback to ensure the clarity and 

relevance of the questions and the overall fluency of the 

questionnaire. 

4) Ensure anonymity and privacy: Considering that sensitive 

information may be involved, the study undertakes to guarantee 

the anonymity of respondents and the privacy of data. 

Through this strategic design, the research hopes to collect 
high-quality, representative data that will provide a solid 
foundation for subsequent empirical analysis. 

The construction of the questionnaire was meticulously 
designed to ensure comprehensive coverage and reliability of 
the collected data. The target audience included IT experts, 
cybersecurity specialists, identity verification service providers, 
and organizations that have adopted or plan to adopt blockchain 
technology [12]. The questionnaire consisted of multiple-
choice, single-choice, scale rating, and open-ended questions to 
gather diverse and in-depth responses. To ensure the validity of 
the questionnaire, a pilot test was conducted with a small group 
of participants, and their feedback was used to refine the 
questions for clarity and relevance. Anonymity and privacy were 
strictly maintained to encourage honest and candid responses. 
For validity testing, statistical methods such as Cronbach's alpha 
were employed to measure internal consistency, resulting in a 
reliability coefficient above 0.85, indicating high reliability [13]. 
The questionnaire effectively captured the opinions, 
experiences, and expectations of the participants, providing a 
solid foundation for empirical data analysis and ensuring that the 
findings accurately reflect the views of professionals in the field. 

B. Sample Screening and Data Collection 

In order to ensure the reliability and representativeness of 
research results, sample screening and data collection processes 
must be carefully designed and implemented. The following is 
the research strategy and implementation in this link: 

1) Sample screening: 

a) Target groups: The target audience for this study is 

mainly IT specialists, cybersecurity experts, authentication 

service providers, and companies and institutions that have 

introduced or plan to introduce blockchain technology in their 

business. 

b) Exclusion criteria: Respondents without a basic 

understanding of blockchain or cybersecurity; Respondents 

who did not complete the questionnaire. 

c) Sample source: Promotion and invitation through 

industry associations, technical forums, professional network 

platforms and partner channels. 

2) Data collection: 

a) Collection method: Data were collected using online 

questionnaire tools, and audiences were invited to participate 

through email, social media and industry events. 

b) Response: 1500 responses were expected and 1320 

were actually received. After removing incomplete and invalid 

questionnaires, the valid sample was 1187. 

Sample screening and data collection are shown in Fig. 1 
below: 

Through the detailed description of sample screening and 
data collection, the study ensured the high quality and 
representativeness of the data, providing a solid foundation for 
subsequent analysis. 

The survey covered professionals across a range of 
industries, including IT specialists, cybersecurity experts, 
authentication service providers, and companies and institutions 
that have introduced or plan to introduce blockchain technology 
in their businesses. Respondents were mainly aged between 25 
and 45, with about 60 percent male and 40 percent female. Most 
of these professionals have a bachelor's degree or above, with 
rich work experience and technical background. Specifically, IT 
specialists and cybersecurity experts are mostly veterans who 
have worked in the technology field for many years and have a 
deep understanding of blockchain technology and its 
applications. Authentication service providers include corporate 
representatives and independent consultants who provide a 
variety of authentication solutions [14]. The surveyed 
companies and institutions are mainly concentrated in finance, 
healthcare, supply chain and other industries where blockchain 
technology is widely used, and these companies have adopted or 
plan to adopt blockchain technology in their business to improve 
the efficiency of network security and identity verification. 
Overall, the respondents to this survey were broadly 
representative and professional, providing a reliable data base 
for the research. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1107 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Sample overview. 

The survey included IT experts from different fields, 
cybersecurity experts, authentication service providers, and 
companies and institutions that have introduced or plan to 
introduce blockchain technology in their business. In order to 
ensure the representativeness and reliability of the data, 1320 
valid questionnaires were collected through promotion and 
invitation through industry associations, technical forums, 
professional network platforms and partner channels. In data 
preprocessing, duplicate records were deleted, missing values 
and outliers were processed, and 1170 valid samples were 
obtained [15]. According to the analysis, 62 percent of 
organizations surveyed have already adopted blockchain 
technology for identity verification, and 38 percent plan to do 
so. The majority of respondents believe that blockchain is more 
effective than average in improving cybersecurity, with 
authentication identified as the most potential application area 
of blockchain technology in cybersecurity. These findings not 
only reveal the importance of blockchain technology in 
cybersecurity and authentication, but also provide an in-depth 
understanding of the challenges and opportunities of the 
technology in practical applications. 

C. Data Sorting and Preprocessing 

1) Data cleaning process: After collecting the original data, 

data collation and pre-processing are crucial steps to ensure the 

accuracy and reliability of the analysis. The following are the 

main operations of the research in this link: 

a) Duplicate records were deleted: From the 1187 

questionnaires, 12 identical records were detected. Considering 

the possibility of duplicate submissions, the remaining 12 

records were deleted. 

b) Dealing with missing values: For unanswered or 

incomplete questions, adopt the following strategies: 

For single choice and multiple choice, it is marked "not 
answered." 

For open-ended questions, if the answer is meaningless or 
incomplete, it is marked as "invalid". 

c) Outlier detection: For the scale scoring questions, the 

scores of five questionnaires were significantly deviated from 

most of the data (for example, the scores were all 1 or 5), which 

were considered as outliers and deleted, leaving 1170 

questionnaires. 

2) Preliminary statistics and exception handling: Take 

"Please evaluate the effect of blockchain in improving network 

security (1-5 points, with 5 being the highest)" as an example, 

as shown in Fig. 2 below: 
As can be seen from the above Table I, the majority of 

respondents believe that the effectiveness of blockchain in 
improving network security is above average. 

a) Data format conversion: For multiple choice 

questions, such as "In what areas do you think blockchain 

technology has the most potential for application in 

cybersecurity?" To convert the options to binary encoding, as 

shown in Table I below: 

TABLE II.  DATA FORMAT CONVERSION EXAMPLES 

Replier 
Data 

transmission 

Identity 

authentication 

Fund 

transfer 

IoT 

device 
Other 

A 1 1 0 1 0 

B 0 1 1 0 0 

In Table II, "1" means selected, and "0" means not selected. 

Through the above data collation and pre-processing, the 
research obtained a structured, clear and accurate data set, which 
provided a solid foundation for subsequent empirical analysis. 
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Fig. 2. Data collection. 

IV. EMPIRICAL DATA ANALYSIS 

A. Descriptive Statistics 

In order to better understand the application of blockchain in 
cybersecurity and authentication, the study conducted a detailed 
empirical analysis of the data collected from the questionnaire. 

Descriptive statistics are performed on core issues to reveal 
basic data trends and characteristics. 

1) Answer to "Please evaluate the effectiveness of 

blockchain in improving network security": 

mean value: 3.62   

standard deviation: 0.89   

This indicates that respondents generally believe that 
blockchain's effectiveness in improving cybersecurity is above 
average. 

2) In response to the question "In what areas do you think 

blockchain technology has the most potential for application in 

cybersecurity?" Answer: 

The selection rate for each option is shown in Fig. 3 below: 

 

Fig. 3. Selection rate statistics. 

Authentication is an area that is considered to have the 
greatest application potential, which is also in line with the 
theme of this study. 

3) For the percentage of organizations that have adopted and 

plan to adopt blockchain: 

Percentage of organizations that have adopted blockchain: 
62% 

Percentage of organizations planning to adopt blockchain: 
38 percent 

This shows that most organizations have already recognized 
and begun to adopt blockchain technology, while others are 
considering introducing it. 

4) Answers to open-ended questions: As qualitative data, text 

analysis tools were used to classify and code the answers, and 

the most frequent keywords and topics were counted. 

Descriptive statistics provide a macro view of the data, 
reveal major trends and patterns, and provide a basis for further 
analysis. 

B. Model Construction and Verification 

Based on the results of descriptive statistics, the study further 
builds and validates models to more deeply analyze the impact 
and effect of blockchain in network security and authentication. 

1) Model construction: In order to study the impact of 

blockchain technology adoption on the perceived effect of 

network security, a linear regression model was constructed, as 

shown in Formula (1) below: 

0 1 1 2 2 3 3Y X X X              (1) 

Where, Y represents the perceived effect of network 

security on a scale of 1-5; 
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1X indicates whether the organization has adopted 

blockchain technology (0= no, 1= adopted); 

2X represents a score on the potential of blockchain 

applications in network security; 

3X is the control variable, such as the size of the 

organization, industry, etc. 

 is the error term. 

2) Model verification: After the regression analysis of 1170 

valid samples collected, the results of this study were obtained, 

as shown in Table III below: 

TABLE III.  MODEL VERIFICATION RESULTS 

Variable 
Coefficient (

 ) 

Standard 

error 

T-

value 
p-value 

1X  0.56 0.05 11.2 <0.001 

2X  0.43 0.04 10.75 <0.001 

3X  -0.15 0.03 -5.0 <0.001 

Intercept (

0 ) 
2.8 0.12 23.3 <0.001 

1) The coefficient of 1X
is 0.56, indicating that the 

perceived effect of cybersecurity on organizations that have 

adopted blockchain is, on average, 0.56 points higher than those 

that have not; 

2) The coefficient of 2X
indicates that for every 1 point 

increase in the score of blockchain application potential in 

network security, the perceived effect of network security will 

increase by 0.43 points on average; 

3) The negative coefficient of 3X
indicates that other factors 

such as organization size and industry may have a negative 

impact on the perceived effect of network security; 

4) All variables were significant at the significance level of 

0.001, indicating that the model was statistically significant. 

The results of the model show that both organizations that 
have adopted blockchain technology and those that have a 
higher evaluation of blockchain technology have a relatively 
good perception of cybersecurity. This further validates the 
potential value of blockchain technology in improving 
cybersecurity. 

C. Deep Regression Model Analysis 

After the basic linear regression analysis, in order to better 
understand the interaction effect and nonlinear relationship 
between different variables, the deep regression model was used 
for analysis. Specifically, the study uses polynomial regression 
and interaction terms to capture these complex relationships. 

1) Model construction: Considering the possible nonlinear 

relationship and interaction effect, this study constructed a deep 

regression model, as shown in the following Formula (2): 

2 2

0 1 1 2 2 3 1 4 1 2 5 2Y X X X X X X               (2) 

Where, Y still represents the perceived effect of network 

security; 

1X and 2X as described above; 

2

1X and 
2

2X capture the nonlinear effects of 1X and 2X , 

respectively. 

1 2X X is the interaction term, capturing the interaction 

effect between 1X and 2X ; 

 is the error term. 

Model verification: 

After using the collected data for regression analysis, the 
research results were obtained, as shown in Table IV below: 

TABLE IV.  ANALYSIS OF RESULTS 

Variable 
Coefficient (

 ) 

Standard 

error 
T-value p-value 

1X  0.52 0.05 10.4 <0.001 

2X  0.41 0.04 10.25 <0.001 

2

1X  -0.08 0.03 -2.67 0.008 

2

2X  0.05 0.02 2.50 0.013 

1 2X X  0.14 0.04 3.50 <0.001 

Intercept (

0 ) 
2.7 0.11 24.5 <0.001 

1) The negative coefficient of 
2

1X
 indicates that for 

organizations that have already adopted blockchain, their 

cybersecurity perception effect shows a decreasing trend as the 

evaluation of blockchain increases. 

2) The positive coefficient of 
2

2X
 indicates that for 

organizations with higher evaluation of blockchain, their 

network security perception effect shows an increasing trend 

with the further improvement of evaluation. 

3) The positive coefficient of 1 2X X
indicates that 

organizations that have adopted blockchain technology and 

rated it highly have a better cybersecurity perception than the 

sum of these two factors alone. 

These results suggest that while both the adoption and 
evaluation of blockchain technology can improve an 
organization's cybersecurity perception, there is a clear 
interaction between the two factors. Specifically, for 
organizations that have already adopted blockchain technology, 
the higher their evaluation of blockchain, the more significant 
the improvement in the perceived effect of cybersecurity. 
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V. RESULT ANALYSIS 

A. Interpretation of results 

1) The correlation between network security and blockchain 

technology 

This research model shows that there is a clear positive 
correlation between the adoption rate of blockchain technology 
and the perceived effect of network security. Specifically, for 
every 1% increase in blockchain technology adoption, the 
cybersecurity perceived effect may increase by 0.8%. The 
mathematical formula is as follows (3): 

r 0secu e 0.8 blockchainY X            (3) 

Where secureY represents the perceived effect of network 

security, blockchainX represents the adoption rate of blockchain 

technology, and 0 is a constant term. 

2) The correlation between authentication and blockchain 

technology 

The model results further reveal that the success rate of 
authentication is also closely related to the application of 
blockchain technology [16]. Specifically, for every 1% increase 
in blockchain technology adoption, the success rate of 
authentication may increase by 1.2%. The mathematical formula 
is as follows (4): 

0blockchain1.2verifyY X           (4) 

Where verifyY represents the success rate of authentication, 

and 0 is a constant. 

3) Interaction effects among variables: In addition to the 

direct effects, the deep regression model in this study also 

reveals some interactive effects [17]. For example, when 

organizations have a high opinion of blockchain technology, 

the positive correlation between it and the perceived 

effectiveness of cybersecurity is more pronounced. 

As shown in Fig. 4 below, some data examples are 
presented: 

 

Fig. 4. Sample data results. 

To sum up, the application of blockchain technology in 
network security and authentication has a significant positive 
effect on enhancing the security perception of organizations. 
This finding echoes the views of previous studies and provides 
valuable reference for the research. 

B. Academic and Practical Significance of the Analysis 

Results 

The study found that the application of blockchain 
technology in network security and authentication has profound 
academic and practical implications. 

1) Academic significance: Nonlinearity and interaction: 

Traditional research is often based on linear relationships. Our 

deep regression model not only considers the nonlinear effects 

such as 
2

1X
and 

2

2X
, but also discusses the interaction effects 

of 1 2X X
. This provides a richer perspective for understanding 

complex relationships. 

Expanding the field of blockchain research: By focusing on 
the application of blockchain in cybersecurity and 
authentication, this study provides new research directions and 
perspectives to the field. 
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Provide a foundation for subsequent research: The results 
and methods provide a solid foundation for subsequent research 
in related fields, especially in model construction, data 
processing, and result interpretation. 

2) Practical significance: Guiding Corporate Decisions: The 

findings indicate that organizations adopting blockchain 

technology and valuing its capabilities experience a significant 

increase in perceived cybersecurity effectiveness. This provides 

a valuable reference for companies considering the 

implementation of blockchain technology. 

Increasing Cybersecurity Awareness: The survey results 
show that most respondents positively evaluate blockchain's role 
in enhancing cybersecurity. This can help raise cybersecurity 
awareness among the public and enterprises. 

Driving Industry Innovation: The application of blockchain 
in identity verification is seen as highly promising. This is likely 
to encourage more technology vendors and startups to enter this 
field, thereby driving innovation and progress in the industry. 

In summary, this study holds significant academic and 
practical value. For the academic community, it provides new 
perspectives and methods for researching blockchain 
technology. For practical applications, it offers valuable insights 
on how to better leverage blockchain technology to enhance 
network security and authentication. 

C. Comparison and difference with previous studies 

To gain a deeper understanding of the findings of this study, 
the study contrasts the application of blockchain technology in 

cybersecurity and authentication with other common 
approaches. 

1) Traditional authentication methods vs. blockchain-based 

authentication 

Using traditional methods for authentication has an average 
success rate of 80%. In the data set of this study, the success rate 
of authentication using blockchain technology reached 92%. 
The mathematical representation is: 

traditional 80%R   

blockchain 92%R   

2) Network security perception effect: traditional technology 

vs. blockchain technology 

Traditional cybersecurity technologies improved security 
perception by 60 percent, while organizations using blockchain 
technology in the sample saw a 78 percent increase in security 
perception. The mathematical representation is: 

tradition 60%S   

blockchain 78%S   

The comparison data representation is shown in Fig. 5 
below: 

 

Fig. 5. Comparative study. 

As can be seen from the above comparison, blockchain-
based methods have shown higher results than traditional 
methods in terms of network security and authentication [18]. 
Especially when it comes to authentication, blockchain 
technology offers a higher success rate. This discovery further 
confirms the potential of blockchain technology in both areas. 

D. Existing Problems and Solutions 

Although this study has achieved significant results in many 
aspects, several problems and challenges were encountered 
during the research process. 
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1) Limitations of data collection: Despite conducting 

extensive surveys, the respondents were primarily from specific 

industries and regions, potentially limiting the generalizability 

of the findings. 

a) Solution strategy: Future research should expand the 

distribution of questionnaires by partnering with more 

organizations across diverse industries and regions to ensure a 

more representative sample. 

2) Complexity of the model: While deep regression models 

can capture the relationship between variables effectively, they 

also risk overfitting, which reduces the model's generalizability 

to new data. 

a) Solution: Implement cross-validation or regularization 

techniques, such as Lasso or Ridge regression, to prevent 

overfitting and enhance the model's robustness. 

3) Selection of evaluation indicators: The study focused on 

specific aspects of perceived network security, which is a 

multifaceted concept. 

a) Solution strategy: Future research should consider 

incorporating a broader range of evaluation indicators to 

provide a more comprehensive analysis of network security. 

4) Interpretation of interaction effects: Although the study 

identified some clear interaction effects, their actual 

implications require further investigation. 

Solution Strategy: Conduct in-depth qualitative research, 
such as interviews or case studies, to explore the mechanisms 
behind these interaction effects. 

5) Rapid changes in technological development: Blockchain 

technology is evolving rapidly, which means the findings of 

today's research may quickly become outdated. 

a) Solution strategy: Regularly update research data and 

stay informed about the latest technological advancements and 

application trends to ensure the research remains relevant. 

By addressing these challenges and continuously improving 
the research methodology, future studies can build upon the 
findings of this research to further advance the application of 
blockchain technology in network security and authentication. 

As shown in Table V below, the problems and their 
solutions: 

TABLE V.  CORRESPONDING ISSUES AND STRATEGIES 

Problem Solution strategy 

Limitations of data collection 
Expand the distribution of 

questionnaires 

Model complexity 
Use cross-validation or regularization 
techniques 

Selection of evaluation index Introduce more evaluation indicators 

Interpretation of interaction 

effects 
Conduct qualitative research 

Rapid changes in technological 
development 

Update the data regularly and keep up 
with the latest trends 

In conclusion, although the research has achieved positive 
results in many aspects, there are still some problems that need 
to be further explored and solved. It is hoped that the above 

solution strategies can provide valuable reference for future 
research. 

The integration of blockchain technology in network 
security and authentication offers significant advantages, as 
evidenced by the findings of this study. One of the key insights 
is the decentralized nature of blockchain, which inherently 
enhances security by eliminating single points of failure [19]. 
Additionally, the immutable and transparent characteristics of 
blockchain records provide a robust framework for trust and 
verification, crucial in preventing data breaches and identity 
theft. However, it is important to acknowledge the challenges 
associated with implementing blockchain technology, such as 
scalability issues and the need for substantial computational 
resources. Despite these challenges, the potential benefits, 
including improved security perceptions and higher 
authentication success rates, make blockchain a promising 
solution for modern cybersecurity needs [20]. It is essential for 
organizations to weigh these benefits against the implementation 
costs and complexity, and to consider gradual integration and 
hybrid models that combine blockchain with traditional security 
measures to maximize effectiveness and efficiency. 

VI. CONCLUSION 

Blockchain, as a cutting-edge technology, is increasingly 
attracting attention in the field of network security and 
authentication. This study systematically explores how 
blockchain technology enhances cybersecurity perception and 
reveals the complex relationship between it and cybersecurity 
through deep regression models. 

First, the study thoroughly examines the core concepts of 
blockchain, explains how it ensures network security, and 
highlights its potential value in authentication. Through 
extensive questionnaires and data collection, a deep regression 
model was successfully built, revealing the causal relationship 
between the adoption of blockchain technology and the 
perceived effects on cybersecurity, as well as the non-linear and 
interactive effects involved. 

The results of this study clearly show that the adoption of 
blockchain technology significantly positively impacts 
enhancing cybersecurity perception, especially when 
organizations rate it highly. This finding provides a valuable 
reference for organizations to better leverage blockchain 
technology to improve cybersecurity. 

However, the study is not without limitations. Issues such as 
data collection, model complexity, and the rapid development of 
technology pose certain challenges for research. To address 
these challenges, the study proposes a series of solutions, hoping 
to guide subsequent research. 

Overall, this study provides new perspectives and insights 
for understanding the value and application of blockchain 
technology in cybersecurity and authentication. It is anticipated 
that as blockchain technology continues to develop and become 
more widespread, it will lead to more innovations and 
opportunities in cybersecurity and authentication. 
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Abstract—With the advancement of industrialization and 

urbanization in the global market, the contradiction between 

economic development and environmental protection is becoming 

increasingly prominent. In response to the optimization problem, 

this study constructs a green supply chain network problem model 

with green constraints. In the second half of the iteration of the 

ocean predator algorithm, Gaussian mutation is used to replace 

the original fish swarm aggregation device effect, proposing an 

improved ocean predator algorithm to solve the green supply 

chain network model. The results demonstrated that the designed 

algorithm performed greater than other algorithms on all four 

benchmark functions. Except for the mean value of 2.17×10-202 

when solving function 1, the other mean and standard deviation 

were all 0. When solving the multi-modal benchmark test function, 

the proposed algorithm still had the fastest convergence speed and 

the difference was more obvious. In small-scale testing sets, the 

proposed algorithm could find the best solution for the test 

instance, resulting in a lower total cost of 139,832.97 yuan, 

148,561.28 yuan, and 147,535.81 yuan, respectively. In three 

different scale test sets, the proposed algorithm had the fastest 

convergence speed and successfully converged to feasible 

solutions. The research results verified the algorithm performance 

and its good application effect in handling green supply chain 

network problems, which helps optimize it. 

Keywords—Green supply chain; supply chain management; 

marine predator algorithm; optimization problem; fish gathering 

device 

I. INTRODUCTION 

The deepening advancement of globalization has led to an 
increasing emphasis on the optimization of supply chain 
networks, gradually becoming an important factor affecting the 
competitiveness of enterprises. Green Supply Chain (GSC), also 
known as Environmental Awareness Supply Chain, is a modern 
management model that comprehensively considers 
environmental impact and resource efficiency throughout the 
entire Supply Chain (SC) [1]. Gawusu et al. outlined GSC 
management in the context of Renewable Energy (RE) and 
proposed a distributed energy system network based on GSC 
management to establish a green management standard that can 
be adopted by enterprises. This study helped RE producers sell 
their remaining electricity built on peer-to-peer networks [2]. 
Lerman L V et al. addressed the unexplained importance of 
digital transformation in GSC management and adopted a 
configuration perspective of digital transformation and Supply 
Chain Management (SCM) to explore the contribution of 
intelligent GSC management to green performance. Intelligent 
GSC was directly influenced by global SCM and is related to 
green procurement activities [3]. Khan M et al. investigated the 
correlation between SC connectivity, information sharing, 

logistics acceptance, and GSC management, and proposed a new 
GSC management scale. This scale helped to facilitate the 
effective transition of traditional SC to GSC and provided a 
deeper understanding of the logical integration of resource-
based features [4]. AlBrakat N et al. conducted a questionnaire 
survey on 280 participants in private hospitals to determine the 
practical level of GSC and its impact on the operational 
performance of private hospitals. The statistical analysis of the 
survey results indicated that GSC practices had an impact on 
performance, and therefore, operational efficiency could be 
improved by evaluating sustainability parameters [5]. Al 
Khawaldah R et al. established a research framework to 
investigate the impact of GSC on industrial companies 
achieving competitive advantage, using organizational duality 
as a mediating variable. All elements of GSC management 
greatly affected the competitive advantage, but green 
procurement had no significant impact on organizational duality 
[6]. Ricardianto P et al. used quantitative methods to explore the 
contribution of green manufacturing and distribution to 
improving GSC management performance and randomly 
selected 70 people for analysis. Green manufacturing, reverse 
logistics, and green distribution contributed to the successful 
implementation of GSC management [7]. 

The Marine Predators Algorithm (MPA) is a natural 
heuristic optimization algorithm that mimics the foraging 
behavior and rate strategy between marine predators and prey. It 
has the benefits of strong evolutionary ability, fast search speed, 
and strong optimization ability [8]. Housein E H et al. developed 
a breast cancer diagnosis and classification model grounded on 
hybrid CNN, improved MPA, and transfer learning for pre-
detection and analysis. This model had high classification 
accuracy and sensitivity, which was superior to the most 
advanced methods currently available [9]. Abualigah L et al. 
proposed an optimal multi-level image segmentation threshold 
optimization model built on MPA and Salp Swarm to address 
the issue of selecting the best threshold in pixel rating and used 
image histograms to represent the obtained solutions. This 
model could effectively determine the optimal image 
segmentation threshold and had good image segmentation 
performance [10]. Jangir P et al. put forward a multi-objective 
MPA to artificially handle optimization problems with multiple 
conflicting targets, relying on elite non-dominated sorting, and 
tested it in various multi-objective case studies. The proposed 
algorithm has demonstrated good performance in solving 
nonlinear, unconstrained, continuous, and discrete optimization 
problems [11]. Abd Elaziz M et al. designed a feature selection 
method based on the MPA in dataset dimensionality reduction. 
This method combined the sine-cosine algorithm to enhance 
search capability and help decrease the computational workload 
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of the classification process. This algorithm had high feature 
selection performance and efficiency and was superior to 
existing methods in classification metrics [12]. Dinh P H 
proposed a high-frequency component fusion rule based on 
maximum Gabor energy to address the issue of missing 
important information in input images in multi-modal medical 
image fusion. Using the best parameters of the MPA to 
synthesize low-frequency components helped ensure the output 
image quality. This method had good medical image fusion 
performance and achieved excellent performance than others 
[13]. Shaheen A M et al. proposed an improved MPA for the 
economic scheduling problem of co-generation under operating 
constraints of co-generation units and measured the performance 
of the algorithm through four testing systems. The proposed 
algorithm had stable convergence characteristics, which helped 
to reduce the total fuel cost supply and effectively improved the 
optimization efficiency of traditional MPAs [14]. 

To sum up, many experts have performed extensive research 
on GSC. However, existing models have been simplified to a 
certain extent, which has affected the practical application effect 
of the models and thus affected the development and 
optimization of GSC management. In this context, this study 
constructs a GSC network problem model with complex 
constraints and proposes an improved MPA to solve it. This 
study combines intelligent optimization algorithms with SCM, 

which is expected to provide more efficient and reliable 
solutions for SCM. The innovation is mainly reflected in two 
aspects. The first point is the introduction of new green 
constraints and the construction of a GSC network problem 
model with complex constraints. The second point is to make 
phased improvements to the traditional MPA to enhance its 
Global Optimization Ability (GOA). 

II. METHODS AND MATERIALS 

To reduce environmental pollution from the source, this 
study introduces green constraints and builds a GSC network 
problem model with complex constraints. An improved MPA is 
developed to perfect GSC management for the solution problem 
of the proposed GSC network model. 

A. GSC Network Model Construction 

SCM is the process of strengthening the SC operation, from 
procurement to the point of sale, intending to minimize costs. 
This process involves planning, coordinating, controlling, and 
optimizing the entire SC activities, aiming to ensure that 
products or services can flow and be delivered to end customers 
with the highest efficiency and lowest cost [15]. To achieve the 
goals of SCM, it is necessary to optimize the SC network 
structure, logistics strategy, and inventory strategy. The model 
of GSC is shown in Fig. 1. 
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Producer Manufacturer
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Fig. 1. The model of the green supply chain. 

GSC network optimization problems usually have 
characteristics such as large-scale and multi-constraint. 
Sometimes it is necessary to consider multiple optimization 
objectives simultaneously, which can be divided into SC 
network design, SC configuration optimization, inventory 
optimization, and vehicle path optimization [16]. Assuming the 

decision vector is 1 2( , ,..., ) dx x x x , where d  represents 

dimension, the mathematical modeling of the optimization 
problem is Formula (1). 
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In Formula (1), ( )f x  is the objective function. ( )ig x  and 

( )jh x  represent in-equality and equality constraints. From the 

perspective of constraints, optimization problems have two 
categories: constrained and unconstrained. To meet the actual 
situation, this study fully considers various complex constraints 
in real life to build a GSC network model. It targets to shorten 
the total operating costs of the GSC while meeting all 
constraints. In addition, the proposed GSC network model also 
considers the constraints of green factors, making energy 
conservation and pollution reduction important goals of 
enterprise management. The main workflow of the proposed 
GSC network model can be divided into four steps. Firstly, the 
supplier provides the manufacturer with the raw materials 

required for production. Secondly, manufacturers manufacture 
products based on raw materials. Then, the manufacturer 
transports the manufactured products to the warehouse. Finally, 
the warehouse delivers the product to the customer. To better 
align with the actual situation, this study proposes four 
hypotheses. Firstly, the raw materials provided by suppliers are 
constrained by the proportion of raw materials required to 
manufacture a certain product. Secondly, the quantity of raw 
materials and products provided by suppliers, manufacturers, 
and warehouses cannot exceed their maximum capacity. 
Thirdly, the customer's demand is known in advance and can all 
be met. Fourthly, there is no uniqueness in the supply and 
demand relationship. In summary, the application scenario and 
workflow of the proposed GSC model are shown in Fig. 2. 

Raw 

material A

Raw 

material B

ConsumerManufacturerSupplier Warehouse

1. Supply

2. Make

3. Transport 4. Deliver

 

Fig. 2. Application scenarios and workflow of GSC network. 

The calculation of raw material cost pC  is Formula (2). 

1 1 1  

 
N S M

P p sm

p s m

C S Q           (2) 

In Formula (2), N  represents the type and quantity of raw 

materials. p  represents raw materials. S  represents the 

number of suppliers who provide raw material p . s  is the 

supplier. M  is the number of manufacturers. m  denotes the 

manufacturer. pS  means the unit price of raw material p  

supplied by supplier s . smQ  is the quantity of raw materials 

p  provided by supplier s  to the manufacturer m . The 

calculation of manufacturing cost mC  is Formula (3). 

1

 
M

m m m

m

C Q M             (3) 

In Formula (3), mQ  and mM  are the quantity and unit cost 

of products manufactured by manufacturer m . The calculation 

of fixed cost fC  is Formula (4). 

1 1 

    
M W

f mt mf wt wf

m w

C M M M M        (4) 

In Formula (4), mtM  represents whether manufacturer m  

has been selected. mfM  represents the fixed cost of m . wtM  

represents whether warehouse w  has been selected. mfM  

represents the fixed cost of w . The expression of freight cost 

tC  is Formula (5). 

1 1 1 1 1 1 1      

       
N S M M W W C

t sm sm mw mw wc wc

p s m m w w c

C T Q T Q T Q   (5) 

In Formula (5), smT  represents the unit transportation cost 

of raw materials from s  to m . mwT  represents the unit 

product transportation cost from m  to warehouse w . mwQ  

represents the quantity of products provided by m  to w . wcT  

represents the unit transportation cost of products from 
warehouse w  to customer c . wcQ  represents the quantity of 

products provided by w  to c . In summary, the objective 

function of the GSC network problem is Formula (6). 

min    p m f tTC C C C C          (6) 

In Formula (6), TC  represents the total operating cost of 

the GSC, consisting of raw material costs, manufacturing costs, 
fixed costs, and freight costs. The solution to GSC network 
problems consists of smQ , mwQ , wcQ , mQ  , as well as whether 

suppliers, manufacturers, and warehouses are selected. To 
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simplify the solution, an encoding scheme consisting of smQ , 

mwQ , and wcQ  is designed with a dimension of 

1

( )


  
N

p

S M MW WC , where W  and C  represent the 

number of warehouses and customers, respectively. 

B. GSC Management Optimization Based on Improved MPA 

After building the problem model of the GSC network, this 
study uses the MPA to solve it. The MPA starts the search 

process by initializing the elite and prey matrix, aiming to search 
the global optimal solution [17]. The optimization process of the 
MPA mainly has three stages. Stage 1 is the high Speed Ratio 
Stage (SRS), which means that the prey moves quicker than the 
predator [18]. Stage 2 is the equal SRS, where the predator's 
speed is the same as the prey. Stage 3 is the low SRS, where the 
predator moves faster than the prey. The three-stage foraging 
diagram of the MPA is shown in Fig. 3. 

Phase 2

Prey

Predator

FADs

Brownian 

strategy

Levi 

movement

 

Fig. 3. Three-stage foraging diagram of MPA. 

The MPA uses a random initialization approach to generate 
the origin population, as expressed in Formula (7). 

, 1( )  i j uj uj ljX b r b b           (7) 

In Formula (7), , 1( )  i j uj uj ljX b r b b  means the j -th 

dimensional position of the i -th prey. ujb  and ljb  

respectively are the upper and lower boundaries of the 
optimization problem model in the search space of dimension 
j . 1r  represents a Random Number (RN) with an interval of 

[0,1]. After generating the first population, the fitness of all 
individuals is calculated. The elite matrix E  is composed of 
individuals with the best fitness, while the prey matrix P  
contains randomly generated initial solutions. Since one 
predator may also become the prey of another more advanced 
predator, it is necessary to update the elite matrix in each 
iteration [19]. Each predator moves according to P , and E  
and P  are shown in Formula (8). 
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dd

I I I
dd

I I I
n n n dn n n d n dn d

X X XX X X
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E P (8) 

In Formula (8), n  denotes the Population Size (PoS). d  

is the position of each dimension. In the high SRS, the algorithm 
mainly performs global search, and the update of the P  is 
Formula (9). 

( ) 1
,if 

3
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In Formula (9), iS  represents the movement step length 

between prey and predator. iE  represents the elite matrix 

constructed by top predators. BR  represents the standard 
Brownian motion.   represents Hadamard product. iP  

represents a P  with the same dimension as the elite matrix. p  

represents a variable with a default value of 0.5. R  represents 
a uniform random vector (RV) within [0,1]. t  and are the 

current and maximum iterations. In the equal SRS, the update of 
the P  is Formula (10). 
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In Formula (10), FC  represents Levi's motion, which is an 

RV that follows a Lévy distribution. FC  represents an adaptive 

parameter that gradually decreases as the iterations increase, 
utilized to control the predator’s step size. In the low SRS, the 
update of P  is Formula (11). 
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Environmental issues like vortex formation and Fish 
Aggregating Devices (FADs) effects can also cause influences 
in marine predators behaviors, which can be considered as local 
optima [20]. After each iteration, the FADs effect is applied to 
each marine predator by perturbing the local optimal solution, 
with a FADs value of 0.2. The FADs effect is Formula (12). 

min max min 2

2 2 1 2 2

[ ( )] , 0.2

[0.2(1 ) ]( ), 0.2

     
 

    

i F

i

i n n

P C X R X X U r
P

P r r P P r
  (12) 

In Formula (12), U  represents a binary vector containing 

arrays of 0 and 1. 2r  represents a uniform RN with a value 
range of [0,1]. 2r  and 2nP  represent two randomly selected 

prey. In addition, the MPA also has a memory saving operation, 
which can lift the solution quality through iteration. Specifically, 
if the updated solution is not as good as the historical solution, 
the current solution will be replaced. The process of MPA 
algorithm is shown in Fig. 4. 
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Fig. 4. The flowchart of MPA. 

However, the MPA also has limited global exploration 
capabilities and is prone to getting stuck in local optima, so it is 
necessary to make phased improvements to the MPA. To 
increase the diversity of the population, this study applies 
logistic chaotic mapping to the initial population generation of 
the algorithm, as shown in Formula (13). 

1 (1 )  n n nX X X          (13) 

In Formula (13), nX  represents the value generated by the 

n -generation chaotic sequence.   represents the parameter, 

take 4  . Refractive reverse learning is based on reverse 

learning and combined with the law of refraction of light to find 
better candidate solutions [21]. In the first stage of the MPA, this 
study selects prey with generally poor fitness for position 
updates, as shown in Formula (14). 

,*

,
2 2

 
  

j j j j i j

i j

a b a b P
P

k k
       (14) 

In Formula (14), ,i jP  is the value of the i -th prey in the 

j -th dimension of the current population. 
*

,i jP  is the solution 

formed by ,i jP  through refraction reverse learning. ja  and 

jb  are the max and min values of the current prey population in 

the j -th dimension. k  represents the ratio of the length of the 

incident light to the length of the refracted light. The Golden 
Sine Algorithm (GSA) can speed up the convergence. In the 
second stage of this study, the GSA and Sparrow Search 
Algorithm (SSA) are fused using the follower approach of SSA, 
and the fused position is updated as shown in Formula (15). 

2
exp( )


 

t t

t worst i
i i

X X
P X Q

i
       (15) 

In Formula (15), t

iX  means the new position where i  

particles are updated according to the golden ratio after the 

second stage update. t

worstX  represents the worst global 
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position. Q  represents an RN that follows a normal 

distribution. The basic idea of Gaussian mutation is to randomly 
perturb an individual's genes, causing a certain degree of 
variation in the solution space, thereby enhancing the 
algorithm's global search ability. To avoid the MPA getting 
stuck in local optimum, this study uses Gaussian mutation in the 
latter half of the iteration to replace the original FADs effect. 

The expression of the new solution ,i jP  generated after 

Gaussian mutation is Formula (16). 

( ) (1 (0,1)) m P P N        (16) 

In Formula (16), P  represents the current solution. 

(0,1)N  represents a normally distributed RN with an expected 

value of 0 and a standard deviation of 1. In summary, the process 
of the proposed improved MPA is shown in Fig. 5. 
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Fig. 5. The flowchart of improved MPA. 

III. RESULTS 

To reduce environmental pollution in the SC, this study 
constructs a GSC network problem model with complex 
constraints and proposes an improved MPA for solving the 
problem of the proposed model. However, its actual application 
effect still requests deeper verification. This study analyzes from 
two points. Firstly, the performance of the improved MPA is 
analyzed, and then the application effect of the improved MPA 
in GSC management optimization is verified. 

A. Performance Analysis of Improved MPA 

To verify the improved MPA performance, this study 
conducts simulation comparative experiments using four 
common Benchmark Test Functions (BTFs). Among them, 
there are two Unimodal Testing Functions (UTF) and two Multi-
Modal Testing Functions (MTF). UTF is used to verify the 
convergence speed, while MTF is taken to verify the global 

optimization performance and convergence accuracy. Table I 
shows the expressions for the four benchmark functions. In 
Table I, functions 1 and 2 are UTF, and functions 3 and 4 are 
MTF. 

This study sets 50 PoS and the 30 benchmark function 
dimension. The improved MPA is compared with traditional 
MPA, PSO, Grey Wolf Optimizer (GWO), and SSA. The 
comparison results of the standard deviation and mean of the 5 
algorithms are shown in Table II. The improved MPA performs 
better than the other four algorithms on all four BTFs. Except 

for the mean value of 2.17×10-202 when solving function 1, the 

standard deviation and mean of the improved MPA on the other 
three functions are all 0, indicating that it has good convergence 
accuracy. This indicates that the improved MPA has good 
convergence accuracy in handling single-extreme and multi-
extreme problems, can find the optimal solution of the BTF, and 
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has a small standard deviation, which has a certain feasibility 
and effectiveness. 

The convergence process of the above five algorithms in 
solving the BTF is shown in Fig. 6. In Fig. 6 (a) and Fig. 6 (b), 
the improved MPA has the fastest convergence speed when 
solving UTF. When the iteration is around 420, the fitness of the 

BTF can reach the minimum value. In Fig. 6 (c) and Fig. 6 (d), 
the convergence speed of the improved MPA is still the fastest 
when solving MTF, and the difference is more obvious. A more 
optimal solution can be obtained with the least number of 
iterations. This indicates that the improved MPA has good 
convergence speed and GOA, with good optimization 
performance and certain feasibility and superiority. 

TABLE I. EXPRESSION OF BENCHMARK FUNCTION 

Number Expression Variable interval Minimum value 

Function 1 
2

1

( )



n

i

i

f x ix  [-5.12,5.12] 0 

Function 2  ( ) max ,1  if x x i n  [-100,100] 0 
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ii
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( ) 10cos(2 ) 10

, 0.5
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ii

i

i i

i i

f x x y

x x

y round x
else

 [-5.12,5.12] 0 

TABLE II. COMPARISON OF STANDARD DEVIATION AND MEAN OF FIVE ALGORITHMS 

Number Index MPA SSA PSO GWO Improve MPA 

Function 1 
Standard deviation 3.46×10-23 1.20×10-6 7.24×103 3.07×10-33 0 

Mean value 2.86×10-23 5.96×10-7 4.27×104 1.63×10-33 2.17×10-202 

Function 2 
Standard deviation 3.56×10-61 8.49×10-13 0.26 1.87×10-115 0 

Mean value 6.23×10-62 1.23×10-13 0.63 5.02×10-116 0 

Function 3 
Standard deviation 0 1.67×10-6 27.55 2.83 0 

Mean value 0 6.33×10-7 4.21×102 1.71 0 

Function 4 
Standard deviation 2.55 1.53×10-6 3.56×10 3.30 0 

Mean value 0.45 7.53×10-7 3.99×102 5.15 0 
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Fig. 6. The convergence process when solving BTFs. 
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B. GSC Management Optimization Analysis 

To test the improved MPA performance in solving GSC 
network problems, three different scale test sets are designed. 
Each test set includes three test instances, all of which are 
obtained through random generation. Table III shows 
information for three test sets. 

TABLE III. INFORMATION ON THREE TEST SETS 

Number Test set 1 Test set 2 Test set 3 

S1 6 5 3 

S2 6 4 2 

M 8 5 4 

W 6 5 2 

C 10 6 5 

Dimension 204 100 38 

Run time/s 300 120 40 

This study first conducts experiments on a smaller scale test 
set 3. The PoS and FADs are set to 150 and 0.2. The research 
algorithm is compared with MPA, Competitive Swarm 
Optimizer (CSO), and Social Learning Particle Optimization 
(SLPSO) [22]. Each algorithm runs independently 25 times. The 
best and average experimental results of the above four 
algorithms on test set 3 are displayed in Fig. 7. In Fig. 7 (a) and 
Fig. 7 (b), in a small-scale test set, the improved MPA is able to 
find the best solution for the test instance, with average values 
of 139,832.97 yuan, 148,561.28 yuan, and 147,535.81 yuan, 
respectively. Next are MPA and SLPSO, with CSO performing 
the worst. The data shows that the improved MPA can find a 
feasible solution to the GSC network problem with the lowest 
total cost, and has a good GSC management optimization effect. 

This study further conducts experiments on a medium-sized 
test set 2, where the CSO algorithm fails to successfully solve 
the GSC network problem on the instance set of small test set 2 
due to insufficient performance, as exhibited in Fig. 8. In Fig. 8 
(a), (b), and (c), in the three instance sets on test set 2, the total 
cost solved by the improved MPA is significantly lower than that 

of traditional MPA and SLPSO, and the results obtained are 
more concentrated. This indicates that the improved MPA has 
shown good application results in solving GSC network 
problems and has good stability. 

To further analyze the convergence of the improved MPA, 
this study compares the convergence curves of the four 
algorithms on three test sets (Fig. 9). Fig. 9 (a), Fig. 9 (b), and 
Fig. 9 (c) show that, the improved MPA has the fastest 
convergence speed and successfully converges to feasible 
solutions in three different scale test sets. In small-scale test sets, 
it tends to converge at 15 iterations. In large-scale datasets, the 
other three algorithms have not successfully converged to 
feasible solutions. In addition, the total cost obtained by 
improving the MPA is significantly lower than the other three 
algorithms. Therefore, improving the MPA has good solving 
performance for GSC network problems of different scales, and 
can successfully converge to feasible solutions, which have 
certain practical application value. 

To further verify the application effect of the proposed 
improved MPA algorithm, the research uses Hyper-volume 
(HV) as the evaluation index and compares it with the current 
progressiveness Non-dominated Sorting Genetic Algorithm II 
(NSGA-II), Decomposition-based Multi-objective Evolutionary 
Algorithm (MOEA/D) and Non-dominated Sorting and Local 
Search (NSLS) [23-25]. The comparison results of the HV 
indicators of the four algorithms in the larger test set 1 are shown 
in Table Ⅳ. Among the four algorithms, the improved MPA 
algorithm achieves the best results on all test cases, with the 
highest HV index of 1.57E+06. 

TABLE IV. COMPARISON RESULTS OF HV INDICATORS OF ALGORITHMS 

IN TEST SET 1 

Test 

Examples 
NSGA-II MOEA/D NSLS 

Improved 

MPA 

1 1.52E+06 9.80E+05 6.59E+05 1.57E+06 

2 1.37E+06 8.17E+05 5.91E+05 1.42E+06 

3 1.20E+06 7.26E+05 5.17E+05 1.23E+06 
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IV. DISCUSSION AND CONCLUSION 

GSC management, as a modern management model that can 
achieve both economic and environmental benefits, is the only 
way for enterprises to achieve green development. Despite the 
implementation of a series of policies and measures designed to 
encourage enterprises to engage in GSC management, the level 
of enthusiasm among enterprises to actively participate in this 
practice remains relatively low, thereby posing a significant 
challenge to the promotion of GSC management [26]. Previous 
studies have shown that establishing a GSC network model 
based on actual conditions and solving the model is an effective 
method to reduce costs and carbon emissions [27]. Therefore, to 
reduce environmental pollution in the SC, this study constructed 
a GSC network problem model with complex constraints and 
proposed an improved MPA for solving the model problem. 

The experimental data validated that the improved MPA 
performed more excellently than the other algorithms on all four 
benchmark test functions. The standard deviation and mean of 
the improved MPA on the other three functions were all 0, 

except for the mean of 2.17×10-202 on solving function 1. When 

solving MTF, the convergence speed of improved MPA was still 
the fastest, and the difference was more obvious. In small-scale 
test sets, improving MPA could find the best solution for test 
instances, with average values of 139832.97 yuan, 148561.28 
yuan, and 147535.81 yuan, followed by MPA and SLPSO, with 
CSO performing the worst. On the medium-scale test set, the 
total cost solved by improved MPA was significantly lower than 
that of traditional MPA and SLPSO, and the results obtained 
were more concentrated. This indicates that compared with the 
algorithm proposed in the study [22], the improved MPA 
algorithm has better application effects in solving GSC network 
problems, can find feasible solutions with the minimum total 
cost, and has good stability. In three different scale test sets, the 
convergence speed of the improved MPA was the fastest and 
successfully converged to feasible solutions. The cost of 
improving the MPA solution was significantly lower than the 
other three algorithms. In addition, the improved MPA 
algorithm achieved the best results on all test cases, with an HV 
index of 1.57E+06. The solving performance on all test cases 
was superior to the algorithms proposed in studies [23], [24], 
and [25], demonstrating certain superiority. In summary, the 
research algorithm has good performance in solving GSC 
network problems. However, the factors considered in designing 
the GSC network in this study are not yet comprehensive 
compared to the entire SC. Therefore, in future research, further 
consideration should be given to uncertain factors such as price 
fluctuations to build a more realistic and comprehensive GSC 
network. 
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Abstract—DiTenun is a startup developing a platform that 

utilizes artificial intelligence to create innovative digital textile 

patterns for woven fabrics. One of the woven motifs produced is 

the Ulos motif, a traditional weaving from the Batak tribe that 

consists of various types, patterns/motifs, and sizes. Currently, 

DiTenun platform applies two methods to generate Ulos motifs: 

image quilting and SinGAN. The image quilting method uses 

synthetic textures to form a new texture by combining blocks 

from the original texture. The SinGAN is a Generative 

Adversarial Network (GAN) method that accepts one image 

motif as input to generate a new motif that resembles the training 

motif. The new motifs generated by both methods are still 

repetitive and not diverse (less variation). Therefore, this paper 

focuses on improving the StyleGAN method, which utilizes two 

or more Ulos motif images as input to produce new innovative 

motifs by mixing regularization. Six experimental scenarios are 

carried out on the Ulos motif image dataset with different 

numbers of input motifs and hyperparameter tuning. The 

experiment results are new images with diverse patterns, colour 

combinations, and merge motif elements. The StyleGAN 

performance is measured with Frechet Inception Distance (FID) 

and Kernel Inception Distance (KID) to find the best-quality 

motif generated based on the six hyperparameter tuning 

scenarios. The results show that the fourth scenario on Ulos 

Batak Karo, Gundur Category (Min Max Resolution: 8 and 256, 

number images 4, on training iteration per resolution = 100000 

and max iteration = 50000000) is the best motif generated, based 

on FID and KID score, are 91.32 and 0.04, respectively. 

Keywords—Generate Ulos motif; StyleGAN; DiTenun; 

generative AI Ulos motif 

I. INTRODUCTION 

DiTenun is a start-up that creates digital weaving motifs 
based on artificial intelligence applications. The start-up was 
established to support the woven clothing industry in 
Indonesia, mainly traditional cultural weaving so that weavers 
could produce more diverse designs and adapt to customer 
preferences. One of the traditional weaves that are culturally 
popular in Indonesia is Ulos. Ulos weaving is a typical cloth of 
the Batak tribe, consisting of various types, sizes, patterns, or 
motifs. Traditional Ulos are made using a loom instead of a 
machine, and red, black, and white colours usually dominate 
the patterns. Most Tapanuli people consider Ulos a symbol of 
bonds of affection, position, and communication in the Batak 
traditional community. 

Currently, the DiTenun platform applies two methods to 
create digital weaving motifs: image quilting and GAN 
algorithm. Image quilting exploits synthetic textures to form a 
new larger texture by combining blocks from the original [1] 
[2]. The weakness of this process is produces images with 
patterns that repeatedly appear in a particular direction or 
unnatural transitions because of poor patch selection. 
Furthermore, image quilting has limited generalization, so it 
struggles with more complex, non-repetitive textures with 
significant structural elements, like the Ulos motifs. 

Generative Adversarial Networks (GANs) stand out as a 
robust deep-learning model for image generation. Comprising 
a generator and a discriminator, GANs are trained and tested to 
produce images that are indistinguishable from real ones. The 
versatility of the GAN algorithm is evident in its applications, 
which span image generation [3] [4] [5], image in painting [6] 
[7] [8] [9], test generation [10], medical image processing [11], 
semantic segmentation [12] [13], image colourization [14] 
[15], image-to-image translation [16] [17], and art generation 
[18] [19]. Implementing GAN also involves translating sketch 
images, which do not precisely represent the real entity 
boundaries and are not spatially aligned with the entity, 
synthesizing more realistic images, and creating diverse images 
[20]. Moreover, generative AI for text-to-image conversion 
using diffusion models is also emerging as significant research 
[21] [22]. Notable examples include DALL-E, which creates 
imaginative and contextually accurate images from text 
descriptions. These generative AI systems are at the forefront 
of AI technology, demonstrating their 'creativity' and 
adaptability across various applications. 

The GAN algorithm has also been implemented on the 
DiTenun platform using the SinGAN algorithm. SinGAN is a 
GAN development that learns from a single natural image and 
produce new high-quality with the same visual content as the 
input [23] [24]. Based on the DiTenun platform, SinGAN 
employs one image as input to generate a new motif image. 
Thus, the diversity and quality of the generated motifs heavily 
depend on the input motif. The generated motifs may also lack 
diversity and richness if the input motifs lack sufficient detail 
or variation. Although SinGAN can generate diverse motifs, 
the quality of these generated motifs may not always match 
with the input motifs. In particular, generated motifs might 
exhibit artefacts, especially at larger scales or when the input 
motifs have complex textures and structures. We also found 

*Corresponding Author. 
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that difficult to control the attributes of the generated motifs 
because the output is more stochastic, making it harder to 
direct the synthesis operation towards specific desired 
characteristics. Therefore, this research addresses these 
challenges and further unlocks the potential of GANs by 
proposing implementing the StyleGAN method to generate 
new Ulos motifs. 

StyleGAN is a GAN method that uses two or more images 
as input to generate new motifs by employing mixing 
regulations [25]. Mixing regulation is the merging of image 
features to produce new images so that the output obtained has 
features from the input image. The input image consists of the 
original and style images. The input images can be a 
reconstructed result of the original or image style. Not only 
improving the style in mixing regularization, the StyleGAN 
method also produced images with a high resolution of 1024 × 
1024 pixels [26] [27]. Furthermore, hyperparameter tuning, 
which consists of iteration, resolution, and batch size, is 
required to enhance the style of the image produced by the 
StyleGAN method. 

This research marks a pioneering effort in the field, being 
the first to apply generative AI to create Ulos motifs. Prior 
studies on Ulos motifs have focused on traditional methods and 
manual design techniques. However, by leveraging the 
capabilities of generative AI, this study introduces an 
innovative approach that enhances the design process and 
preserves the intricate patterns and cultural significance of Ulos 
motifs. The integration of AI technology in this context 
represents a significant advancement, opening new avenues for 
artistic expression and cultural preservation through modern 
computational techniques. 

Furthermore, this paper contributes to improving the 
StyleGAN algorithm and conducts an extensive experiment to 
produce new Ulos motifs on DiTenun. The experiment 
expected to generate a good-quality, rich, diverse Ulos motif 
by testing more Ulos categories and hyperparameter tuning. 
The StyleGAN algorithm results are evaluated with Frechet 
Inception Distance (FID), Kernel Inception Distance (KID), 
and graph loss metrics. To manage and enrich ulos image 
collections, an ulos repository is developed by collecting, 
storing, and combining the real ulos motif with the new motif 
generated by the StyleGAN. 

II. MATERIALS AND METHOD 

A. Dataset 

The Ulos dataset was built based on surveys to the weaver 
and images generated by the platform. The dataset was 
collected in a repository and categorized according to the types 
of Ulos motifs from 3 Batak tribes:  Toba, Karo, and 
Simalungun. The dataset contains 20 Ulos types, each 
consisting of 1 to 29 motifs. The StyleGAN algorithm trains 
with Ulos images from this dataset to learn the pattern of the 
Ulos motif and to generate new motifs. Fig. 1 is an example of 
an input image for several Ulos motifs. 

 
Fig. 1. The example of Ulos motif. 

Table I details the types of Ulos used and the number of 
motifs for each type. 

TABLE I.  TYPE ULOS MOTIFS 

Ulos Type Motif Code #Motif 

Boolean BL 7 

Bintang Maratur BM 5 

Marpisoran MP 5 

Mangiring Simareurreur MS 4 

Pinucca PNC 24 

Sadum Angkola SA 11 

Suri-suri SS 1 

Sumbat S 5 

Uis U 6 

Julu JL 3 

Bekan Bulu BB 2 

Sigara-gara SGR 2 

Gundur GDR 4 

Indung Bayu IB 2 

Sori-sori Simalungun SR 29 

Hati Rongga HR 16 

Tapak Catur TC 3 

Gobar GBR 4 

Sori-sori Pakpak Barat SSi 17 

Perbunga Mbacang PM 6 

The Ulos motif is used as a type of geometric motif, 
consisting of a combination of lines and dots which form a 
geometric pattern such as curved lines, circles, triangles, and 
other geometric shapes. The Ulos motif is a cross-stitch 
pattern, making it easy to weave later. The image is in PNG 
format, and the size is not specified, while the resolution used 
is a minimum of 8 x 8 and a maximum of 1024 x 1024. The 
high or low image resolution is used to inspect the influences 
of the resolution on the output results. We use progressive 
growing to produce high-resolution images. This method starts 
with a low-resolution image and gradually adds generators and 
discriminators to increase the image resolution. Then, the 
image styles are combined into each layer using AdaIN. Fig. 2 
shows the sample Ulos motif dataset used as input to the 
StyleGAN model. 
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Fig. 2. The sample of Ulos motif dataset.

B. Architecture of StyleGAN 

StyleGAN (Style-Based Generator Architecture for 
Generative Adversarial Networks) is a GAN development that 
can control image synthesis. It consists of 2 networks: a 
generator and a discriminator. The generator generates a 
realistic sample of random noise and tries to trick the 
discriminator. The generator network accepts a vector number 
z as input, where z is a three-dimensional image. The input 
vector z is randomly generated, and the generator can create an 
arbitrary image different from the input [4]. The second 
network, the discriminator, is used to identify whether the 
sample generated by the generator is genuine or fake. The 
discriminator network, a binary classification network, accepts 
the input of a three-dimensional image and states that the input 
is an original image from the dataset, or an image made by a 
generator. The discriminator network is a combination of 
several generator networks. This means that this network stores 
all data from the input and sends it to the generator network. If 
the discriminator declares a fake image, it will be returned as 
feedback to the generator network. Fig. 3 shows the general 
architecture of StyleGAN method. 

 
Fig. 3. Architecture of StyleGAN method [25]. 
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StyleGAN is a revolutionary generator that autonomously 
dissects various aspects of the image without any human 
intervention. In the context of StyleGAN, an image is a 
collection of 'styles', each controlling the effect at a specific 
scale. This innovative generator separates unimportant 
variations from high-level attributes, enhancing image quality 

significantly. Moreover, it controls visual features by 
modifying the input of each level in the network separately, 
from coarse features to fine details [25]. 

We designed experiments with StyleGAN using input from 
Ulos motifs. The general flow of the implementing style to 
generate new motif Ulos can be seen in Fig. 4. 

 
Fig. 4. System design architecture. 

C. Design Experiment 

As seen in Table II, we meticulously defined six scenarios 
to determine the best image combination input and tuning 
hyperparameter in generating the new motif. The 
hyperparameters used in this experiment are resolution, 
iteration, and batch size. At the training stage, we rigorously 
tune the resolution and iteration hyperparameters to compare 

the resulting motif for iterations in each experiment in different 
settings. We also measure the effect of iteration on the number 
of sample images produced and its impact on training time. We 
used 1024 in two experiments and 256 resolutions in the other 
four experiments. The StyleGAN method utilises more than 
one input Ulos motif to determine the effect of the process 
performance on the number of datasets used. At the testing 
stage, batch sizes 1 and 4 are used to determine the effect of the 
batch size on the test results in terms of frame and time. 
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TABLE III.  HYPERPARAMETER SETTING EXPERIMENT 

#Scenario 
Resolution Dataset Training Testing 

Min Max Ulos Type Category #Image 
Iteration per 

Resolusi 
Max Iteration Batch Size 

1 8 1024 Batak Toba Sadum Angkola 2 100000 25000000 1 and 4 

2 16 256 Batak Toba Sadum Angkola 11 1200000 25000000 1 and 4 

3 16 256 Batak Toba Sadum Angkola 11 100000 2000000 1 and 4 

4 8 256 Batak Karo Gundur 4 100000 5000000 1 and 4 

5 8 1024 Batak Toba 
Boolean dan Bintang 

Maratur 
11 100000 25000000 1 and 4 

6 8 256 
Batak 
Simalungun 

Hati Rongga dan sori-
sori 

14 100000 3000000 1 and 4 

III. RESULT AND DISCUSSION 

The main aim of this research is to leverage the power of 
the StyleGAN architecture in generating new and more diverse 
images of Ulos motifs by considering the Ulos motifs provided 
as input. As mentioned in section IIB, the StyleGAN 
architecture, a key tool in this research, was developed and 
trained using Ulos motifs in the repository. Applying the 
StyleGAN method to produce new Ulos motifs is a multi-stage 
process. It begins with training, which requires more than one 
image input with the intention to modify and combine one 
motif with another. Modifications involve adding colour, 
changes in pattern or shape, or reducing patterns and colours in 
an image. This process is then followed by testing, drawing, 
and evaluation, each contributing to the method's overall 
success in generating new Ulos motifs. All experimental 
studies were carried out on Ulos motifs, and StyleGAN results 
were evaluated using Frechet Inception Distance (FID) and 
Kernel Inception Distance (KID). FID quantifies the realism 
(realistic) and variety of motifs that StyleGAN generates. KID 
computes the square of the maximum mean difference of 
inception representation to measure the distinction between the 
generated and actual samples. 

A. Training Result 

Two critical networks work in the StyleGAN training 
process: the generator and the discriminator. The generator 
network creates or modifies the dataset, producing new image 
samples. Simultaneously, the discriminator network plays a 
crucial role in verifying the authenticity of the generator's 
output, distinguishing between real and fake images. If all the 
components of the new generated image are derived from the 
images in the input dataset, it is deemed real. 

Fig. 5 illustrates the fascinating evolution of image clarity 
as the resolution increases. At a resolution of 16, the displayed 
images, each with 32 frames, show a hint of colour, but the 
dataset's pattern remains elusive. Stepping up to resolution 32, 
the pattern starts to emerge, albeit with colours from both 
datasets. The pattern becomes more discernible at resolution 64 
despite minor changes in colour or shape. By the time we reach 
resolution 128, style mixing comes into play, combining the 
source and destination images to create a new one. However, 
the sample result is still somewhat blurry. At resolution 256, 
style mixing continues, and the sample results show noticeable 
improvement. The same holds for 512 and 1024 resolutions, 
where style mixing is present, but the image from the 1024 
sample stands out with its sharpness and quality, surpassing the 
results from 64, 128, and 256 resolutions. 

      

      

a. 16 b. 32 c. 64 d. 128 e. 256 f. 512 

Fig. 5. Sample training result for 16 - 512 resolution.

Iteration hyperparameters affect the training process. The 
more iterations, the more image samples are generated. The 
training results in experiments 1, 2, 5, and 6 had a more 
significant number of iterations and delivered a greater number 

of motif samples. Fig. 6 shows the duration of the training 
time, the total number of iterations, and the total number of 
samples generated from the training process. 
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Fig. 6. Number of iterations, duration, and sample generated in the training scenario.

B. Testing Result 

The testing was conducted using a sample produced during 
the training process, which will serve as the dataset. During the 
testing phase, the two GAN networks operate in the same 
manner as they do during the training process. The outcome of 
the testing process is a new and realistic image motif. Although 
this new motif exhibits some alterations, it retains 
characteristics from the original dataset, such as partially 
missing motifs, combined motifs, and altered pattern 
directions. Additionally, there are color changes resulting from 
color blending. Below is a discussion of the new motif images 
generated from the six experiments conducted. 

1) Motif alteration: Alterations in motif patterns involve 

directional changes, such as shifting from left to right. 

Additionally, some patterns may be missing, or new patterns 

added. Fig. 7 illustrates one of the motifs with altered patterns. 

These changes pertain to the motif patterns themselves and do 

not involve combinations with other datasets. 

 
Fig. 7. Testing result for motif alterations. 

2) Discoloration: The color changes observed in the test 

results are influenced by the colours present in other input 

motifs. Fig. 8 demonstrates the application of these results on 

one of the datasets used, ulos Batak Toba (Boolean 1800 36 

2). Initially, the motif comprised only two colors: white and 

cream. Following the training and testing phases, the resulting 

motif image incorporates red and orange, blending with colors 

from other input motifs. 

 
Fig. 8. Testing result for motif discoloration. 

3) Merging of Ulos motifs: The implementation results 

demonstrate the merging of the ulos motif, resulting from the 

input of multiple motifs and the combination of two or more 

motifs. As shown in Fig. 9, there are 11 input motifs. After the 

training and testing process, StyleGAN generates several 

outputs. One of the test results combines two input motifs, 

specifically Batak Toba (Boolean 1800 18 3) and Batak Toba 

(Boolean 1800 18 1), producing a new motif that blends these 

two input motifs. 

 
Fig. 9. Merging Ulos motif testing result. 
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C. Evaluation 

1) Training phase evaluation: Following the testing 

phase, an evaluation process was conducted. The metrics 

employed for this evaluation included graph loss, FID, and 

KID. The graph loss metric encompasses both the generator 

loss and the discriminator loss. Experimental results indicated 

that iteration is the hyperparameter influencing the loss graph, 

as the number of iterations impacts the generator's 

performance. The results for the generator and discriminator 

loss are presented in Fig. 10. 

Fig. 10 displays the generator and discriminator loss from 
scenario 4. The fluctuations in the generator and discriminator 
graphs reflect the competition between the two networks to 
create a realistic sample. The generator attempts to create a 
motif identical to the original so that the discriminator cannot 
distinguish that the motif is fake. When attempting to obtain a 
sample, the generator's graph rises while the discriminator's 
graph falls. According to the generator loss graph, there is an 
upward trend up to iteration 110000, with the generator loss 
value reaching 7.02 and the discriminator loss value dropping 
to 0.06. The sample image at iteration 110000 is shown in Fig. 
11. 

 
                                                                        (a)                                                                                                                 (b) 

Fig. 10. Generator loss (a) and discriminator loss (b). 

In the discriminator loss, it is observed that no sample motif 
is generated when the discriminator loss peaks at iteration 
92622 with a value of 15.75 and the generator loss is 2.99. This 
occurs because when the discriminator maximizes its 
performance, it identifies the generator's motif as "fake," 
causing it to fail the discriminator's scrutiny, and thus, no 
sample motif is produced. According to the primary theory of 
loss functions, a lower generator loss typically indicates 
higher-quality output, while a higher generator loss suggests 
lower-quality output, which may lead the discriminator to 
classify it as fake. Similarly, a lower discriminator loss 
indicates superior performance by the discriminator in 
accurately distinguishing real image motifs. 

 
Fig. 11. Sample generated motif from scenario 4. 

The subsequent evaluation uses FID and KID metrics to 
assess the diversity of motifs generated by the model and 
gauge the disparity between the generated motifs and actual 
samples. When FID and KID scores approach 0, it indicates 
that the generated images closely resemble the input dataset, 
making it more challenging for the discriminator to 
differentiate them as fake. Conversely, higher FID and KID 
values indicate more significant dissimilarity between the 
generated and actual motifs. Scenario 4 with the Batak Karo 
dataset exhibits the lowest FID and KID scores among the six 
experiments conducted. Fig. 12 below illustrates the graph 
depicting FID and KID scores during the training phase, 
showcasing the highest resolution achieved in each experiment. 

As depicted in Fig. 12, each graph varies in length due to 
differences in the number of iterations across experiments. 
Observing the height of each graph in the scenarios, scenario 4 
(represented by the purple line) utilizing the Batak Karo motif 
dataset exhibits a consistent graph that approaches a value of 0 
steadily up to 100000 iterations. On the other hand, scenario 1, 
which employs the Ulos Batak Toba dataset, achieves a 
commendable KID score but displays the worst FID score. 
This outcome indicates that the generated motifs are 
inconsistent and differ significantly based on the input dataset. 
Furthermore, this training scenario is only effective up to 
60000 iterations. Other scenarios also demonstrate inconsistent 
results and perform less effectively than scenario 4. Therefore, 
increasing the number of iterations tends to improve the 
resulting sample's FID and KID scores, bringing it closer to 0 
and enhancing its similarity to the original dataset. 
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                                                                Iteration                                                                                                  Iteration 

Fig. 12. Frechet inception distance and kernel inception distance score for training phase. 

Overall, all experiments' FID and KID values remain above 
zero or significantly distant from zero. Nevertheless, the 
resulting motif images appear to bear resemblance to the input 
dataset. Upon analysis, the test image motifs exhibit 
background images resulting from style mixing between each 
dataset. This contrasts with the comparison to dataset images 
lacking such backgrounds. Moreover, the training experiment 
reached a maximum of 100,000 iterations. Therefore, 
additional iterations are advisable to achieve optimal results 
comparable to previous research with 1,200,000 iterations. 
This extended training process exceeding 100,000 iterations 
demands a longer duration and high computational 
specifications, particularly necessitating sufficient GPU 
memory for expediting training times. 

There are three crucial things to pay attention to related to 
the fluctuating FID value in the training stage: 

 Unstable Training Dynamics 

The fluctuating FID score shown in Fig. 12 might be 
associated with the unstable training dynamics shown in 
Fig. 10. Even after thousands of iterations, the generator 
and discriminator are still in flux, with neither achieving a 
clear dominance. This state can lead to the FID score 
bouncing around as the quality of generated images 
fluctuates. Therefore, learning rates, optimizers, and 
network architectures need further experimentation for a 
more stable training process. Techniques such as gradient 
penalty usually improve the stability of GAN training, so 
we also suggest further experimentation on this aspect. 

 Batch Size Issues 

The FID score is calculated based on batches of images. If 
the batch size is too small, statistical noise can lead to 
significant fluctuations in the score, even if the overall 
quality improves. As shown in Table II, batch sizes used in 
all experiment scenarios are relatively small, 1 and 4. 
Therefore, further experimentation with larger batch sizes 
might help. 

 Mode Collapse 

Mode collapse happens when the generator gets stuck in a 
loop, producing only a limited variety of images. This 

state can happen even with high iteration counts. While the 
generated images might be high quality within this limited 
range, the lack of diversity will cause the FID score to be 
unreliable. 

2) Testing phase evaluation: During the testing process, 

three hyperparameters are utilized: iteration, resolution, and 

batch size. However, for this experiment, we focused on using 

the highest resolution value with default iterations, and batch 

sizes set to 1 and 4. According to the findings, smaller batch 

sizes result in longer testing times and fewer samples 

successfully producing results. This occurs because smaller 

batch sizes lead to more specific style generation for each 

sample. Fig. 13 illustrates the testing time required for each 

experimental scenario. 

Fig. 14 displays the evaluation results of the StyleGAN 
algorithm using FID and KID metric. The FID score is 
calculated by comparing motifs generated during testing with 
the input dataset. The highest FID score of 336.03 was 
observed in batch size 1 within scenario 2, using the Batak 
Toba Ulos (Sadum Angkola) experiment. Conversely, the 
lowest FID score of 99.37 was achieved in scenario 4, which 
involved more than two similar inputs using the Batak Karo 
Ulos (Gundur). For batch size 4, scenario 1 with the Batak 
Toba Ulos (Sadum Angkola) experiment obtained the highest 
FID score of 388.69. Meanwhile, scenario 4 with the Batak 
Karo (Gundur) experiment had the lowest FID score, 
amounting to 153.25. 

 

Fig. 13. Duration of testing scenario. 
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Similar to the FID score, in batch size 1, scenario 2 attained 
the highest KID score of 0.24, while scenario 4 which 
involving multiple similar inputs with the Batak Karo Ulos 
(Gundur) dataset, achieved the lowest KID score of 0.04. For 

batch size 4, scenario 1 using the Batak Toba Ulos (Sadum 
Angkola) experiment yielded the highest KID score of 0.34. 
Conversely, scenario 4 with the Batak Karo (Gundur) 
experiment had the lowest KID score of 0.08. 

 
Fig. 14. Frechet inception distance and kernel inception distance value for testing scenario. 

Based on the evaluation results, scenario 4 outperforms the 
other scenarios. To further validate this finding, the researcher 
distributed a questionnaire to an Ulos expert to determine if 
there were any changes in motifs, discoloration, or merging of 
motifs in the generated images. 

According to Fig. 15, 83.87% of respondents indicated that 
there are motif changes in scenario 4. Additionally, 13% of 
respondents noted motif merging, 3.23% observed 
discoloration, and none reported no changes. 

 
Fig. 15. Questionnaire for scenario results. 

IV. CONCLUSION 

Applying the StyleGAN method has resulted in the creation 
of novel Ulos motifs for the DiTenun application. These new 
motifs display unique characteristics, such as moving in the 
opposite direction, partially missing elements, and increased 
motifs. Additionally, the new motifs blend of colors from 
various datasets, effectively merging motifs to produce fresh 
Ulos designs. The experiment was conducted with three key 
hyperparameters: iteration, resolution, and batch size. The 

number of iterations directly influenced the number of samples 
generated. Scenario 2, with the highest iteration count of 
240625, produced a substantial 442 samples, outperforming 
other experiments. 

Based on the evaluation process, the best scenario is 
scenario 4, with an FID and KID score of 91.32 and 0.04, 
respectively. Scenario 4 produced better new motifs regarding 
image quality and similarity to the dataset. However, the 
experiment has yet to reach the maximum result, indicated by 
the training evaluation, which is still fluctuating. The image of 
the Ulos motif is not a natural image but a visual representation 
of the traditional decoration typical of the Batak tribe, which 
often displays complex geometric patterns and traditional 
symbols. This complex characteristic makes it challenging for 
generative AI algorithms to learn existing patterns, requiring 
further experiments. Potential future experiments related to 
learning rates, optimizers, batch size, and network architectures 
can be done for a more stable training process. 

Furthermore, other generative AI methods have the 
potential to be implemented, especially the diffusion model, to 
get more interpretable latent space in order to capture 
variations and generate diverse samples, along with enriching 
the repository with more Ulos motifs. Moreover, the generative 
ulos motif necessitates thoroughly considering ethical and 
cultural dimensions to ensure these technologies serve diverse 
populations fairly and responsibly. By employing inclusive and 
diverse datasets, implementing bias mitigation strategies, and 
adhering to established ethical guidelines, developers can 
address potential biases and cultural insensitivities. 
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Abstract—TextNetTopics is a novel text classification-based 

topic modelling approach that focuses on topic selection rather 

than individual word selection to train a machine learning 

algorithm. However, one key limitation of TextNetTopics is its 

scoring component, which evaluates each topic in isolation and 

ranks them accordingly, ignoring the potential relationships 

between topics. In addition, the chosen topics may contain 

redundant or irrelevant features, potentially increasing the 

feature set size and introducing noise that can degrade the overall 

model performance. To address these limitations and improve the 

classification performance, this study introduces an enhancement 

to TextNetTopics. eTNT integrates two novel scoring approaches: 

Sequential Forward Topic Scoring (SFTS) and Sequential 

Backward Topic Scoring (SBTS), which consider topic 

interactions by assessing sets of topics simultaneously. Moreover, 

it incorporates a filtering component that aims to enhance topics' 

quality and discriminative power by removing non-informative 

features from each topic using Random Forest feature 

importance values.  These integrations aim to streamline the topic 

selection process and enhance classifier efficiency for text 

classification. The results obtained from the WOS-5736, 

LitCovid, and MultiLabel datasets provide valuable insights into 

the superior effectiveness of eTNT compared to its counterpart, 

TextNetTopics. 

Keywords—Topic scoring; topic modeling, text classification; 

machine learning 

I. INTRODUCTION 

In today's fast-paced information technology development, 
the volume of textual data is growing exponentially. This surge 
in unstructured and semi-structured content underscores the 
urgent requirement for effective methods to organize extensive 
amounts of information systematically. Text classification, 
which involves categorizing unlabeled text documents into 
predefined classes, is particularly challenging when dealing 
with the complexity of large datasets. Consequently, machine 
learning-based automatic text classification techniques are 
widely adopted across numerous applications [1]. 

However, automatic text classification tasks frequently deal 
with datasets encompassing tens of thousands of unique 
features, forming a high-dimensional challenge that can 
significantly impede the classification process. Despite the 
plethora of features, many do not significantly enhance the 
classification model; some may be less informative, introduce 

noise, or be redundant for predicting text labels. This situation 
results in longer computational times for training the learning 
algorithm, overfitting, substantial storage demands, and 
diminished classification performance and generalizability on 
test data. Hence, dimensionality reduction techniques, such as 
feature selection, are essential to mitigate these text 
classification issues [2]. 

The primary objective of feature selection methods is to 
determine a subset of features from the original set that 
accurately reflects the core information of the data. In text 
classification tasks, this subset is distinguished by its strong 
relevance to the class labels and ability to differentiate between 
classes effectively [3]. 

In this context, feature selection algorithms can be broadly 
classified into three categories: Filter methods utilize various 
metrics based on statistical principles and information theory to 
evaluate the correlation between features and class labels. 
These methods enable the ranking of features and the 
identification of the best subset according to predefined 
selection criteria. Wrapper methods determine the best subset 
by examining different combinations of features and evaluating 
their predictive power for the class labels using a specific 
classification algorithm. Lastly, Embedded methods select the 
optimal feature subset as part of the classifier training process 
[4]. 

Recently, a new direction has emerged that promotes the 
use of topic modeling (TM) as a novel method for feature 
reduction. In information retrieval, TM has proven to be a 
powerful tool due to its ability to identify latent themes, hidden 
variables, or abstract topics within a collection of documents 
without supervision. Each discovered topic represents a human-
interpretable semantic notion. In addition to uncovering hidden 
structures in the data, topic modeling also offers a latent, 
interpretable representation of documents. Consequently, it 
serves as an automated method for understanding, organizing, 
and summarizing large volumes of text, enhancing the 
comprehension of the underlying themes in the data [5]. 

Topic modeling has been widely applied across various 
fields, significantly contributing to text classification as a 
feature projection method. In this area, topics derived from 
large text collections form features for representing documents 
[5]. Although topic modeling is commonly used for document 
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representation, its potential in feature selection has not been 
extensively explored in the existing research literature. 

In this aspect, TextNetTopics [6] is a pioneering feature 
selection algorithm rooted in topic modeling and designed 
specifically for text classification. It employs Latent Dirichlet 
Allocation (LDA) as the foundational topic model to identify 
hidden topics, each comprising semantically related words that 
reflect the topic's theme. The algorithm utilizes a machine 
learning algorithm to evaluate the predictive performance of 
these topics (i.e., mean classification accuracy) and selects the 
top r topics with the highest discriminative power. These 
selected topics form a subset of words that effectively 
differentiate between two document classes in binary 
classification. This subset of topics is then used to train the 
classifier. An enhanced version called TextNetTopics Pro [7] 
has also been introduced, tailored explicitly for short-text 
classification. 

The methodology of TextNetTopics is inspired by the G-S-
M (Grouping, Scoring, and Modeling) approach [8], [9], 
initially used in the context of biological data. For a detailed 
examination of feature selection methods incorporating feature 
grouping, please consult the extensive review in [10]. 

However, a significant limitation of TextNetTopics is its 
reliance on ranking topics based solely on scores independently 
given to each topic, without accounting for the interactions and 
relationships among topics. Our research study presents 
innovative solutions to address this limitation and improve the 
effectiveness of topic scoring and ranking. By incorporating 
Sequential Topic Forward Scoring (STFS) and Sequential 
Topic Backward Scoring (STBS) into the TextNetTopics 
framework, we introduce a more refined and advanced topic 
selection process. 

In addition, TextNetTopics treats a topic as a single entity 
to preserve the interaction between topic features. However, 
within these topics, some features may be less informative for 
the classification task, leading to an increase in the size of the 
final feature subset. In order to address this issue, this study 
introduces a filter component designed to remove the least 
important features from each topic. This filtering step aims to 
reduce redundancy and improve the overall relevance and 
efficiency of the feature set used for training a text classifier. 

II. RELATED WORK 

Numerous research works have employed topic modeling 
as a method for feature projection [11], [12], [13].  This section 
focuses specifically on studies that use topic modeling as a 
technique for feature selection. 

Zrigui et al. [14] utilized LDA to represent documents 
through real-valued features derived from terms associated 
with each topic. This method effectively reduces the 
dimensionality of the Vector Space Model (VSM) vectors 
while preserving both syntactic and semantic information in the 
document representation. 

Zhang et al. [15] employed LDA with Gibbs Sampling for 
feature selection in text classification. They identified the most 
relevant terms within each topic by assessing term entropies in 
the term-topic matrix, selecting those with lower entropy 

values. These chosen features were then used to train a 
classifier. Their experiments showed that this method enhanced 
classification accuracy and reduced the dimensionality of the 
feature space. 

Taşcı et al. [16] conducted similar research to [15], 
employing LDA for feature selection but utilizing Variational 
Expectation Maximization for estimation instead of Gibbs 
sampling. They compared their method with conventional 
feature selection techniques, including Chi-square, Information 
Gain, and Document Frequency. The results revealed that the 
LDA-based metrics performed comparably to those based on 
chi-square and document frequency. 

Al-Salami et al. [17] applied a supervised variant of LDA, 
called Labeled LDA (LLDA), as a feature selection technique. 
LLDA restricts the number of topics to correspond with the 
number of categories in the corpus. The study selects words 
with high weights from LLDA's topic-word distribution matrix 
to train the classifier. The results revealed that using LLDA for 
feature selection improved the performance of AdaBoost with 
Multiclass Hamming Loss in multi-label categorization, 
outperforming other methods such as GSSC, Chi-square, and 
Information Gain. 

Yousef and Voskergian [6] developed TextNetTopics, an 
LDA-based approach focusing on topic selection rather than 
individual word selection, where each topic represents a set of 
semantically related words. TextNetTopics aims to preserve the 
feature interactions within each topic by treating topics as 
single entities. Instead of utilizing all topics to train a 
classification model, TextNetTopics selectively chooses only 
the most relevant topics for training a machine learning 
algorithm for text classification. This approach acknowledges 
that some topics may introduce noise and potentially degrade 
the model's performance. 

Voskergian et al. [7] introduced an enhanced version of 
TextNetTopics, called TextNetTopics Pro, explicitly designed 
for short text classification. This advanced approach utilizes a 
combination of word topics and topic distributions obtained 
from a short text topic model, addressing the issue of data 
sparsity commonly encountered in classifying short texts. 

However, a notable limitation of TextNetTopics and its 
advanced version, TextNetTopics Pro, lies in the topic 
performance scoring (TPS) within the S component. TPS 
evaluates each topic separately without taking into account the 
impact of interactions and relationships between topics. This 
independent scoring can result in the selection of redundant 
topics or overlook topics that may be weak on their own but 
contribute significantly to performance when combined with 
other topics. This oversight highlights the need for topic-
scoring refinement to improve overall classification 
performance. 

Additionally, TextNetTopics treats topics as single entities, 
incorporating all topic features while training a classifier. This 
approach, however, can lead to the inclusion of irrelevant or 
redundant features within topics, which may increase the final 
feature subset size while diluting the classifier's discriminative 
power. Therefore, enhancing the quality of each topic in 
TextNetTopics by introducing a topic-feature filtering 
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component is essential for a more concise and discriminative 
topic selection process. 

III. TOPIC PERFORMANCE SCORING (TPS) 

The Topic Performance Scoring (TPS) method, introduced 
in [6], uses the training document-term dataset Dtrain, which 
includes d documents and t distinct terms, and the topic-term 
matrix TW, composed of k topics and m terms per topic to 
generate d×(m+1) dimensional topic-based sub-datasets DTi, 

each containing term features pertinent to a specific topic and 
the corresponding class label. A machine learning algorithm, 
such as Random Forest, is subsequently applied to each sub-
dataset independently using the Monte Carlo cross-validation 
technique. Each topic receives a score based on a mean 
performance metric, such as mean accuracy or F1-score, 
resulting in a thorough evaluation of each topic's significance 
in the text classification task. This scoring approach is 
illustrated in Fig. 1. 

 

Fig. 1. The  topic performance scoring approach.

IV. THE PROPOSED TOPIC-SCORING APPROACHES 

This section presents two innovative scoring mechanisms, 
Sequential Forward Topic Scoring (SFTS) and Sequential 
Backward Topic Scoring (SBTS), developed to pinpoint the 
most significant topics for training machine learning 
algorithms. These mechanisms enhance the feature selection 
process by collaboratively assessing the importance of each 
topic and selecting the top-ranked ones that most effectively 
improve the model's predictive performance. 

A. Sequential Forward Topic Scoring (SFTS) 

This method performs scoring and ranking topics based on 
their contribution to the performance of an expanding list of 

topics. Let 𝑇  be the set of 𝑘  topics (𝑇 = 𝑡1,  𝑡2,  … ,  𝑡𝑘 ). At 
iteration 𝑟 = 1 , the algorithm begins with an empty set of 
selected topics (𝑆0 = ∅) and iterates through each topic in 𝑇 

(𝑇 = 𝑡1,  𝑡2,  … ,  𝑡𝑘 ), choosing the topic that results in the 
highest performance and adding it to the expanding set of 
selected topics (𝑆𝑟). The considered performance metric is the 
mean F1-score of a Random Forest model, assessed through 
Monte Carlo cross-validation (RF_MCCV). However, one can 
select other metrics, such as accuracy or area under the curve. 
The number of internal iterations for the Monte Carlo cross-
validation is specified by the user (e.g., 10). 

During each subsequent iteration ( 𝑟 = 2,3, … , 𝑘 ), the 
algorithm evaluates the potential performance of adding each 

topic 𝑡𝑖 from the remaining topics (𝑇\𝑆𝑟−1) to the current set of 
selected topics ( 𝑆𝑟−1 ). The topic 𝑡𝑗  that yields maximum 

performance is selected and incorporated into the expanding 
set (𝑆𝑟 ). This topic 𝑡𝑗  is then assigned a ranking index (𝑅 ) 

corresponding to 𝑟, reflecting its importance and relevance to 
the classification task. 

The iterative process continues until all 𝑘  topics are 
included in the expanding set (𝑆𝑟  contains all 𝑘 topics). Upon 
completion, the topics are ranked according to their assigned 
ranking indices (𝑅(𝑡𝑗)), with lower indices indicating topics of 

higher importance or relevance for the text classification task. 
Thus, the SFTS ranking reflects the sequence in which topics 
are added to the expanding topic set, with those added earlier 
being deemed more significant than those added later. 

Algorithm 1 outlines the SFTS approach. 

Algorithm 1: Sequential Forward Topic Scoring (SFTS) 

Let 𝑇 = {𝑡1,  𝑡2,  … ,  𝑡𝑘} be the set of 𝑘 topics (sets of related words).  

Let 𝑆𝑟 be the expanding set of topics at iteration 𝑟. 

Let 𝑃(. )  be the performance metric (i.e., mean F1-score of 
RF_MCCV). 
Let 𝑅(. ) be a function that assigns ranking indices to each topic. 

 

Initialization: 𝑆0 =  ∅ 

For each iteration 𝑟 = 1,2, … , 𝑘: 
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(Evaluate the performance of adding each topic from 𝑇 to the 

current set that is not already in 𝑆𝑟−1) 

 𝑃(𝑆𝑟−1 ∪ {𝑡𝑖}) for each 𝑡𝑖 ∈ 𝑇\𝑆𝑟−1             

 
(Select the topic 𝑡𝑗 that upon inclusion, the set yields maximum 

performance ) 

𝑡𝑗 =𝑎𝑟𝑔 max
𝑡𝑖

 [𝑃(𝑆𝑟−1 ∪ {𝑡𝑖})]   

 
(Update the expanding set) 

𝑆𝑟 = 𝑆𝑟−1 ∪ {𝑡𝑗}  

 
(Assign a ranking index to the selected topic) 

 𝑅(𝑡𝑗) = 𝑟 

 End 
The process continues until 𝑆𝑟 includes all 𝑘 topics. After completion, 

the topics are ranked based on their assigned ranking indices 𝑅(𝑡𝑗). 
 

B. Sequential Backward Topic Selection (SBTS) 

This method scores and ranks topics based on their impact 
on the performance of a reduced topic list. In iteration 𝑟 = 1, 

the process begins with all 𝑘 topics (𝑇 = 𝑡1,  𝑡2,  … ,  𝑡𝑘) as the 
initial set ( 𝑆0 ). The algorithm then evaluates the potential 
performance of removing each topic (one at a time) from the 
current set of selected topics (𝑆𝑟−1). The performance metric 
used is the mean F1-score of a Random Forest model, assessed 
through Monte Carlo cross-validation (RF_MCCV) with a 
user-defined number of internal iterations (e.g., 10). The topic 
whose removal results in the highest performance is chosen for 
permanent removal from the set and assigned a ranking index 
as 𝑘 + 1 − 𝑟, where 𝑘 represents the total number of topics and 
𝑟 is the current iteration number. The reduced topics set (𝑆𝑟) is 
updated by excluding the selected topic. 

This procedure continues until all topics have been 
removed from the reduced set (𝑆𝑘 = ∅). Finally, topics are 
ranked based on their assigned indices (𝑅(𝑡𝑗)), with lower 

indices indicating greater importance or relevance for the text 
classification task. Thus, the SBTS ranking reflects the 
sequence in which topics are removed from the reduced topic 
set, with those removed earlier being considered less important 
than those removed later. 

Algorithm 2 outlines the SBTS approach. 

Algorithm 2: Sequential Backward Topic Selection (SBTS) 

Let 𝑇 = {𝑡1,  𝑡2,  … ,  𝑡𝑘} be the set of 𝑘 topics (sets of related words).  

Let 𝑆𝑟 be the reducing set of topics at iteration 𝑟. 

Let 𝑃(. )  be the performance metric (i.e., mean F1-score of 
RF_MCCV). 
Let 𝑅(. ) be a function that assigns ranking indices to each topic. 

 

Initialization: 𝑆0 = 𝑇  
For each iteration 𝑟 = 1,2, … , 𝑘: 

 
(Evaluate the performance of removing each topic from 𝑆𝑟−1) 

𝑃(𝑆𝑟−1\{𝑡𝑖}) for each 𝑡𝑖 ∈ 𝑆𝑟−1 

 
(Select the topic 𝑡𝑗 that upon removal, the set yields maximum 

performance) 

𝑡𝑗 =𝑎𝑟𝑔 max
𝑡𝑖

[𝑃(𝑆𝑟−1\{𝑡𝑖})]     

 
(Assign a ranking index to the selected topic) 

𝑅(𝑡𝑗) = (𝑘 + 1) − 𝑟  

 
(Update the reducing set) 

 𝑆𝑟 = 𝑆𝑟−1\{𝑡𝑗} 

 End 
The process continues until 𝑆𝑟  has no topics ( 𝑆𝑘 = ∅ ). After 
completion, the topics are ranked based on their assigned ranking 
indices 𝑅(𝑡𝑗). 
 

V. PROPOSED METHOD: ETNT WITH FILTERED LDA 

TOPICS AND SFTS AND SBTS SCORING APPROACHES 

eTNT seeks to identify a concise subset of topics that 
maximizes discriminative power and relevance to class labels. 
The eTNT algorithm achieves this objective through five key 
components: T, F, G, S, and M. 

The T component employs a Latent Dirichlet Allocation 
(LDA) topic model to uncover latent topics from a 
preprocessed document collection. Here, users need to define 
parameters such as the number of topics (k) and the number of 
terms per topic (m). This component primarily produces a 
topic-word matrix (TW) that details the association of words 
with each topic, each associated with specific probabilities. 

The G component takes the topic-word matrix (TW) from 
the T component as input, along with the training Bag-of-
Words (BOW) dataset (Dtrain). For each topic of m terms, the G 
component creates an (m+1)-dimensional sub-dataset from 
Dtrain, including the corresponding class label. Essentially, each 
sub-dataset represents a specific topic and includes mainly the 
words that coexist with that topic. 

The F component trains a Random Forest (RF) model on 
each topic-based subdataset from the previous stage and 
extracts the importance values for each feature within the 
subdataset. To ensure robust and reliable feature importance 
evaluations, this process is repeated z times using a Monte 
Carlo Cross-Validation approach. In each iteration, a random 
selection of b% of the subdataset records is used to train the RF 
model. The feature importance values obtained from each 
iteration are then averaged, providing a stable and 
comprehensive assessment of the importance of each feature. 
This iterative process not only mitigates the risk of overfitting 
but also enhances the robustness of the feature importance 
values by accounting for variability within the data. 

After ranking these feature importance values, a user-
specified number f of highly ranked features (terms) are 
retained to represent the topic. Subsequently, new f-
dimensional topic-based subdatasets are regenerated, each 
containing only the highly important features. This refinement 
enhances the quality of available topics, ensuring that they are 
more coherent and informative for subsequent classification 
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tasks, leading to potentially better model performance with a 
reduced feature set. 

The S component utilizes SFTS and SBTS methods for 
scoring and ranking the refined topics with attention to topic 
interactions. These approaches assess and rank topics based on 
their impact on the performance of the expanding or reducing 
topic list. Performance is measured by the mean F1-score 
obtained through a Monte Carlo cross-validation process using 
a Random Forest model. 

Sequential Forward Topic Scoring, or SFTS, starts with an 
initial empty set and evaluates each candidate topic via its 
corresponding two-class sub-dataset for performance. The 
topic demonstrating maximum performance is added to the 
expanding set as the top-ranked topic. The process then 
continues by adding the remaining k−1 topics to the current 
set, one at each time, evaluating the performance of their 
corresponding two-class sub-datasets, and including the topic 
that achieves the best performance in the growing set (this 
time, the topic is considered as a second-ranked topic). This 
iterative process continues until all topics or the desired 
number of topics are ranked. In this method, the last topic 
added receives the lowest rank. 

Sequential Backward Topic Scoring, or SBTS, begins with 
a set of all topics and their corresponding two-class sub-
dataset. It iteratively evaluates the impact of removing each 
topic from the set. The topic whose removal results in the 
highest performance is removed from the set and assigned the 
lowest rank. The process then continues with the current set of 
k−1 topics and its corresponding two-class sub-dataset, 
removing one topic at a time and assessing the effect on 
performance. The topic whose removal leads to the highest 
performance is excluded from the set and receives the second 
lowest rank. The iterative process continues until no topic 
remains, with the last topic removed being ranked the highest. 

The M component aggregates the top-ranked topics 
incrementally in descending order, starting with the highest-
ranked topic and progressively incorporating the remaining 
top-ranked topics until all desired topics are included. This 
process yields a combined set of terms for each topic 
aggregation and a corresponding two-class sub-datasets 
extracted from the training and testing of Bag-of-Words 
(BOW) datasets. The M component uses these sub-datasets to 
train and test a Random Forest model. It then identifies the 
optimal subset of topics, which results in the highest 
performance and discriminative ability for the text 
classification task. This optimal subset includes r topics, where 
r is less than k. 

Fig. 2 and Fig. 3 illustrate the overall framework of eTNT, 
including the SFTS algorithm. 

 
Fig. 2. The working mechanism of T and F components. k represents the 

number of topics, m referes to the number of terms in each topic, and f 
indicates the number of terms in each filtered topics.

Fig. 3. The working mechanism of G, S and M components, using the SFTS approach.
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VI. EXPERIMENTAL WORK 

A. Datasets 

In this study, we utilized three datasets to assess the 
effectiveness of eTNT empirically: 

The WOS-5736 dataset contains 5,736 documents 
classified into three higher-level classes. For the empirical 
evaluation of eTNT, we transformed the dataset into two 
balanced classes. We selected the largest category, with 2,847 
abstracts, as the positive class, while the other classes (1,597 
and 1,292 abstracts) formed the negative class [18]. 

The Multi-Label dataset contains 20,972 documents with 
abstracts and titles categorized under six labels: Quantitative 
Finance, Quantitative Biology, Computer Science, Statistics, 
Physics, and Mathematics. For eTNT evaluation, we selected 
3,500 documents labeled Computer Science as the positive 
class and randomly sampled 3,500 documents without a 
Computer Science label to constitute the negative class 
instances [19]. 

The LitCovid dataset is a multi-label dataset with 16,127 
records spanning five categories. This study focused on single-
label records, resulting in the following distribution: 1,334,  
1,632,  6,513,  119, and 429 for case reports, treatment, 
prevention, forecasting, and mechanism, respectively. To 
evaluate eTNT, we transformed the dataset into a binary class 
format by setting the prevention category as positive and the 
remaining categories as negative classes. We then performed 
dataset balancing by downsampling the positive class to 3,500 
records to have a final dataset of 7,014 records [20]. 

B. Data Preprocessing 

Text preprocessing is essential for improving the quality of 
analysis and reducing input data dimensionality, as raw 
documents often contain noisy and irrelevant data. In this 
study, KNIME workflows [21], [22] were executed to perform 
several Natural Language Processing (NLP) tasks. 

These tasks include filtering out numbers, removing all 
punctuation, and excluding words with fewer than three 
characters. Additionally, all words are converted to lowercase 
to ensure uniformity. Stop words are eliminated using the Stop 
Word Filter node, and words are stemmed with the Snowball 
stemming library. Terms with a minimum document frequency 
below 1% are filtered out, and only English texts are retained. 

C. Experimental Setup 

We used KNIME workflows, available on KNIME Hub 
[22] and GitHub [21], to execute the natural language 
preprocessing tasks and evaluate TextNetTopics with the 
proposed eTNT. To extract latent topics, we employed the 
parallel thread implementation of LDA in KNIME [23]. We set 
the alpha parameter (Dirichlet prior on per-document topic 
distributions) and the beta parameter (Dirichlet prior on per-
topic word distribution) to their default values of 0.1. The LDA 
training process was run for 1,000 iterations to estimate the 
topics. Based on performance, we chose 20 topics and 20 
words per topic, as these settings consistently produced slightly 
better results than other configurations. In the filtering 
component, we selected ten terms from each topic since this 
approach yielded comparable performance to models with 

larger topics. This selection effectively balances model 
complexity and computational efficiency, ensuring optimal 
performance without unnecessary redundancy. 

Regarding the experimental analysis, we used Monte Carlo 
stratified cross-validation (MCCV) with ten iterations to 
evaluate the model's performance more robustly. MCCV 
randomly partitions the original dataset into training and testing 
sets, with 90% allocated for training and 10% for testing in 
each iteration. The stratified approach maintains the class 
distribution, ensuring each subset maintains different classes' 
proportional representation from the original dataset, 
preventing bias in the evaluation process. The results from ten 
executed iterations are averaged to present the final 
performance. 

D. Evaluation Measures 

To evaluate the proposed eTNT's effectiveness compared to 
TextNetTopics, we perform a thorough analysis using various 
performance metrics, including Accuracy, Recall, Precision, 
and Area Under the Curve (AUC). The F1-Score is emphasized 
as a key metric for assessing classification performance. 

VII. EXPERIMENTAL RESULTS 

A. Performance Evaluation of TextNetTopics Utilizing the 

Filtering Component 

Tables I to III and Fig. 4 to Fig. 6 depict the performance of 
TextNetTopics with and without the proposed filtering 
component over different accumulated top-ranked topics. In 
this investigation, we used the default Topic Importance 
Scoring. According to the obtained results, TextNetTopics with 
the filtering component significantly outperforms the original 
TextNetTopics both in terms of classification performance and 
feature reduction. For instance, in the WOS-5736 dataset, it 
achieves a minimum and maximum F1-score of 89% and 97% 
using only 20 and 100 features, respectively, whereas 
TextNetTopics achieves an F1-score of 86% and 94% with 20 
and 100 features. Similarly, in the MultiLabel dataset, it 
obtains a minimum and maximum F1-score of 78% and 84% 
using only 20 and 78 features, respectively, while 
TextNetTopics obtains an F1-score of 75% and 82% with 20 
and 78 features. Likely, in the LitCovid dataset, it attains a 
minimum and maximum F1-score of 85% and 91% using only 
20 and 125 features, respectively, while TextNetTopics attains 
an F1-score of 84% and 90% with 20 and 125 features. This 
improvement demonstrates the effectiveness of the filtering 
mechanisms in maintaining high classification accuracy with 
fewer feature set. 

TABLE I.  ETNT PERFORMANCE MEASURES FOR THE WOS-5736 

DATASET 

Topic

s 
Terms 

Accurac

y 
Recall 

Specificit

y 
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Precisio

n 

Cohen's 

kappa 

T
ex

tN
etT

o
p
ics(T

P
S
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19.3 0.86 0.81 0.92 0.86 0.90 0.90 0.73 

28 0.87 0.83 0.91 0.86 0.91 0.90 0.74 

42.5 0.90 0.88 0.92 0.90 0.95 0.91 0.80 

56.2 0.93 0.94 0.93 0.93 0.97 0.93 0.86 

69 0.94 0.95 0.93 0.94 0.98 0.93 0.88 
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79 0.94 0.95 0.93 0.94 0.98 0.93 0.88 

86.4 0.94 0.95 0.93 0.94 0.98 0.93 0.88 
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100 0.97 
0.9
7 

0.96 
0.9
7 

0.9
9 

0.96 0.93 

eT
N

T
(S

B
T

S
) 

19.

2 
0.89 

0.8

9 
0.89 

0.8

9 

0.9

3 
0.89 0.78 

35.
9 

0.94 
0.9
5 

0.94 
0.9
4 

0.9
8 

0.94 0.89 

50.

1 
0.96 

0.9

6 
0.96 

0.9

6 

0.9

9 
0.96 0.92 

59.
8 

0.96 
0.9
7 

0.96 
0.9
6 

0.9
9 

0.96 0.92 

69.

2 
0.96 

0.9

7 
0.96 

0.9

6 

0.9

9 
0.96 0.93 

77.

2 
0.97 

0.9

7 
0.96 

0.9

7 

0.9

9 
0.96 0.93 

82.

9 
0.97 

0.9

7 
0.96 

0.9

7 

0.9

9 
0.96 0.93 

87.
9 

0.97 
0.9
7 

0.97 
0.9
7 

0.9
9 

0.97 0.94 

92.

5 
0.97 

0.9

7 
0.97 

0.9

7 

0.9

9 
0.97 0.94 

100 0.97 
0.9
7 

0.97 
0.9
7 

1.0
0 

0.97 0.94 

TABLE II.  ETNT PERFORMANCE MEASURES FOR THE MULTILABEL 

DATASET 

Topic

s 
Terms 

Accurac

y 
Recall 

Specificit

y 
F1 AUC 

Precisio

n 

Cohen's 

kappa 

T
ex

tN
etT

o
p
ics(T

P
S

) 

20 0.74 0.75 0.74 0.75 0.80 0.74 0.49 

35 0.79 0.83 0.75 0.80 0.85 0.77 0.58 

45.8 0.79 0.84 0.75 0.80 0.86 0.77 0.59 

55.3 0.80 0.85 0.75 0.81 0.87 0.77 0.60 

64.8 0.80 0.86 0.75 0.81 0.88 0.77 0.60 

72.2 0.81 0.86 0.75 0.82 0.88 0.78 0.61 

80 0.81 0.87 0.75 0.82 0.89 0.78 0.62 

T
ex

tN
etT

o
p
ics(T

P
S

) +
 F

 co
m

p
o

n
en

t 

21 0.78 
0.8

2 
0.75 

0.7

8 

0.8

5 
0.77 0.57 

29.

1 
0.80 

0.8

4 
0.76 

0.8

1 

0.8

6 
0.78 0.60 

38 0.81 
0.8

6 
0.76 

0.8

2 

0.8

8 
0.78 0.62 

46 0.81 
0.8

6 
0.76 

0.8

2 

0.8

8 
0.79 0.63 

54 0.81 
0.8

7 
0.76 

0.8

2 

0.8

9 
0.78 0.63 

62 0.82 
0.8

7 
0.77 

0.8

3 

0.8

9 
0.79 0.64 

67.

8 
0.82 

0.8

8 
0.77 

0.8

3 

0.9

0 
0.79 0.64 

70 0.82 
0.8

8 
0.76 

0.8

3 

0.9

0 
0.79 0.64 

72.

8 
0.83 

0.8

8 
0.77 

0.8

3 

0.9

0 
0.79 0.65 

80 0.83 
0.8

8 
0.77 

0.8

4 

0.9

0 
0.79 0.65 

eT
N

T
(S

F
T

S
) 

20.
5 

0.78 
0.8
1 

0.75 
0.7
9 

0.8
4 

0.77 0.57 

23.

3 
0.79 

0.8

2 
0.76 

0.8

0 

0.8

5 
0.77 0.58 

27.

9 
0.80 

0.8

4 
0.76 

0.8

1 

0.8

6 
0.78 0.60 

30.

3 
0.81 

0.8

5 
0.76 

0.8

1 

0.8

7 
0.78 0.61 

38 0.82 
0.8

7 
0.76 

0.8

3 

0.8

8 
0.79 0.63 

44.

5 
0.82 

0.8

7 
0.77 

0.8

3 

0.9

0 
0.79 0.64 

52.

3 
0.82 

0.8

7 
0.78 

0.8

3 

0.9

0 
0.80 0.65 

61.

1 
0.83 

0.8

8 
0.77 

0.8

3 

0.9

0 
0.79 0.65 

69.

1 
0.83 

0.8

8 
0.77 

0.8

4 

0.9

0 
0.80 0.65 

80 0.83 
0.8

9 
0.78 

0.8

4 

0.9

1 
0.80 0.66 

eT
N

T
(S

B
T

S
) 

19 0.76 
0.7
7 

0.75 
0.7
6 

0.8
2 

0.75 0.52 

29.

9 
0.79 

0.8

2 
0.75 

0.8

0 

0.8

5 
0.77 0.57 

35 0.80 
0.8
4 

0.75 
0.8
1 

0.8
7 

0.78 0.60 

40 0.81 
0.8

6 
0.76 

0.8

2 

0.8

8 
0.78 0.62 

50.
3 

0.82 
0.8
7 

0.77 
0.8
3 

0.9
0 

0.79 0.64 

55.

9 
0.82 

0.8

7 
0.77 

0.8

3 

0.9

0 
0.79 0.64 
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61.

2 
0.83 

0.8

8 
0.78 

0.8

4 

0.9

0 
0.80 0.65 

65.

6 
0.83 

0.8

9 
0.77 

0.8

4 

0.9

0 
0.79 0.66 

71.

5 
0.83 

0.8

9 
0.77 

0.8

4 

0.9

1 
0.79 0.66 

80 0.83 
0.8

9 
0.78 

0.8

4 

0.9

1 
0.80 0.67 

TABLE III.  ETNT PERFORMANCE MEASURES FOR THE LITCOVID 

DATASET 

Topic

s 
Terms 

Accurac

y 
Recall 

Specificit

y 
F1 AUC 

Precisio

n 

Cohen's 

kappa 

T
ex

tN
etT

o
p
ics(T

P
S

) 

20 0.84 0.85 0.83 0.84 0.91 0.83 0.68 

35 0.86 0.88 0.85 0.87 0.93 0.85 0.73 

48 0.87 0.88 0.86 0.87 0.94 0.86 0.74 

62.2 0.88 0.89 0.87 0.88 0.95 0.87 0.76 

73.6 0.89 0.89 0.88 0.89 0.95 0.88 0.78 

84.6 0.89 0.90 0.89 0.89 0.95 0.89 0.79 

101 0.89 0.90 0.89 0.89 0.96 0.89 0.79 

116 0.90 0.91 0.89 0.90 0.96 0.89 0.80 

128.3 0.90 0.91 0.89 0.90 0.96 0.89 0.80 

141.3 0.90 0.91 0.89 0.90 0.96 0.89 0.80 

T
ex

tN
etT

o
p
ics(T

P
S

) +
 F

 co
m

p
o

n
en

t 

17 0.85 
0.8

8 
0.83 

0.8

5 

0.9

2 
0.84 0.70 

27 0.87 
0.8
9 

0.85 
0.8
7 

0.9
4 

0.86 0.74 

36 0.88 
0.8

9 
0.87 

0.8

8 

0.9

5 
0.87 0.76 

50.3 0.89 
0.9
0 

0.88 
0.8
9 

0.9
6 

0.88 0.78 

65.1 0.89 
0.9

0 
0.88 

0.8

9 

0.9

6 
0.88 0.78 

77.7 0.90 
0.9
1 

0.89 
0.9
0 

0.9
6 

0.89 0.80 

93.2 0.90 
0.9

1 
0.89 

0.9

0 

0.9

6 
0.89 0.80 

109 0.90 
0.9
1 

0.89 
0.9
0 

0.9
6 

0.89 0.80 

123 0.91 
0.9

2 
0.89 

0.9

1 

0.9

6 
0.89 0.80 

141 0.90 
0.9
2 

0.89 
0.9
0 

0.9
6 

0.89 0.80 

eT
N

T
(S

F
T

S
) 

18.4 0.86 
0.8

8 
0.84 

0.8

7 

0.9

3 
0.85 0.73 

30.8 0.88 
0.8

9 
0.88 

0.8

8 

0.9

5 
0.88 0.77 

49.6 0.89 
0.9

0 
0.88 

0.8

9 

0.9

5 
0.88 0.78 

66.3 0.89 
0.9

0 
0.89 

0.8

9 

0.9

6 
0.89 0.79 

79.1 0.90 
0.9

0 
0.90 

0.9

0 

0.9

6 
0.90 0.80 

92.4 0.90 
0.9
1 

0.90 
0.9
0 

0.9
6 

0.90 0.81 

104.

4 
0.91 

0.9

1 
0.90 

0.9

1 

0.9

6 
0.90 0.81 

117.
6 

0.91 
0.9
2 

0.90 
0.9
1 

0.9
7 

0.90 0.82 

129.

8 
0.91 

0.9

1 
0.90 

0.9

1 

0.9

7 
0.90 0.81 

141.

5 
0.91 

0.9

2 
0.90 

0.9

1 

0.9

7 
0.90 0.82 

eT
N

T
(S

B
T

S
) 

22 0.86 
0.8

6 
0.85 

0.8

6 

0.9

2 
0.85 0.72 

39.2 0.89 
0.8

9 
0.88 

0.8

9 

0.9

5 
0.88 0.77 

53.1 0.90 
0.9
1 

0.90 
0.9
0 

0.9
6 

0.90 0.81 

68.6 0.90 
0.9

1 
0.89 

0.9

0 

0.9

6 
0.90 0.81 

82 0.91 
0.9
2 

0.90 
0.9
1 

0.9
6 

0.90 0.82 

94.7 0.91 
0.9

1 
0.90 

0.9

1 

0.9

6 
0.90 0.81 

108.

1 
0.91 

0.9

2 
0.90 

0.9

1 

0.9

7 
0.90 0.82 

123.

1 
0.91 

0.9

2 
0.90 

0.9

1 

0.9

7 
0.91 0.82 

134.

1 
0.91 

0.9

2 
0.91 

0.9

1 

0.9

7 
0.91 0.83 

142 0.91 
0.9

2 
0.90 

0.9

1 

0.9

7 
0.91 0.83 

 
Fig. 4. F1-score performance comparison of TextNetTopics with and 

without the F component for the WOS-5736 dataset. The circles represent the 

number of top-ranked accumulated topics. 

 
Fig. 5. F1-score performance comparison of TextNetTopics with and 

without the F component for the MultiLabel dataset. The circles represent the 

number of top-ranked accumulated topics. 
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Fig. 6. F1-score performance comparison of TextNetTopics with and 

without the F component for the LitCovid dataset. The circles represent the 
number of top-ranked accumulated topics. 

B. eTNT Performance Using Various Topic Scoring 

Approaches 

In this subsection, we evaluate the performance of eTNT, 
which integrates the F component and one of the proposed 
scoring mechanisms—Sequential Forward Topic Scoring and 
Sequential Backward Topic Scoring—on three datasets: WOS-
5736, LitCovid, and MultiLabel (refer to Fig. 7 and Fig. 9). 
Our analysis indicates a notable trend in the effectiveness of 
the examined approaches. We identified a pivotal turning point 
in the F1-score, marking a significant change in performance. 
The Sequential Forward approach showed an improved F1-
score up to a specific number of topics. However, past this 
critical threshold, there was a shift, with the Sequential 
Backward approach becoming more effective. 

This nuanced observation suggests that the optimal choice 
between forward and backward topic scoring depends on the 
number of topics involved. The backward approach proves to 
be more effective when a larger number of topics is necessary. 
In contrast, the forward approach is more advantageous when 
fewer topics are sufficient. 

When comparing the original scoring mechanism, Topic 
Importance Scoring (TPS), with the two proposed approaches 
(refer to Fig. 7 till Fig. 9), an interesting trend emerges. Up to a 
specific number of topics, the original scoring mechanism 
outperformed the backward approach but lagged behind the 
forward approach. However, beyond a certain number of 
topics, the F1-score for TPS diminished compared to both the 
forward and backward approaches. This trend highlights the 
superiority of SFTS over TPS across all accumulated top-
ranked topics. 

According to the obtained results, SFTS and SBTS select a 
reduced number of features (accumulated topics) to achieve 
specific performance levels, thereby enabling further feature 
reduction. For instance, in the WOS-5736 dataset, to achieve a 
97% F1-score, TPS utilizes 100 features, whereas SFTS and 
SBTS use only 80 and 77 features, respectively. Likely, in the 
MultiLabel dataset, to attain an 84% F1-score, TPS requires 78 
features, while SFTS and SBTS use 70 and 61 features, 
respectively. Similarly, in the LitCovid dataset, to obtain a 91% 
F1-score, TPS utilizes 125 features, whereas SFTS and SBTS 
use only 104 and 82 features, respectively. These findings 
underscore the ability of SFTS and SBTS to enhance the topic 

selection process, improving efficiency without compromising 
classification performance. 

 

Fig. 7. F1-score performance comparison of eTNT with various topic 

scoring methods for the WOS-5736 dataset. The circles represent the number 
of top-ranked accumulated topics. 

 

Fig. 8. F1-score performance comparison of eTNT with various topic 

scoring methods for the MultiLabel dataset. The circles represent the number 

of top-ranked accumulated topics. 

 

Fig. 9. F1-score performance comparison of eTNT with various topic 

scoring methods for the LitCovid dataset. The circles represent the number of 
top-ranked accumulated topics. 

VIII. CONCLUSION 

In conclusion, this study introduces eTNT, an enhancement 
of the TextNetTopics framework. eTNT integrates a filtering 
component that refines topic quality by removing non-
informative features, thereby enhancing the informativeness 
and relevance of topics for text classification tasks.  
Additionally, it incorporates two novel scoring approaches: 
Sequential Forward Topic Scoring (SFTS) and Sequential 
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Backward Topic Scoring (SBTS). Unlike the original Topic 
Performance Scoring (TPS) method, which evaluates topics 
independently, SFTS and SBTS consider the interactions 
between topics, simultaneously assessing sets of topics to 
enhance the selection process and improve classifier efficiency. 

The experimental results across the WOS-5736, LitCovid, 
and MultiLabel datasets provide valuable insights into the 
superior performance of eTNT over its predecessor, 
TextNetTopics. Specifically, eTNT demonstrates significant 
improvements in classification performance and feature 
reduction, underscoring the benefits of the proposed filtering 
and scoring mechanisms. For future work, we plan to 
investigate the use of word embeddings for feature grouping as 
an alternative to topic modeling in the T component,  aiming to 
further enhance feature representation and classification 
performance. 
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Abstract—Respiratory diseases are one of the most prevalent 

acute and chronic ailments worldwide. According to a recent 

survey, there were around 545 million cases of chronic 

respiratory diseases worldwide. Chronic respiratory diseases 

such as chronic obstructive pulmonary disease (COPD), 

pneumoconioses, asthma, interstitial lung disease and pulmonary 

sarcoidosis are significant public health problems across the 

world. The most significant CRD (Chronic Respiratory Disease) 

risks have been identified including smoking, contact with indoor 

and outdoor pollutants, allergies, occupational exposure, poor 

nutrition, obesity, inactivity and other factors. Interstitial lung 

diseases are diagnosed on high-resolution computed tomography 

(HRCT) using a variety of different interstitial pattern namely 

such as reticular, nodular, reticulonodular, ground-glass lung, 

cystic, ground-glass with reticular, cystic with ground-glass. If 

the lung diseases are identified at an early stage life span could be 

increased. Computer aided diagnosis could play a crucial role in 

identifying lung diseases at an early stage, disease management 

and treatment planning. In this paper a novel method is 

proposed to identify and classify HRCT images of cancerous lung 

using ML (Machine Learning) and to identify and classify 

ground glass lung, pulmonary fibrosis lung and healthy lung 

HRCT images using LBP (Local Binary Pattern) and KNN (K-

Nearest Neighbor) classifier. Experimenting the proposed 

method on 996 images yielded 94% accuracy. 

Keywords—Ground glass; healthy; KNN; LBP, lung cancer; 

lung diseases classification; LBP; ML and pulmonary fibrosis 

I. INTRODUCTION 

Chronic respiratory disorders are among the most prevalent 
non-communicable diseases in the world, owing to their high 
prevalence. The high rate of occupational, environmental and 
behavioural inhalational exposures has exacerbated the 
problem. Chronic respiratory diseases include interstitial lung 
disease, pulmonary sarcoidosis and pneumoconioses such as 
silicosis and asbestosis [1]. Ground glass opacity (GGO), 
commonly referred to as ground-glass attenuation, is the term 
utilized to explain greater lung parenchymal attenuation on CT 
images that does not obscure the pulmonary vascular lines [2]. 
A honeycomb lung can be seen on a CT scan of the lung area. 
Although end-stage chronic interstitial Pneumonia can cause 
honeycomb like cysts, usually appears in cases of severe, 
progressive disease. The appearance of a honeycomb suggests 
that nearby bronchioles have expanded due to fibrosis or 
granuloma edema, causing harm to the bronchioles [3]. High-
resolution computed tomography and thin-section CT are 
effective for viewing the lungs parenchyma. The investigation 

of Bronchiectasis and single pulmonary nodules has been 
demonstrated to benefit from HRCT. Diffuse and focal 
pulmonary parenchyma disease may be evaluated with HRCT 
[4]. The computer-aided diagnosis (CAD) system serves as a 
tool for the medical field by assisting doctors in providing 
more accurate diagnoses of illnesses with greater precision in a 
shorter amount of time [5]. 

Early diagnosis of respiratory diseases is crucial for the 
prognosis and to protect the quality life of the patients. 

A lot of people could ignore the mild symptoms that 
indicate a respiratory problem, which might develop gradually. 
For better results and prompt action, it is essential to identify 
the early indicators of respiratory issues. Because of this issue 
with respiratory disease early detection, if an automated 
method is developed to recognize the changes in lung 
parenchyma caused by lung diseases, lung diseases can be 
detected early. 

This research work aims at developing an automated 
computer aided system for classifying Lung Cancer, Ground 
Glass Lung and Pulmonary Fibrosis using Machine Learning 
and KNN Classifier. 

After classifying the parenchymal changes as ground glass 
lung, pulmonary fibrosis lung, the data analysis carried out 
with clinical data would lead to the diagnosis of specific lung 
disease. 

II. LITERATURE SURVEY 

Anthimopoulos et al. [6] proposed a method for assessing a 
convolutional neural network (CNN) for ILD pattern 
categorization. The architecture of the network is as follows: 
Three dense layers are placed after average pooling with a 
scaling of the final feature maps, and five convolutional layers 
with 2x2 kernels and LeakyReLU activations. The final thick 
layer has seven outputs, corresponding to the aforementioned 
classes: healthy, ground glass opacities (GGO), microfiber 
strands, consolidation, reticulation, honeycombing and a mix 
of GGO/reticulation. The suggested procedure has an accuracy 
of about 85.61%. 

Lakshmi Narayanan and Jeeva [7] suggested a procedure 
that entails the subsequent actions: i) The user can choose 
which area to crop after the image has been first enhanced and 
the region of interest has been adjusted. ii) A morphological 
procedure is carried out to improve the nodules and suppress 
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the blood vessels. iii) Labeling is used to identify nodules. iv) 
The features of the nodules are extracted. v) Classifiers that 
operate primarily on the basis of retrieved features are 
implemented using neural networks. The lung nodule that is 
located near to the lung wall was found using the suggested 
method. 

Shuangfeng Dai et al. [8] proposed a new lung 
segmentation technique and it is based on an enhanced graph 
cuts algorithm from the energy function. Initially, Gaussian 
mixture models (GMMs) are used to model the lung CT 
images. Then, the expectation maximization (EM) approach is 
used to achieve the optimum distribution parameters. We may 
create an enhanced regional penalty item in the graph cuts 
energy function using those settings. Second, taking into 
account the image edge data, the lung image edges are 
identified and extracted using the Sobel operator. This 
information is then utilized to enhance the graph cuts energy 
function's boundary penalty item. The lung is segmented using 
the minimum cut theory after the improved energy function of 
the graph cuts algorithm is finally acquired and the matching 
graph is made. 

Yang Chunran et al. [9] suggests a method for detecting 
and segmenting lung nodules that makes use of the level set 
approach, a fully convolutional network (FCN), and other 
image processing tools. In order to segment the lungs, lung CT 
scans are first entered into the FCN. Second, the threshold 
method and other image processing techniques are used to 
detect lung nodules inside the lung area. Lastly, the level set 
method and threshold method based on the coordinate system 
transformation segment the lung nodules that have been 
recognized and their spiculation. The outcome of the 
experiment indicates that the suggested approach is capable of 
detecting and segmenting lung nodules. 

Binila Mariyam Boban and Rajesh Kannan Megalingam 
[10] suggested a method using machine learning algorithms to 
identify and categorize lung illnesses. It has 400 CT scan 
images of lung diseases, such as pleural effusion, bronchitis, 
emphysema, cancer, and normal. Machine learning algorithms 
like the MLP (Perceptron), KNN (K- nearest neighbor), and 
SVM (Support Vector Machine) classifier are used to analyze, 
classify, and classify the input image. The output is segmented 
and the classifier's accuracy is compared after feature 
extraction. A CT scan image contains unnecessary information 
when it is fed into a classifier. Here, the Gray Level Co-
occurrence Matrix (GLCM) is utilized to choose the most 
pertinent features (i.e., to extract characteristics). This classifier 
achieves 98% accuracy for MLP, 70.45% accuracy for SVM, 
and 99.2% accuracy for KNN. 

Sunita Agarwala et al. [11] proposed the automatic 
segmentation of lung field from HRCT images. The technique, 
which is based on the active shape model, can segment the 
lung fields from HRCT images that contain a variety of 
diseased regions, including consolidation, ground glass opacity 
(GGO), honeycomb, and cavities. Training data of size 100 is 
used to construct several atlases of the lung fields, one for each 
lung, left and right. The active shape model that estimates lung 
shape fields is trained using these atlases. In order to minimize 
human interference, the matching step automates the seed 

selection process after training. For 80 HRCT slices from a 
publically accessible database, the segmentation outcome is 
assessed in terms of the Jaccard index, Dice Similarity 
Coefficient (DSC), and Modified Hausdorff Distance (MHD). 

Nidhi S. Nadkarni and Borkar [12] developed an automated 
method for identifying lung cancer in CT scan images. The 
suggested lung cancer detection algorithm makes use of 
techniques like median filtering for image pre-processing, 
which is followed by mathematical morphological procedures 
for segmenting the lung region of interest. Support vector 
machines are used to classify CT scan pictures into normal and 
pathological categories based on geometrical attributes that are 
computed from the extracted region of interest. 

Anthimopoulos et al. [13] suggested a scheme for the 
classification of HRCT image patches with ILD anomalies as a 
first step toward the quantification of the different ILD patterns 
in the lung, A DCT-based filter bank is used for local spectral 
analysis in the feature extraction process. Q-quantiles are 
produced to describe the distribution of local frequencies that 
characterize the texture of the picture after convolving the 
image with the filter bank. The final feature vector is then 
formed by adding the original image's gray-level histogram 
values. An RF (Random Forest) classifier is used to classify the 
patches that have already been described. 

Bingqian Yang et al. [14] suggested a dual-branch encoder 
and cascaded decoder network (DECDNet) to segment 
honeycomb lesions,. Using separate paradigm representations 
for ResNet34 and Swintransformer, create a dual-branch 
encoder in order to extract local features and long-range 
dependencies, respectively. The feature fusion module will 
then be developed in order to further combine the various 
paradigm features and produce richer representation data. In 
order to combine the multi-stage encoder information and 
obtain the final segmentation result, a cascaded attention 
decoder is built, taking into account the issue of information 
loss during the decoder. 

Dudhane et al. [15] demonstrated how to use the Local 
Binary Patterns (LBP) histogram and second-order statistics 
like the Grey Level Run Length Matrix (GLRLM) and Grey 
Level Co-occurrence Matrix (GLCM) to extract features from 
a (31x31) size patch. For classification, a two-layer feed-
forward neural network that was trained using the Scaled 
Conjugate Gradient Back-propagation algorithm is employed. 
The outcomes are validated and juxtaposed using various 
classifiers, including k-NN and SVM. This investigation was 
conducted using an ILD case database that is accessible to the 
general public. ILD patches were gathered from a 2-D Region 
of Interest (ROI) that a professional radiologist had designated. 
This study takes into account five often observed ILD patterns: 
Normal, Emphysema, Fibrosis, Ground Glass, and 
Micronodule. 

Joel Than Chia Ming et al. [16] suggested a method for 
classifying the existence of two medical features in lung 
diseases: Ground Glass Opacity (GGO) and Reticular Pattern 
(RP). Every patient's slice and lung is rated for the RP and 
GGO by a senior radiologist. In this investigation, five 
predefined level HRCT Thorax imaging slices representing the 
entire lung of 10 patients with disease and ten patients without 
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it were used. The GLCM approach is used to extract the 
textural information from each patient. WEKA, a machine 
learning tool, was used for classification. The Random Forest, 
K-Nearest Neighbor (KNN), Radial Basis Function Network, 
Random Forest, Multilayer Perceptron (MLP), and Decision 
Table I classifiers were the ones employed. The classifiers 
demonstrated that an RF classifier can produce a classifier with 
an overall accuracy of 0.81. 

Hiram et al. [17] used SVM and a wavelet feature 
descriptor to classify lung nodules. Here, one and two levels of 
decomposition are used to compute wavelet transforms. 
Nineteen characteristics are computed from each wavelet sub-
band. SVM is used to distinguish between CT scans that 
contain nodules and those that do not. 

Emre EGR̘ IBOZ et al. [18] proposed a technique to 
recognize areas of honeycombing and ground glass patterns in 
High Resolution Computed Tomography (HRCT) lung images, 
will assist professionals in diagnosing and monitoring the IPF 
condition. Constructing a deep learning model from provided 
Computed Tomography (CT) images for the particular sick 
regions and developing a program module that splits the lung 
pair. The program module will be able to identify certain 
locations in newly provided CT images by using the generated 
model. This study tested the lung segmentation performance 
using the Sørensen-Dice coefficient method, yielding a mean 
performance of 90.7%. Additionally, testing the generated 
model was done using data that was not used during the CNN's 
training phase, yielding an average performance of 87.8% for 
healthy regions, 73.3% for ground-glass areas, and 69.1% for 
honeycombing zones. 

The unique method described in this paper uses machine 
learning to identify and classify HRCT images of lung cancer. 
It also uses LBP and KNN classifier to identify and classify 
HRCT images of healthy lung, ground glass and pulmonary 
fibrosis lung. 

TABLE I.  COMPARISON OF ACCURACY OBTAINED BY THE  PROPOSED 

METHOD AND OTHER METHODS 

Sl.No. Authors Accuracy in % 

1 Marios Anthimopoulos et al.[6] 85.61 

2 Joel Than Chia Ming et al.[16] 81 

3 Hiram et al.[17] 89.52 

4 Emre EGR˘ ˙IBOZ et al.[18] 
Ground glass lung : 73.3 

Honeycomb lung :69.1 

5 Proposed method 94 

III. METHODOLOGY 

In this work, the proposed method is used to identify and 
classify ground glass lung, pulmonary fibrosis lung and healthy 
lung HRCT images using LBP and KNN classifier and ML is 
used to detect and classify HRCT images of lung cancer. 

The proposed method is shown in Fig. 1. The method 
includes Image acquisition, pre-processing, lung segmentation, 
feature extraction and classification. 

 

Fig. 1. Flowchart of the proposed method. 

A. Dataset Collection 

In this research, the first step of the proposed method 
involves data collection to evaluate its performance. The 
dataset of 996 lung HRCT images consists of 122 lung cancer 
images, 138 healthy lung images, 559 ground glass lung 
images and 177 pulmonary fibrosis lung images.  Lung cancer 
images and healthy images were collected from Kaggle 
database and a set of ground glass lung HRCT images and 
pulmonary fibrosis HRCT images were obtained   from HBS 
hospital, Bangalore, India. 

B. Pre-processing 

This stage involves pre-processing the data using the 
gathered lung HRCT image dataset as input. Pre-processing is 
important because it turns the raw data into a format that is 
both effective and valuable.The pre-processing stage involves 
filtering and enhancement. The acquired PNG image is 
converted into a gray scale image from RGB image and also is 
resized to 512x512. For DICOM dataset normalization is 
applied. 

1) Median filter: Noise present in the image is eliminated 

by applying the median filter. The image's crispness is 

preserved while noise is eliminated by the median filter. As 

suggested by the name, the neighborhood pixels' median value 

is substituted for each pixel. This filter uses a 3 x 3 window 

[19]. 

2) Histogram equalization: The following stage involves 

employing histogram equalization to improve the filtered 

images. The process of improving an image's quality is called 

image enhancement. Improving the contrast of medical images 

is essential for improved comprehension and analysis. 

Histogram equalization is the standard procedure for this 

process. Using this procedure, a small change to the image 

pixel intensity is made. The intensity of each pixel is mapped 

in accordance with its rank among the nearby pixels [19]. 
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C. Segmentation 

Region of interest is selected from the pre-processed image. 
Here Unet architecture [20] is used for segmentation. There are 
two ways to segment biomedical images using the U-Net 
architecture. An encoder, also known as a contraction, is the 
first path. The encoder uses a small feature map to record 
context. The encoder is a stock of convolution layers such as 
Vgg-16 and max-pooling. A uniform expanding path, which is 
the second path and is also referred to as a decoder, makes up 
the other half of the design. Transposed convolution was used 
in the second step to achieve the exact localization. There are 
numerous contraction blocks in the encoder section. The 
encoder adheres to ConvNet's traditional architecture. The 
network employs a 2 × 2 max-pooling operation with stride 2 
for contraction and a repeating implementation of two 3 × 3 
convolutions (ReLU). As the number of features decreases by 
half, the number of feature channels doubles. The wide path 
includes two 2 × 2 convolutions (also known as "up-
convolutions"), which reduce the number of feature channels in 
a feature map, concatenation with the matching feature map 
from the skip connection, and two 3 × 3 convolutions before 
ReLU. The component feature vector is mapped using a 1 × 1 
convolution at the last layer. The network consists of 23 
convolutional layers in total. 

1) Lung tumor extraction: The pre-processed image is first 

tested for lung cancer. Lung cancer is identified using machine 

learning method by suitably annotating the image. If cancer is 

present it is identified and classified as lung cancer image, if 

not the image could belong to healthy lung, pulmonary 

fibrosis lung or ground glass lung category. Fig. 2 shows the 

lung cancer classification by machine learning method. The 

acquired pre-processed image is annotated and the lung tumor 

is segmented using U-net architecture. By labeling the tumor 

area in the image, machine learning is used to identify tumors. 

A dataset is created where the cancer images are annotated. To 

train the model, the U-net architecture receives the dataset and 

masks. This model uses a threshold value(tumor area) to test 

and classify  lung cancer images. 

2) Lung cancer classification: The area of segmented 

tumor images is found. Based on the area size tumor 

classification is done. The threshold of 1500 pixels (area size) 

is fixed based on training data. If the image under test is 

cancer, the segmented area would have number of pixels more 

than 1500; if not, the segmented area would have number of 

pixels less than 1500. Thus, the incoming image is currently 

categorized as either lung cancer or another type of condition 

(ground glass, pulmonary fibrosis lung, or healthy lung). 

3) Lung lobes segmentation: If the incoming image falls 

into the other image category, it might be any image from the 

other group, which includes images of ground glass lung, 

pulmonary fibrosis lung and healthy individuals. The next step 

is to categorize these images which are shown in Fig. 3. Lung 

segmentation is now done by annotating the whole lung 

portion on training image. Masks and datasets are now 

transferred to the U-net architecture to get the lung segmented. 

 
Fig. 2. Classification of lung cancer using ML. 

 
Fig. 3. Classification of ground glass lung, pulmonary fibrosis lung and 

healthy lung using LBP features and KNN classifier. 

D. Feature Extraction 

Following the segmentation procedure, the local binary 
pattern is used to extract the features from healthy lung, ground 
glass lung and pulmonary fibrosis lung images. 

1) Local binary pattern: Ojala et al. [21] first introduced 

the LBP as a gray-scale invariant measure to describe local 

structure in a neighborhood of three by three pixels. Eight bit 

codes were provided based on the neighborhood pixels 

surrounding the central pixel when it was first designed for 

3x3 neighborhoods. The decimal representation of the 

resulting LBP, given a pixel at (pc, qc), is given by Eq. (1). 

LBP(pc, qc) = ∑ i (an − ac)2𝑟7

𝑟=0
           (1) 

Where r represents 8-neighbours of the central pixel, ac and 
an are gray-level values of the central pixel and the  
surrounding pixels, and the function i(x) is defined is shown in 
Eq. (2) . 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1149 | P a g e  

www.ijacsa.thesai.org 

𝑖(𝑥) = {
1      𝑖𝑓 𝑥 ≥ 0
0      𝑖𝑓 𝑥 < 0

         (2) 

Since LBP can only operate on grayscale images, the input 
image must first be converted to grayscale. A 3x3 
neighborhood is chosen around the current pixel in this 
grayscale image, and the LBP value is calculated. Update the 
value of a specific pixel once its LBP value has been 
determined. Evaluate the values of the central and surrounding 
pixels. You can take in pixels in either a clockwise or 
counterclockwise manner by starting with any neighboring 
pixel value, but you have to utilize the same order for every 
pixel. 

There are eight nearby pixels, and eight comparisons are 
made for each pixel. Set to 1 if the current pixel value is greater 
than or equal to the value of the neighboring pixel; otherwise, 
set to 0[22]. Fig. 4 shows 3x3 matrix  LBP calculation. 

 

Fig. 4. 3x3 Matrix  LBP calculation. 

The binary number that is acquired from Fig. 4 and 
translated to decimal. 

                      1  0  1  1   0  1   1  0 

2^7 + 0 + 2^5 + 2^4 + 0 + 2^2 + 2^1 + 0 

128+0+32+16+0+4+2+0=182 

 

E. KNN Classification 

1) KNN classifier: The similarity function is used by the 

algorithm for K-Nearest Neighbors (KNN) to estimate values 

for the new data points. This suggests that a score will also be 

assigned to the current data points based on how well they 

match the training points. The stages listed below assist in 

comprehending how it functions: 

a) Phase 1: A data set is necessary for any method. 

Therefore, load the training and test data during the KNN's 

initial stage. 

b) Phase 2: The K value, or the nearest points of 

information, will be chosen first. The difference between each 

training row and the test data is then computed. Euclidean 

distance is the distance metric used to sort the distance, which 

is computed in ascending order based on distance values. 

Phase 3: Next, select the top k rows from the list of categories. 

The actual class is the most prevalent. 

2) Image classification: The extracted LBP histogram 

features of segmented sections of ground glass lung, 

pulmonary fibrosis lung and healthy lung are used to train 

KNN classifier. A trained model is put to the test images in 

order to identify and classify the healthy lung, pulmonary 

fibrosis lung and ground glass lung images. 

IV. RESULTS  

A set of images consisting of lung cancer, healthy lung 
images, ground glass lung images and pulmonary fibrosis 
images is shown in Fig. 5, Fig. 6, Fig. 7 and Fig. 8 respectively. 
Extraction of lung tumor is depicted in Fig. 9. Block diagram 
showing classification process of ground glass lung, pulmonary 
fibrosis lung and healthy lung images is illustrated in Fig. 10. 
Lung cancer classification based on number of pixels in the 
segmented area using sample images are tabulated in Table II. 
Table III shows lung cancer classification accuracy. Table IV 
displays the classification accuracy using the LBP and KNN 
classifier for the images of the ground glass lung, pulmonary 
fibrosis lung and healthy lung. Table I shows the comparison 
of accuracy obtained by the proposed method and other 
methods. 

 
Fig. 5. A set of lung cancer images. 

 

Fig. 6. A set of healthy lung images. 
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Fig. 7.  A set of ground glass lung images. 

 
Fig. 8. A set of Pulmonary fibrosis images. 

                   
Lung cancer image                 Masking                       Lung tumor extraction 

Fig. 9. Lung tumor extraction. 

 
Fig. 10. Block diagram showing classification process of ground glass lung, 

pulmonary fibrosis and healthy lung images. 

TABLE II.  LUNG CANCER CLASSIFICATION BASED ON NUMBER OF 

PIXELS IN THE SEGMENTED AREA USING SAMPLE IMAGES 

Image Category 
Number of  Pixels in 

segmented area 
Class 

Healthy1 708 Non Cancerous 

Healthy2 402 Non Cancerous 

Healthy3 5 Non Cancerous 

Cancer1 6378 Cancer 

Cancer 2 5161 Cancer 

Cancer 3 13066 Cancer 

Ground glass1 0 Non Cancerous 

Ground glass 2 0 Non Cancerous 

Ground glass 3 108 Non Cancerous 

Pulmonary fibrosis 1 0 Non Cancerous 

Pulmonary fibrosis 2 197 Non Cancerous 

Pulmonary fibrosis 3 0 Non Cancerous 

TABLE III.  CLASSIFICATION ACCURACY – LUNG CANCER 

Number of images trained No. of images tested % Accuracy 

42 80 92.20 

TABLE IV.  CLASSIFICATION ACCURACY USING LBP AND KNN 

CLASSIFIER – HEALTHY LUNG,GROUND GLASS LUNG AND PULMONARY 

FIBROSIS LUNG IMAGES 

Number of images trained Number of images tested % Accuracy 

699 175 94.85 

V. DISCUSSION 

The anatomical changes in the lung parenchyma brought on 
by lung diseases including lung cancer, pulmonary fibrosis, 
ground glass lung and healthy lung are identified using the 
proposed method. A set of total 996 lung CT images, in which 
138 healthy lung images,122 lung cancer images,559 ground 
glass lung images and 177 Pulmonary fibrosis lung images is 
taken for experimentation. The proposed method is shown in 
Fig. 1. The obtained images go through a pre-processing step 
that involves enhancement and filtration. Tumor identification 
is done using machine learning by annotating the tumor area in 
the image as shown in Fig. 2. Training dataset consists of 42 
lung cancer images and testing dataset includes 80 lung cancer 
images.  The tumor identification is done by machine Learning. 
A dataset is formed in which the cancer images are annotated. 
The dataset and masks are passed onto U-net architecture to 
train the model.  A group of images are tested using this model. 
If the image under testing is a cancerous one, segmented area 
would have pixels more than 1500 if not segmented area would 
have lesser than 1500 in number the threshold (1500 pixels) is 
fixed based on training data. So at this stage, the incoming 
image is classified as cancerous or other category (ground 
glass, Pulmonary fibrosis or healthy), results are tabulated in 
Table II. Table III shows the accuracy of proposed system 
obtained is 92.20%.  If the incoming images fall under the 
category “other image”, it could be anyone of the other group 
consisting of healthy lung, pulmonary fibrosis lung and ground 
glass lung images. The following stage is to classify these 
images shown in Fig. 3. Lung segmentation is now done on 
annotating the whole lung on training data. Now dataset and 
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masks are passed onto U-net architecture. LBP features are 
extracted from the segmented lung portions of ground glass 
lung, pulmonary fibrosis lung or healthy lung and KNN 
classifier is trained using LBP pattern of ground glass lung, 
Pulmonary fibrosis and healthy lung. Trained model is tested 
on 112 images of ground glass lung, 37 pulmonary fibrosis 
lung images and 26 healthy lung images and obtained an 
accuracy of 94.85% as shown in Table IV. The overall 
accuracy of the proposed system found to be 94%. 

VI. CONCLUSION AND FUTURE WORK 

The proposed method developed a computer aided 
diagnosis and classification system for classifying lung cancer, 
healthy, ground glass lung and pulmonary fibrosis images. The 
dataset consisted of 996 images in total. Training dataset 
consists of 42 lung cancer, 112 healthy lung, 447 ground glass 
lung and 140 pulmonary fibrosis lung images; testing dataset 
includes 80 lung cancer, 26 healthy lung, 112 ground glass 
lung and 37 pulmonary fibrosis images. Lung cancer diagnosis 
and classification is done by using machine learning algorithm. 
Healthy, ground glass and pulmonary fibrosis classification is 
done using LBP and KNN classifier. LBP histogram features 
are found to be useful in effective classification of healthy, 
ground glass and pulmonary fibrosis images. The obtained 
accuracy of the proposed system is 94%.The accuracy of 
computer aided diagnosis model may be increased by 
increasing number of training images obtained from hospitals. 
Computer aided diagnosis of lung diseases identification and 
classification would identify the diseases at an early stage 
thereby increasing the life span and quality life of the patients. 

Based on the research outcome an automated system can be 
developed in future to identify lung diseases at an early stage. 
After identifying the parenchymal pattern a data analysis can 
be carried out with patient’s clinical data to diagnose the 
specific lung disease. For parenchymal pattern identification 
reticular lung images and emphysema can also be included in 
the future work; the future work can be carried out on a larger 
dataset. 
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Abstract—The increasing demand for real-time gender and age 

classification in video inputs has spurred advancements in 

computer vision techniques. This research work presents a 

comprehensive pipeline for addressing this challenge, 

encompassing three pivotal tasks: face detection, gender 

classification, and age estimation. FaceNet effectively identifies 

faces within video streams, serving as the foundation for 

subsequent analyses. Moving forward, gender classification is 

achieved by utilizing a finely tuned ResNet34 model. The model is 

trained as a binary classifier for the gender identification. The 

optimization process employs a binary cross-entropy loss function 

facilitated by the ADAM optimizer with a learning rate of 1e-2. 

The achieved accuracy of 97% on the test dataset demonstrates 

the model's proficiency. The ADAM optimizer with a learning rate 

1e-3 is used to train with the Mean Absolute Error (MAE) loss 

function. The evaluation metric, MAE, underscores the model's 

effectiveness, with an achieved MAE error of 6.8, signifying its 

proficiency in age estimation. The comprehensive pipeline 

proposed in this research showcases the individual components' 

efficacy and demonstrates the synergy achieved through their 

integration. Experimental results substantiate the pipeline's 

capacity for real-time gender and age classification within video 

inputs, thus opening avenues for applications spanning diverse 

domains. 

Keywords—Gender classification; age estimation; face 

detection; FaceNet; ResNet34; computer vision techniques  

I. INTRODUCTION 

In recent years, there has been a growing demand for real-
time gender and age classification in video inputs across many 
applications. This demand stems from the increasing prevalence 
of video data in various domains, such as surveillance, 
marketing, and human-computer interaction. As a result, 
computer vision techniques have witnessed significant 
advancements, enabling the development of efficient and 
accurate methods to classify gender and estimate age from video 
streams. This research presents an integrated approach that 
addresses real-time gender and age classification in video inputs 
[1]. Our approach entails a seamless pipeline comprising three 
crucial stages: face detection, gender classification, and age 
estimation. These stages are orchestrated using state-of-the-art 
deep learning techniques, culminating in a comprehensive 
solution that delivers high accuracy and performance. 

The initial stage of our integrated approach involves face 
detection, a fundamental task in video analysis [2]. To this end, 

we leverage the cutting-edge FaceNet model, renowned for its 
exceptional accuracy and speed. FaceNet accurately detects and 
localizes faces within video streams, providing a solid 
foundation for subsequent analyses. Moving forward, the 
pipeline transitions to gender classification, a critical task with 
broad applications in various domains [3]. For this purpose, we 
employ a finely tuned ResNet34 model, trained as a binary 
classifier to distinguish between male and female faces. 

The model employs the ADAM optimizer, which has a 
learning rate 1e-2, and the binary cross-entropy loss function to 
achieve improved convergence. Moreover, a learning rate 
scheduler with a step size of 3 is integrated to fine-tune the 
training process. This gender classification model achieves an 
impressive accuracy of 97% on the test dataset, demonstrating 
its proficiency in accurately classifying gender. A unique 
consideration in our approach is the careful exclusion of edge 
cases that involve individuals aged between 1 and 4. This pre-
processing step ensures that the model focuses on the target age 
group for robust and reliable gender classification results. In the 
final stage of the pipeline, we tackle the intricate task of age 
estimation. Leveraging the same ResNet3 4architecture, we 
configure the model to predict ages within the range of 1 to 100. 

To optimize this regression problem, we employ the Mean 
Absolute Error (MAE) loss function. The ADAM optimizer 
with a learning rate of 1e-3 is employed, and a learning rate 
scheduler with a step size of 3 further enhances the model's 
training. The evaluation metric, MAE, is monitored, and the 
achieved error 6.8 highlights the model's proficiency in 
accurately estimating ages. The integrated approach proposed in 
this research showcases the efficacy of individual components 
and underscores the synergy achieved through their seamless 
integration. Experimental results provide empirical evidence of 
the pipeline's performance, demonstrating its potential for real-
time gender and age classification within video inputs. This 
integrated approach paves the way for various applications 
spanning domains like marketing, security, and interactive 
systems, offering a versatile solution to meet the demands of 
real-world scenarios. 

The purposes of this research work are: 

 To propose and demonstrate a holistic pipeline that 
combines face detection, gender classification, and age 
estimation into a unified solution. This integrated 
approach is designed to handle real-time video inputs 
efficiently. 
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 To achieve a high level of accuracy in both gender 
classification and age estimation tasks. The research 
seeks to showcase the pipeline's ability to deliver precise 
results using advanced deep-learning techniques and 
model optimization strategies. 

The main goal is to demonstrate the usefulness of the 
suggested method by performing empirical tests and presenting 
the outcomes. The aim is to showcase the pipeline's efficiency 
in practical situations, making it appropriate for different fields 
where real-time identification of gender and age from video 
inputs is vital manuscripts. 

The further part of the paper is organized with Section II 
describing some of the previous works. Section III proposes the 
system architecture with the detailed dataset comparisons. This 
is followed by detailed analysis of results and discussion in 
Section IV. The concluding remarks are stated in Section V. 

II. LITERATURE REVIEW 

Computer vision has witnessed remarkable advancements in 
gender and age classification, driven by the increasing demand 
for automated video analysis. Researchers have explored diverse 
techniques to address these tasks, capitalizing on the potential of 
deep learning and convolutional neural networks (CNNs). 
Gender classification in images and videos has garnered 
significant attention. Approaches often leverage CNNs due to 
their ability to learn intricate features. Alipanahi and Haddadi 
(2021) presented a real-time gender classification technique 
using CNNs, emphasizing efficient processing within video 
streams [4]. Huang and Wang (2021) introduced hybrid 
attention networks for real-time gender classification, 
highlighting the importance of attention mechanisms [5]. Age 
estimation from facial images has been another focal point. 
Deep residual networks (ResNets) have emerged as a powerful 
tool. Liu and Wang (2022) proposed age estimation using deep 
ResNets, showcasing the potential of deep architectures [6]. 
Techniques like these have demonstrated accurate age 
prediction and the ability to handle varying age ranges. 

Efficient face detection is a crucial precursor to gender and 
age classification. Zhang and Li (2021) presented an improved 

single-shot detector for real-time face detection, addressing the 
need for speed and accuracy in real-world applications [7]. 
These advancements in face detection techniques contribute to 
the overall pipeline's effectiveness. The availability of suitable 
datasets is paramount for training and evaluation. Li and Chen 
(2020) contributed by providing a large-scale age and gender 
classification dataset for video inputs, supporting benchmarking 
and model evaluation [8]. This dataset significantly aids in 
developing and comparing models in this domain. 

Kim and Park (2022) demonstrated its application in 
interactive digital signage, showcasing its potential in marketing 
and user engagement [9]. Such real-world deployments 
highlight the relevance and impact of the proposed pipeline. 

Tan and Wang (2021) introduced an integrated approach for 
real-time age and gender classification using FaceNet and 
Convolutional LSTM, showcasing the effectiveness of 
combining techniques [10]. This emphasizes the trend towards 
combining multiple components to enhance overall 
performance. The studies above collectively underscore the 
evolving landscape of gender and age classification in computer 
vision, with deep learning, CNNs, and attention mechanisms at 
the forefront. These advancements pave the way for the 
proposed integrated approach, which aims to contribute to the 
field's ongoing progress. Table I summarizes the literature and 
highlights significant progress in real-time gender and age 
classification; the proposed integrated approach aims to bridge 
gaps and provide a streamlined solution that leverages the 
efficiency of FaceNet and the power of deep learning techniques 
for accurate and real-time analysis. This approach addresses the 
limitations of prior works and offers a comprehensive solution 
for real-time video inputs. While previous approaches laid the 
groundwork for gender and age classification, they were 
constrained by various limitations that hindered their 
effectiveness in real-world applications. The proposed 
integrated approach addresses these limitations by leveraging 
cutting-edge models, optimization techniques, and an 
encompassing pipeline that synergistically combines face 
detection, gender classification, and age estimation to achieve 
real-time and accurate results. 

TABLE I.  LITERATURE SURVEY 

Reference Description Technology Advantages Limitations 

Alipanahi et 

al.[4] 

Demonstrates real-time gender classification using CNNs within 

video streams, contributing to efficient and accurate video analysis 
techniques. 

CNNs 

Efficient and accurate 

classification for real-time 
video analysis. 

Limited discussion on 

potential challenges or 
drawbacks. 

Liu et al.[6] 

Introduces age estimation using Deep Residual Networks for facial 

images, showcasing advancements in age prediction from facial 

features. 

Deep Residual 

Networks 

(ResNets) 

Accurate age prediction 

from facial features. 

It may not cover age-

related variations 

comprehensively. 

Zhang et al.[7] 
Proposes an efficient face detection approach using improved SSD, 

aligning with the demands of real-time video analysis. 

Improved Single 

Shot Detector 

(SSD) 

Faster and more accurate 

real-time face detection. 

Evaluation of diverse 

datasets or conditions not 

explored. 

Huang et al [5]. 

Introduces hybrid attention networks for real-time gender and age 

classification, leveraging attention mechanisms for accuracy 

improvement. 

Hybrid Attention 

Networks 

Enhanced classification 

accuracy with attention 

mechanisms. 

Complexity increases due 

to attention mechanisms. 

Li et al.[8] 

Presents a comprehensive dataset for age and gender classification 

tasks in video inputs, facilitating model benchmarking and 

evaluation. 

Dataset for age and 

gender 

classification 

Facilitates model training 

and benchmarking. 

Potential biases or 

limitations in the dataset. 

Kim et al.[9] 
Focuses on applying real-time gender and age classification to 
interactive digital signage, demonstrating practical implications in 

marketing. 

Application in 
interactive digital 

signage 

Real-world utilization for 
marketing strategies. 

It may not cover broader 
practical applications. 

Tan et al.[10] 

Proposes an integrated approach combining FaceNet and 

ConvLSTM for real-time age and gender classification, showcasing 

the synergy of techniques. 

FaceNet and 

Convolutional 

LSTM 

Comprehensive solution 

with combined 

Execution complexity and 

resource requirements. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1154 | P a g e  

www.ijacsa.thesai.org 

III. SYSTEM ARCHITECTURE 

The simplified form of age and gender classification is 
depicted below in Fig. 1. FaceNet a cutting-edge model with its 
well-known accuracy and speed supports in accurate detection 
and localizes faces within video streams, providing a solid 
foundation for subsequent analyses. Moving forward, the 
pipeline transitions to gender classification, a critical task with 
broad applications in various domains. For this purpose, we 
employ a finely tuned ResNet34 model, trained as a binary 
classifier to distinguish between male and female faces. 

 
Fig. 1. A simplified form of gender and age classification. 

The proposed system architecture introduces an integrated 
approach for real-time gender and age classification in video 
inputs, leveraging the power of FaceNet and deep learning 
techniques. This architecture is designed to provide accurate and 
efficient results while processing continuous video streams [11] 
[12]. The step-by-step process is outlined below: 

Input Video Stream: 

 The system begins by receiving a continuous video 
stream captured from a camera or source. This serves as 
the raw input for the subsequent analysis. 

Face Detection: 

 The FaceNet model, renowned for its precision and speed 
in face detection, is employed. Each input video frame is 
subjected to this model to identify faces. 

 Detected faces are localized within the frame, and their 
regions are extracted for further examination. 

Gender Classification: 

 The architecture incorporates a deep learning model, 
specifically a fine-tuned ResNet34, for gender 
classification. 

 Extracted faces from the previous step are forwarded 
through the ResNet34 model. This model has been 
trained to discern the gender of a face as either male or 
female. 

 The training process involves utilizing binary cross-
entropy loss and the ADAM optimizer, leading to a 
model demonstrating high accuracy in gender 
classification. 

Age Estimation: 

 The same ResNet34 model, now repurposed for age 
estimation, is employed for this stage. 

 Extracted faces undergo age prediction, with the model 
determining the age of each face within a range of 1 to 
100 years. 

 The training process for age estimation involves Mean 
Absolute Error (MAE) loss and the ADAM optimizer, 
ultimately resulting in accurate age predictions with low 
MAE error. 

Integration and Visualization: 

 The outputs from gender classification and age 
estimation are integrated for each detected face. 

 Each face is then labelled with both gender and age 
predictions. 

 These predictions are overlaid onto the video frames, 
visually representing the analysis results. 

Real-Time Processing: 

 The entire process is meticulously optimized to ensure 
real-time processing of the video input stream. 

 The architecture's efficiency in processing enables timely 
outputs, making it suitable for applications requiring 
quick and accurate analysis. 

 
Fig. 2. The proposed framework. 

The advantages of this system architecture are shown in Fig. 
2, it includes its high accuracy in gender and age classification, 
efficient real-time processing, comprehensive integration of 
multiple tasks, versatility across domains, and incorporation of 
cutting-edge deep learning techniques and FaceNet. This 
architecture forms a robust foundation for real-world 
applications demanding real-time gender and age classification 
within video inputs. 
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A. Overview of the Integrated Pipeline 

The methodology section provides a comprehensive insight 
into the integrated approach designed for real-time gender and 
age classification within video inputs. This pipeline 
amalgamates cutting-edge techniques, incorporating face 
detection, gender classification, and age estimation components. 
This cohesive integration synergizes these distinct tasks to 
deliver a holistic solution, facilitating nuanced analyses of 
individuals within the video stream. 

B. Face Detection Using FaceNet 

The integrated pipeline's fundamental step involves applying 
the FaceNet model for precise face detection. Revered for its 
exceptional accuracy and processing speed, FaceNet 
meticulously identifies and localizes faces within individual 
frames of the video input. The accuracy of this initial detection 
step lays the cornerstone for subsequent gender and age 
analyses. 

The FaceNet model employs a deep neural network 
architecture that captures intricate facial features and patterns. 
This architecture is mathematically represented in Eq. (1): 

           Output=FaceNet(I)                            (1) 

Where: I represent the input image. The output    corresponds 
to the identified facial regions. 

FaceNet’s accuracy and precision stem from its ability to 
learn and recognize a wide spectrum of facial characteristics. 
The model has been extensively trained on diverse facial 
images, allowing it to effectively handle variations in lighting, 
poses, and occlusions. Mathematically, the accuracy A can be 
defined in Eq. (2): 

A=Total number of faces/number of correctly detected    faces

×100%                             (2) 

FaceNet's remarkable capability extends to precisely 
localization of faces within video frames. This process involves 
pinpointing the coordinates of facial landmarks, enabling 
accurate extraction and isolation of facial regions. 
Mathematically, the localization L can be calculated in Eq. (3): 

L=Total number of detected faces/Number of correctly localiz

ed faces×100%                                         (3) 

The accuracy and localization precision achieved by 
FaceNet are pivotal. Accurate face detection establishes a solid 
foundation for the subsequent gender classification and age 
estimation tasks [13]. Any errors or misclassifications at this 
stage could propagate throughout the pipeline, affecting the 
reliability of the overall analysis. FaceNet's processing speed is 
integral to its real-time applicability. The model's architecture is 
optimized for swift computations, allowing it to process each 
frame rapidly. This efficiency ensures that face detection occurs 
seamlessly within the continuous flow of video frames. 

C. Gender Classification Using ResNet34 

The subsequent phase entails gender classification by 
implementing a ResNet34 model [14]. Designed as a binary 
classifier, this model ascertains the gender of each detected face 
[15]. The training process involves employing the binary cross-
entropy loss function and optimizing with the ADAM optimizer: 

The binary cross-entropy loss function measures the 
dissimilarity between predicted probabilities and ground truth 
labels for binary classification tasks. Mathematically, it is 
defined in equation: 

𝑳𝑩𝑪𝑬(𝒚, ŷ) = 

−𝐍 + ∑ (𝒚𝒊 . 𝐥𝐨𝐠(ŷ) + (𝟏 −  𝒚𝒊). 𝐥𝐨𝐠 (𝟏 − ŷ𝒊)) 
𝑵

𝒊=𝟏
           (4) 

Where: yi represents the ground truth label (0 for male, 1 for 
female), ŷi represents the predicted probability of the respective 
gender for the i-th sample. 

D. ADAM Optimizer 

The ADAM optimizer adjusts model parameters to minimize 
the loss function. The system calculates customized learning 
rates for every parameter to improve convergence efficiency 
[16]. The update Eq. (5) for parameter θ using ADAM is given 
by: 

Ɵ𝒕+𝟏 =  Ɵ𝐭 −  
𝛂

√𝐯𝐭    
 𝐦𝐭                       (5) 

Where: α is the learning rat, mt  and vt are exponentially 
decaying moving averages of the gradient and its squared value, 
respectively. 

The ResNet34 model is trained using a dataset comprising 
labeled images of male and female faces. The optimization 
process aims to minimize the binary cross-entropy loss, updating 
model parameters using the ADAM optimizer. The model's 
performance is evaluated using accuracy, calculated as the ratio 
of correctly predicted gender labels to the total number of 
samples. The robust integration of the ResNet34 model, binary 
cross-entropy loss, and ADAM optimizer forms a cohesive 
framework for gender classification. This methodology ensures 
accurate gender identification, contributing to the overall 
success of the integrated pipeline. 

E. Age Estimation Using ResNet34 

The final component of the pipeline addresses age 
estimation. The ResNet34 model [15] is repurposed as a 
regression framework [16] to predict the ages of detected faces 
within 1 to 100 years. For accurate age prediction, the Mean 
Absolute Error (MAE) loss function and the ADAM optimizer 
are used: 

𝑳𝑴𝑨𝑬(𝒚, ŷ) =
𝟏

𝐍
+ ∑ | 𝐲𝐢 − ŷ𝐢

𝑵
𝒊=𝟏 |         (6) 

Where: yi represents the ground truth age, ŷi represents the 
predicted age for the i-th sample. 

The achieved MAE error 6.8 underscores the system's 
competence in age estimation. The methodology section is 
enriched by the incorporation of equations and expressions, 
highlighting the mathematical underpinnings of the techniques 
employed in the integrated approach. 

F. Dataset Preprocessing and Implementation 

The dataset plays a pivotal role in training and evaluating the 
integrated pipeline. This "VideoGenderAge" dataset is carefully 
curated to encompass various images that accurately represent 
real-world scenarios encountered within video streams. The 
"VideoGenderAge" dataset comprises a comprehensive 
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collection of images capturing individuals from various 
demographics, ethnicities, and age groups. The dataset's 
diversity ensures that the integrated pipeline is robust and 
capable of handling different individuals, lighting conditions, 
and facial expressions [16]. Moreover, the dataset includes 
explicit annotations for both gender and age, allowing for 
accurate training and assessment of the pipeline's performance. 
The dataset is shown in Fig. 3 and Table II; it includes image 
filenames, gender labels, and age labels for each sample. The 
gender labels are binary, indicating 'Male' or 'Female.' The age 
labels represent the true ages of individuals in the images. 

1) Data preparation and augmentation: To ensure optimal 

model training and generalization, meticulous data preparation 

and augmentation techniques are applied to the 

"VideoGenderAge" dataset. 

 
Fig. 3. The “VideoGenderAge” dataset. 

2) Image resizing: All images within the dataset are resized 

to a standardized resolution of 224x224 pixels. This 

preprocessing step ensures uniformity in image dimensions, 

enabling seamless integration with the integrated pipeline and 

model input requirements. 

3) Gender and age labeling: Each image in the dataset is 

meticulously labeled with gender and age information. Gender 

labels are binary, denoting '0' for males and '1' for females, 

while age labels encompass a continuous range from 1 to 100 

years. These annotations serve as ground truth for training and 

evaluating the gender and age classification components of the 

pipeline. 

4) Data augmentation: To enhance model robustness and 

mitigate overfitting, data augmentation techniques are 

employed. These techniques include random rotations, 

horizontal flips, and slight adjustments in color and brightness. 

The pipeline is better equipped to generalize to unseen data 

variations by augmenting the dataset. 

5) Train-test split: The "VideoGenderAge" dataset is 

partitioned into distinct training and testing subsets using a 

standard 80-20 split ratio. The training subset facilitates model 

training and parameter tuning, while the testing subset 

evaluates the pipeline's performance on unseen data. 

Maintaining this separation is vital for assessing the model's 

ability to generalize. By meticulously curating the 

"VideoGenderAge" dataset and applying rigorous data 

preparation and augmentation techniques, the integrated 

pipeline is primed for success in real-time gender and age 

classification tasks. The dataset's diversity and quality 

contribute significantly to the pipeline's accuracy and 

robustness. 

TABLE II.  COMPARISON OF DATASETS 

Aspect 
Proposed Dataset 

("VideoGenderAge" Dataset) 

Existing Dataset 1 

("LargeScale Dataset") 

Existing Dataset 2 

("GenderAge Dataset") 

Existing Dataset 3 

("DiverseAgeGender Dataset") 

Description 
Curated for real-time gender and age 
classification using the integrated 

pipeline 

Large-scale benchmark for 

age and gender 

classification in video 
inputs 

Comprehensive dataset for 

gender and age classification 

Diverse dataset for 

age and gender estimation 

Size 

Substantial number of samples, 

diverse gender and age 

representation 

A large number of samples, 

comprehensive age and 

gender coverage 

Extensive collection of 

gender and age-labeled 

images 

Diverse images with 
labeled age and gender 

Labeling 
Binary gender labels ('Male' or 
'Female'), numerical age labels 

Binary gender labels ('Male' 

or 'Female'), wide age range 

labels 

Binary gender labels ('Male' 
or 'Female'), age labels 

Binary gender labels 
('Male' or 'Female'), age labels 

Purpose 
Directly supports experiments and 

evaluations in the research work 

Serves as a benchmark for 
age and gender 

classification tasks 

Facilitates research in gender 

and age classification 

Supports research in age 

and gender estimation 

Diversity 
Diverse representation for gender 

and age, tailored to pipeline context 

Offers diversity due to its 
extensive size and 

comprehensive coverage 

Offers diversity in terms of 

age and gender 

Provides diversity with 

labeled age and gender 

Application 
Focused on real-time classification 

using an integrated pipeline 

General benchmark and 
reference dataset for 

classification tasks 

Research and benchmarking 
in gender and age 

classification 

Research and benchmarking 

in age and gender estimation 

Role in the 

Research Work 

Integral to pipeline evaluation, 

specific to the paper's context 

General context for 

comparison and 
benchmarking 

Comparative analysis and 

research 

Comparative analysis 

and research 

Accuracy 
Achieved 97% accuracy on the 

gender classification task 

Achieved benchmark 

accuracy on classification 
tasks 

Represents baseline accuracy 

for classification 

Reflects baseline accuracy 

for estimation tasks 
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TABLE III.  PERFORMANCE METRICS FOR FACE DETECTION USING FACENET 

Metric Value Description 

Accuracy 97% The ratio of correctly detected faces to total faces 

Precision 92 % The ratio of true positives to all positive detections 

Recall 88 % The ratio of true positives to actual faces in the dataset 

Processing Speed 30 FPS Frames processed per second 
 

Pseudo Code for the proposed work: 

1. Initialize the pipeline components: 

   - Load pre-trained FaceNet model for face detection 

   - Load pre-trained ResNet34 model for gender and age 

classification 

2.  Loop for processing video frames: 

   while video_frames_available: 

      frame = get_next_frame()  # Get the next frame from the video 

stream 

      detected_faces = detect_faces(frame, FaceNet)  # Detect faces in 

the frame   

      For each face in detected_faces: 

         # Gender Classification 

         gender_label = classify_gender(face, ResNet34_gender)  # 

Classify gender  

        # Age Estimation 

         age_prediction = estimate_age(face, ResNet34_age)          # 

Estimate age       

         # Display results on frame 

         draw_gender_age_labels(frame, gender_label, age_prediction) 

         display_frame(frame) # Display the frame with annotations 

3. Define functions: 

      # Face detection using FaceNet 

   function detect_faces(frame, FaceNet): 

      detected_faces = FaceNet.detect_faces(frame) 

      return detected_faces 

         # Gender classification using ResNet34 

   function classify_gender(face, ResNet34_gender): 

      gender_label =  ResNet34_gender.classify_gender(face) 

      return gender_label 

   # Age estimation using ResNet34 

   function estimate_age(face, ResNet34_age): 

      age_prediction = ResNet34_age.estimate_age(face) 

      return age_prediction 

       

   # Display gender and age labels on the frame 

   function draw_gender_age_labels(frame, gender_label, 

age_prediction): 

      draw_text(frame, "Gender: " + gender_label) 

      draw_text(frame, "Age: " + age_prediction) 

   # Display the frame with annotations 

   function display_frame(frame): 

      show_frame(frame) 

4. End loop 

5. End of pipeline 

IV. RESULTS AND DISCUSSION 

The results of the face detection phase using the FaceNet 
model. The performance metrics are reported, including 
accuracy, precision, recall, and processing speed. The discussion 
focuses on face detection accuracy as a foundational step for 
gender and age classification [17]. The results are based on 
utilizing the FaceNet model, renowned for its accuracy and 
efficiency in detecting faces within video inputs. This subsection 
encompasses a comprehensive evaluation of various 
performance metrics, highlighting the robustness and 
effectiveness of the face detection process as a foundational step 
for subsequent gender and age classification. 

A. Results of Face Detection 

The performance metrics garnered from the face detection 
process are presented, including accuracy, precision, recall, and 
processing speed [18] [19]. These metrics collectively 
demonstrate the capability of the FaceNet model to identify and 
localize faces within video frames accurately. 

1) Accuracy: The accuracy of face detection serves as a key 

indicator of the model's ability to identify faces correctly. It is 

calculated as the ratio of correctly detected faces to the total 

number of faces in the dataset. 

2) Precision: Precision represents the ratio of true positive 

detections to the total number of positive detections (true and 

false positives). A higher precision score results in more 

accurate face localizations. 

3) Recall: The proportion of true positive detections to the 

total number of actual faces in the dataset is called recall, also 

known as sensitivity or true positive rate. It signifies the model's 

effectiveness in identifying as many true faces as possible. 

4) Processing speed: The processing speed of the FaceNet 

model is quantified in terms of frames processed per second 

(FPS). This metric highlights the model's efficiency in real-time 

face detection, which is crucial for seamless integration within 

the pipeline. 

The accuracy of the face detection phase is paramount, as it 
serves as the foundational step for subsequent gender and age 
classification tasks [20]. An accurate face detection process 
ensures that the subsequent analysis is based on reliable facial 
regions, contributing to the overall credibility of the integrated 
approach. The achieved accuracy score and its implications for 
the pipeline's efficacy are shown in Table III. It addresses any 
challenges faced during the face detection process, potential 
sources of errors, and strategies to mitigate inaccuracies. The 
interplay between accuracy, processing speed, and model 
complexity is also explored, highlighting the trade-offs and 
considerations in real-time applications. 
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B. Gender Classification Results 

The outcomes of the gender classification task using the 
ResNet34 model are outlined in this subsection. Metrics such as 
accuracy, precision, recall, F1-score, and confusion matrix are 
provided. The achieved 97% accuracy is analyzed in the context 
of gender classification challenges and successes. 

C. Age Estimation Results 

This subsection delves into the age estimation phase using 
the ResNet34 regression model. The evaluation metrics, 

specifically Mean Absolute Error (MAE), are reported. The 
significance of the achieved 6.8 MAE error in predicting ages is 
discussed, including potential implications and limitations. 

D. Comparative Analysis and Discussion 

The final subsection conducts a comprehensive comparative 
analysis of the integrated approach's performance, shown in 
Table IV. The accuracy, processing speed, and robustness 
implications are discussed in real-time gender and age 
classification. 

TABLE IV.  COMPARATIVE ANALYSIS 

Aspect Proposed Approach Traditional Methods 
(Accuracy 

/ MAE) 
Remarks 

Face Detection 
FaceNet 

(94% accuracy) 

Viola-Jones 89% 

Superior accuracy and speed 

in challenging conditions. 
MTCNN 92% 

HOG 87% 

Gender Classification 
ResNet34 

(97% accuracy) 

SVM-based methods 85% 
Remarkable accuracy and 

handling of gender expression 

variations. 

Rule-based methods 83% 

K-Nearest Neighbors 82% 

Age Estimation 
ResNet34 

(MAE 6.8) 

Linear Regression, MAE 9.2 
Better handling of 

complexities in age 

prediction. 

Support Vector Regression, MAE 8.5 

Random Forest Regression MAE 7.9 

     
(a)     (b) 

 
(c) 

Fig. 4. (a) Face deduction method, (b) Gender classification method, and (c) Age estimation method. 
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The figures present an integrated approach for gender and 
age classification in video inputs. It utilizes FaceNet for precise 
face detection in Fig. 4(a), a ResNet34 model for gender 
classification in Fig. 4(b), and age estimation in Fig. 4(c). The 
approach achieves high accuracy, outperforming traditional 
methods, and offers potential applications in various domains, 
demonstrating the effectiveness of deep learning techniques in 
video analysis. 

V. CONCLUSION AND FUTURE ENHANCEMENT 

In conclusion, the research work introduces a comprehensive 
pipeline that successfully addresses the challenges of real-time 
gender and age classification from video inputs. This integrated 
approach leverages state-of-the-art techniques to achieve 
accurate and efficient results in both gender classification and 
age estimation tasks. The use of FaceNet for face detection 
proves to be a critical foundation for the entire pipeline, enabling 
precise localization of faces within video frames. The 
employment of a ResNet34 model for gender classification 
demonstrates impressive accuracy, achieving 97% on the test 
dataset. Furthermore, the same ResNet34 model adapted for age 
estimation yields a Mean Absolute Error (MAE) of 6.8, 
showcasing its proficiency in predicting ages within a broad 
range. By surpassing existing methods in accuracy and 
processing speed, this integrated pipeline establishes itself as a 
viable solution for real-time gender and age classification in 
video inputs. The success of this strategy opens the door to 
various real-world uses in industries like security, retail, 
entertainment, and more. 

Future enhancements can refine the pipeline's capabilities 
and expand its potential applications in various domains. It 
includes multi-modal integration, real-world testing, and 
privacy considerations. These improvements enhance accuracy, 
robustness, and versatility in real-world scenarios. 
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Abstract—This article examines the Dantzig-Wolfe 

decomposition method for solving large-scale optimization 

problems. The standard simplex algorithm solves these problems, 

making the Dantzig-Wolfe method a valuable tool. The article 

describes in detail a new modification of the Dantzig-Wolfe 

decomposition method. This modification aims to improve the 

efficiency of the coordination task, a key component that defines 

subtasks. By significantly reducing the number of rows in the 

coordination problem, the proposed method achieves faster 

computation and reduced memory requirements compared to the 

original approach. Although the Dantzig-Wolfe method has 

encountered problems due to the complexity of implementing 

algorithms for hierarchical systems, this modification opens up 

new potential. 

Keywords—Decomposition method; optimization; parallel 

processing; linear programming 

I. INTRODUCTION 

Hierarchical intellectual systems are a class of systems with 
multi-level architecture, where components of a lower level 
transmit information to components of a higher level for 
decision -making. Traditional methods for constructing such 
systems can be expensive in computational terms. The method 
of decomposition of Danzig-Wolfe is to take into account the 
search for the optimum of the initial task of linear programming, 
a large dimension with a diagonal structure with binding 
restrictions, to a sequential solution to a number of problems of 
a smaller dimension, followed by the adjustment of the obtained 
solution [1]. 

The research in [2] also discusses a method for decomposing 
linear programs by direct distribution. This approach is an 
extension or alternative to other decomposition methods such as 
Dantzig-Wolf decomposition, focusing on the practical aspects 
of solving large-scale linear programming problems by 
distributing computational effort. 

Decomposition methods are often used in optimization 
problems, especially in the context of linear programming, to 
efficiently solve large-scale problems that would be 
computationally complex or infeasible using traditional 
methods. Such methods break a complex problem into smaller 
and more manageable subproblems. This separation allows for 
more efficient calculations and the use of problem structure to 
reduce overall complexity. 

Solving linear programming problems is relevant. In [3]-[7] 
publications examine various aspects of linear optimization, 
providing theoretical foundations and practical approaches that 
are reflected in further research and selection of the optimal 
solution. 

There is a mathematical programming language, which is 
described in detail in [8] for its syntax and application in 
formulating and solving mathematical programming models. It 
can be integrated with various solvers, allowing users to choose 
the most efficient solver for their particular problem. Although 
easy to use, learning the AMPL syntax and efficiently modeling 
complex problems can require considerable time and effort, and 
the performance of models in AMPL can be highly dependent 
on the capabilities of the chosen solver. 

Since its inception in the early 1960s by George Dantzig and 
Philip Wolfe, the Dantzig-Wolfe decomposition method has 
stood as a paragon of operational research, pioneering the 
efficient solution of complex linear programming problems via 
decomposition into subproblems [9]. 

Therefore, in [10]-[15] an attempt is made to individually 
develop decomposition methods for energy models, which 
allows for the efficient handling of certain features such as 
network structures or resource constraints. 

Despite its widespread adoption and proven efficacy, 
evolving computational demands and increasingly complex 
optimization problems have highlighted the need for 
enhancements, particularly concerning the method's 
computational efficiency in handling the coordinating problem. 
Also worth noting are modern solutions that combine 
reinforcement learning and other optimization methods to solve 
complex 2D irregular packing problems [16], use deep 
reinforcement learning, which allows to automatically learn and 
improve strategies for solving packing problems [17], [18], 
propose an effective method for solving quadratic programming 
problems, which are common in various fields [19]. Resource 
management in hierarchical systems is also crucial in large 
organizations or systems [20], emphasizes the importance of 
coordination, improving the overall performance of the system. 

Therefore, in [21] the African buffalo mechanism is 
presented, a new metaheuristic for solving the traveling 
salesman problem (TSP), and in [22] focuses on optimizing path 
planning for service robots, which is crucial for efficiency in 
work settings. A hybrid approach [23] combines different 
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clustering methods to exploit their strengths, potentially 
improving clustering accuracy. In [24] proposes a new method 
that combines binary search and merge sort, potentially 
improving search efficiency in unsorted datasets. In [24] 
Combines elements of differential evolution with discrete 
optimization methods, potentially improving performance. [25] 
presents the Dingo optimization algorithm, a novel 
metaheuristic approach. It is specifically designed to optimize 
power system stabilizers, which are critical to maintaining 
system stability. [26] identifies key gaps in the functionality of 
learning management systems (LMS), providing valuable 
insights for improving these systems. In [27] focuses on 
optimizing the placement and operation of distributed 
generation plants to minimize losses in electrical systems. Due 
to the large amount of data, detailed and high-quality data may 
be required for accurate modeling, which may not always be 
available. In [28] provides a linear programming approach to a 
classical combinatorial optimization problem, offering exact 
solutions. This approach may face scalability issues as the 
problem size increases. The efficient solution to the problems in 
[29]–[33] combines column generation with the branch and 
bound method, making it effective for large-scale integer 
programming problems. 

By solving subproblems independently, such methods 
enable parallel processing, which can significantly reduce 
computation time for large-scale problems [34]-[35]. Although 
the subproblems are solved independently, the method also 
provides mechanisms to coordinate their solutions, providing a 
globally optimal solution to the original problem [36]-[39]. In 
general, decomposition methods are used because they offer a 
systematic and efficient way to solve large-scale optimization 
problems while providing efficient and accurate solutions. 

This article introduces a significant modification aimed at 
addressing these challenges, emphasizing the method's pivotal 
role in operational research and its potential evolution to meet 
modern computational needs. Through an in-depth analysis, we 
explore the genesis of this modification, its theoretical 
foundation, practical applications, and the promising horizon it 
opens for future research and application in various domains. 

Devised as a solution to the computational challenges posed 
by large-scale linear programming problems, the Dantzig-Wolfe 
decomposition method represents a critical milestone in the field 
of optimization. By partitioning a complex problem into a 
master problem and various subproblems, this method 
significantly streamlines the computational process, enabling 
independent management and resolution of problem 
components. This inherent flexibility and efficiency facilitated 
early successes in a range of applications, from logistics to 
network design, setting the stage for further innovations. 
However, as the complexity and scale of optimization problems 
have expanded, the method's limitations, particularly in the 
efficiency of coordinating solutions among subproblems, have 
become increasingly apparent. This realization has spurred the 
development of the proposed modification, which seeks to 
enhance the method's computational efficiency through 
algorithmic innovation and the integration of modern 
computational technologies [40]. 

The imperative for the Dantzig-Wolfe decomposition 
method, and by extension its proposed modification, lies in the 
unmet need for efficient solutions to large-scale optimization 
problems that exceed the capabilities of traditional linear 
programming techniques. These conventional methods often 
falter in the face of the immense scale and complexity 
characteristic of contemporary optimization challenges, 
rendering them computationally infeasible. The decomposition 
approach, therefore, emerges not only as a solution to these 
challenges but as a necessary evolution in the toolkit of 
operational research, enabling the practical resolution of 
problems previously considered beyond reach. 

Spanning a diverse array of sectors, the Dantzig-Wolfe 
decomposition method's practical applications underscore its 
versatility and effectiveness in addressing complex optimization 
problems. From enhancing efficiency in transportation and 
logistics to optimizing network designs and streamlining supply 
chain management, the method's capacity to break down 
multifaceted problems into manageable subcomponents has 
been invaluable. The proposed modification promises to further 
amplify this capacity, offering enhanced computational 
efficiency that could broaden the method's applicability to even 
more complex and large-scale problems, thereby extending its 
utility in real-world scenarios. 

The potential of the modified Dantzig-Wolfe method 
extends far into the future, promising exciting advancements in 
the field of operational research. With the integration of 
emerging technologies such as parallel computing, artificial 
intelligence, and advanced heuristics, the modification opens 
new avenues for optimizing the efficiency and applicability of 
the decomposition method. These advancements hold the 
promise of transforming the landscape of optimization problem-
solving, offering more agile, efficient, and scalable solutions to 
the complex challenges that define the modern era. 

II. METHODOLOGY 

The Dantzig-Wulf method was an important tool for solving 
large structured models of optimization problems that could not 
be solved using the standard simplex algorithm. This article 
illustrates the algorithm of the modified Dantzig-Wulf 
decomposition method with an efficient, in terms of speed and 
stability of the computational process, a coordinating task 
developed by the author for solving problems of a linear 
programming problem with a block-diagonal structure with 
binding constraints. 

Recently, due to the fact that the implementation of complex 
algorithms for the study of hierarchical systems, which place 
great demands on the method, not only from the point of view 
of the pure speed of the computational process and, from the 
point of view of the availability of large amounts of memory 
and, to the speed of the computational process for the formation 
of recommendations management of complex hierarchical 
systems under conditions of uncertainty, which led to the fact 
that the Danzig-Wolfe method became less popular. 

In the original Danzig-Wulf decomposition method, the 
coordinating problem contains the number of rows equal to the 
sum of the number of equations in the linking constraint - 𝑚0 
and the number of block constraints - q. In the developed 
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modification of the decomposition method, the coordinating 
task contains with contain   ( 𝑚0 +1) rows. Since it is the 
coordinating task that affects the solution of subtasks by 
changing the values of the coefficients of the objective function, 
then reducing the dimension of the coordinating task leads to an 
increase in the computational efficiency of the decomposition 
method in (𝑚0 + 𝑞)/(𝑚0 + 1), times compared to the original 
decomposition method. The experience of practical application 
of the decomposition method for solving problems of high 
dimension was insignificant and, in many cases, unsuccessful. 
The performed computational experiments for problems with 
matrix order from 90 to 700 showed that, in terms of the number 
of iterations to obtain the optimal plan, the proposed 
modification of the Danzig-Wulf decomposition method has the 
same convergence as the simplex method, but the requirements 
for computer memory are reduced, and the computational 
efficiency is increased in (𝑚0 + 𝑞)/(𝑚0 + 1) times. 

III. RESULTS AND DISCUSSION  

Proposed modification below of decomposition method is a 
further its development [1]-[8], [11], [12], [16] aimed at improve 
the efficiency of the method to solve problems linear 
programming in the block diagonal structure with binding 
constraints of the following form. 

  𝑧 = 𝐶1𝑥1+. . . +𝐶𝑘𝑥𝑘+. . . +𝐶𝑛𝑥𝑛  min                            (1) 

        𝐴1𝑥1 + . . . + 𝐴𝑘𝑥𝑘   +   . . . +𝐴𝑁𝑥𝑁 = 𝑏0                        (2) 

𝐷1𝑥1                                                        ≥ 𝑏1,           

                     … 

                               𝐷𝑘𝑥𝑘                                                 ≥ 𝑏𝑘,        (3) 

… 

                                  𝐷𝑁𝑥𝑁                          ≥ 𝑏𝑁 , 

𝑥𝑖 ≥ 0, 𝑖 = 1, . . . , 𝑘. . . , 𝑁 

Taking as its first support program - an artificial basis to 
replace the task (1) - (3) of the extended task, associated with the 
minimization of a linear form. 

𝑧 = 𝐶1𝑥1 + 𝐶2𝑥2 +⋯+ 𝐶𝑞𝑥𝑞 + 

+𝑊(𝜉1 + 𝜉2+. . . +𝜉𝑞 + 𝜉0)                         (4) 

variable problem, subject to conditions 

𝐴1𝑥1 + 𝐴2𝑥2+. . . +𝐴𝑞𝑥𝑞                         + 𝐸0𝜉0 = 𝑏0             (5) 

𝐷1𝑥1                                    + 𝐸1𝜉1                            = 𝑏1, 
𝐷2𝑥2                            +𝐸2𝜉2                 = 𝑏2, 

    

                                   
                𝐷𝑞𝑥𝑞               +𝐸𝑞𝜉𝑞 = 𝑏𝑞 ,         (6)                                                                                        

          

 𝑥1 ≥ 0, 𝑥2 ≥ 0, . . . , 𝑥𝑞 ≥ 0, 

 𝜉1 ≥ 0, 𝜉2 ≥ 0, . . . , 𝜉𝑞 ≥ 0, 𝜉0 ≥ 0. 

Here    𝐶𝑖 = (𝐶𝑖1,…, 𝐶𝑖𝑚𝑖)  - line vector; 

𝑏𝑖 = (𝑏𝑖1, …, 𝑏𝑖𝑚𝑖)- vector - columns of the right sides of 

restrictions; 

𝜉𝑖 = (𝜉𝑖1, …, 𝜉𝑖𝑚𝑖) - vector - columns of artificial variable; 

𝐴𝑘 = [𝑎𝑖𝑗]  𝑚0,𝑛0
,   𝐷𝑘 = [𝑎𝑖𝑗

𝑘 ]
  𝑚𝑘,𝑛𝑘

 - blocks of the matrix 

conditions; 

𝐸𝑖 - single block matrix; 

W - coefficients of artificial variables of the problem. 

We will now present a modified version of decomposition 
method of Dantzig - Wolfe. Denoted by Ω - many plans, given 
the conditions (5) and (6), by 𝛺1  - a lot of plans, given the 
conditions (5), 𝛺2- a lot of plans, given the conditions (6). 

It's obvious that 𝛺 = 𝛺1⋂𝛺2. 

We introduce the following notation for the extended tasks: 

(𝑥𝑖|𝜉𝑖)
′ = 𝑦𝑖 , (𝐴𝑖|0) = �̄�𝑖 , (𝐷𝑖𝐸𝑖) = 

= �̄�𝑖 , (𝐶𝑖𝑊. . .𝑊⏟    
𝑚𝑖

) = �̄�𝑖 .           (7) 

Then the problem (4) - (6) can be written as: find a vector  
minimizing the objective function: 

         𝑧 = �̄�1𝑦1 + �̄�2𝑦2+. . . +�̄�𝑞𝑦𝑞 +𝑊𝜉0,          (8) 

with constraints: 

�̄�1𝑦1 + �̄�2𝑦2+. . . +𝐴𝑞𝑦𝑞                                                      .          (9) 

       �̄�1𝑦1                  

                                     

                                �̄�𝑘𝑦𝑘                                         (10) 

                                             

                      �̄�𝑞𝑦𝑞                        

                                             

 

We introduce the following notation: 

                      �̄� = (�̄�1… �̄�𝑞), �̄� = (�̄�1|�̄�2|… |�̄�𝑞), 𝑏0 = 

                     = (𝑏1. . . 𝑏𝑞)
′,                      (11) 

1D
      … 

�̅�   =                         kD
          (12) 

                                          … 

                                                        qD
 

Then the problem (7) - (8) formed another way: find a vector 
y, minimizing: 

𝑍 = 𝑊𝜉0 + �̄� 𝑌,           (13) 

with constraints: 

𝐸0𝜉0 + �̄� ⋅ 𝑦 = 𝑏0,              (14) 

�̄�𝑦 = 𝑏, 𝑦 ≥ 0.                                 (15) 
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Many  𝛺2 , given the restrictions (14) can be, as well as a 
convex polyhedron, and unlimited convex polyhedron. 

1) Consider first the case when Ω2 - bounded set (convex 

polyhedron). Then any element  y ∈ Ω2can be represented by 

as a   convex     combination   of    the   vertices   of  

the  

polyhedron 𝛺2. 

    𝑦 = ∑ 𝑎𝑖𝑦
𝑗𝑁

𝑗=1 , ∑ 𝑎𝑖 = 1
𝑁
𝑗=1 , 𝑎𝑖 ≥ 0, 𝑗 = 1, . . . , 𝑁           (16) 

Therefore, the problem (13) - (15) can be interpreted as 
follows: it is necessary to select all of the pixels 𝑦 ∈ 𝛺2such that 
satisfy equations (14) and minimize the function (11). 

Substituting (16) into (13) yields the following so-called 
"coordination" problem: minimize: 

𝑍 = 𝑊𝜉0 + ∑ 𝑓𝑗𝑎𝑗
𝑁
𝑗=1          (17) 

with constraints 

𝐸0𝜉0 + ∑ 𝑝𝑗𝑎𝑗
𝑁
𝑗=1 = 𝑏0,         (18) 

 ∑ 𝑎𝑗
𝑁
𝑗=1 = 1, 𝑎𝑗 ≥ 0, 𝑗 = 1, . . . , 𝑁        (19) 

were, 

𝑓𝑗 = �̄�𝑦
𝑗 = (�̄�1𝑦1

𝑗
+⋯+ �̄�𝑞𝑦𝑞

𝑗
), 

𝑃𝑗 = �̄�𝑦
𝑗 = (�̄�1|. . . |�̄�𝑞)(𝑦1

𝑗
. . . 𝑦𝑞

𝑗
)′. 

Constraint matrix (18), (19) has just  lines, 
but much larger than the original object (13) - (15) the number 
of variables. However, this problem can be solved by having to 
start only one extreme point of the polyhedron  𝛺2 and use, as 
will be shown below the "Column generation method" [3]. 

Such starting at the point in this case is one of the vertices of 
the polyhedron defined by constraints (15) in the extended 
problem, namely: 

𝑦1 = (0|𝜉𝑖|. . .|0|𝜉𝑞)
′ = (0|𝑏1|. . . |0|𝑏𝑞)

′.               (20) 

To this point we have: 

𝑓1 = �̄�𝑦
1 = 𝑊(∑ 𝑏1𝑖+. . . +

𝑚𝑖
𝑖=1 ∑ 𝑏𝑞𝑖

𝑚𝑞
𝑖=1

),

𝑃1 = �̄�𝑦
1 = (0. . .0).⏟  

𝑚0

}        (21) 

Therefore, it corresponds to the initial reference plan of the 
coordinating problem 𝜉0 = 𝑏0, 𝑎1 = 1 , the basic matrix B of 
dimension (𝑚0 + 1)  and the vector of coefficients of the 
objective function: 

               𝑓𝐵 = (𝑊. . .𝑊⏟    
𝑚0

𝑓1).         (22) 

Suppose that as a result of the previous iteration received 

support program 𝛬𝑆 = (𝑎𝑖𝑗 , . . . , 𝑎𝑖𝑚0+1)
′, coordinating tasks and 

the corresponding basis matrix 𝐵 = (𝑃𝑖1,. . . , 𝑃𝑖𝑚0+1). 

At the same time, we obtain the vector of dual variables: 

𝛱 = 𝑓𝑏 ⋅ 𝐵
−1 = (П|П0),         (23) 

where in the vector  П = (П1. . .П𝑚0) corresponds to the 
constraints (18), and П0- the restriction (19). 

In order to determine the possibility of improving the 
reporting of the support program coordination tasks needed for 
each no basic conditions vector matrix (18), (19) to calculate the 
characteristic difference (evaluation): 

𝛥о = П |
𝑃𝑗
1
| − 𝑓𝑗 = П0 + (П ⋅ �̄� − �̄�)𝑦

𝑗 .         (24) 

If 𝑚𝑎𝑥 𝛥𝑗 = 𝛥𝑠 ≤ 0, the solution is optimal and the optimal 

expansion plan of the problem (13) - (15) is calculated as 
follows: 

         𝑦 = 𝑎𝑖1𝑦
𝑖1+. . . +𝑎𝑖𝑚0+11𝑦

𝑖1𝑚0+1         (25) 

If max
𝑗
∆𝑗 = ∆𝑠> 0 , then this solution is not optimal 

coordination problems and need to go to the support program of 
the problem with a smaller value of the linear form (6). 

Finding max
𝑗
∆𝑗  equivalenting solving subtasks of the form: 

minimize: 

  𝑍𝑖 = (𝐶̅ − 𝜋�̅�) ∙ 𝑦,                                (26) 

when restrictions: 

     �̅�𝑦 = 𝑏, 𝑦 ≥ 0.                                            (27) 

The separability of the objective function (26) and limits the 
independence of (15) it follows that the problem (26), (27) splits 
into q mutually independent sub-tasks to the following:  

minimize: 

                    𝑍𝑖 = 𝐶�̅�
𝑖𝑦𝑖                                               (28) 

with constraints: 

       𝐷𝑖𝑦𝑖 = 𝑏𝑖 , 𝑦𝑖 ≥ 0.                                           (29) 

       𝐶̅̅ ̅̅ ̅̅ ̅
𝜋
𝑖 = (𝐶�̅� − 𝜋�̅�𝑖),   𝑖 = 1, … , 𝑞.                        (30) 

To solve subtasks q (28), (29) we use the simplex method in 
combination with the method of artificial bases. Due to the 
limited set of 𝛺2 the new support program is received by solving 
the subtasks: 

      𝑦𝑠 = (𝑦1
𝑠 𝑦2

𝑠  … 𝑦𝑞
𝑠 )                                          (31) 

is one of the vertices of the polyhedron 𝛺2. 

If this plan: 

              𝑍𝑠 − 𝜋0 =∑𝑍𝑖
𝑠

𝑞

𝑖=1

− 𝜋0 = 

      = ∑ (𝐶�̅�
𝑞
𝑖=1 − 𝜋�̅�𝑖)𝑦𝑖

𝑠−𝜋0 = 0                   (32) 

That support plan Λ𝑖  coordinating tasks is optimal. If 

                           𝑍𝑠 − 𝜋0 < 0                      (33) 

It is possible to further decrease the objective function, and 
then the base matrix B must be turned vector: 

Njyi ,...,,

)1( 0 m
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   𝑃̅̅ ̅̅𝑠 = |
�̅�              𝑦𝑠

1
| =

   |
𝐴1̅̅ ̅𝑦1

𝑠 + … +𝐴𝑞̅̅̅̅ 𝑦𝑞
𝑠

1
|,                                  (34) 

and vector 𝑓𝐵 − element  𝑓𝑠 = 𝐶̅𝑦
𝑠. 

Thus, necessary at each iteration column is generated by 
solving q local sub (25), (26). 

Since the known degradation  Λ𝑖 = (𝑑𝑖1…𝑑𝑖𝑚0+1)
′  and  

Λ𝑠 = (𝑑𝑖𝑠 …𝑑𝑖𝑚0+𝑠)
′  , (𝑏0 1)⁄ ′

 and  �̅�𝑠  on the basis vectors 

under consideration B, then for the vector output from the basis 
of need as usual to find relations 

               
𝑑𝑖𝑘

  𝑑𝑖𝑘𝑠
  for all 𝑑𝑖𝑘𝑠 > 0         (35) 

and to withdraw from the basis vector �̅�𝑖𝑟,, appropriate, the 
least of these relations. 

If all 𝑑𝑖𝑘𝑠 > 0, the coordinating problem has no solution, and 

the objective function in the original problem (13) - (15) is 
unlimited. 

Thus obtained a new base matrix B corresponds to the new 
support plan for coordinating tasks, which again is tested for 
optimality. 

2) Consider now the case when 𝛺2   - unlimited a 

multifaceted set and 𝑦𝑗 , 𝑗 =, … ,𝑁1 −   set of its vertices and 

𝑅𝑗, 𝑗 =, … , 𝑁2 −set of direction vectors of the unbounded edges, 

which are known [5] It is defined as a non-zero solution of the 

matrix of the homogeneous equation: 

                         �̅� ∙ 𝑦 = 0.                                    (36) 

Then any y∈ element can be represented as 

𝑦 = ∑ 𝑑𝑗𝑦
𝑗𝑁1

𝑗=1 + ∑ β𝑗𝑅𝑗
𝑁2
𝑗=1  ,

∑ 𝑑𝑗
𝑁1
𝑗=1 = 1,

𝑑𝑗 ≥ 0, 𝑗 = 1,… , 𝑁1, β𝑗 ≥ 0, 𝑗 = 1,… , 𝑁2

}                 (37) 

Substituting (33) into (10) and (11) yields "coordinating 
task" of the form:  

Minimize: 

𝑍 = 𝑊𝜉0 +∑ 𝑓𝑗𝑑𝑗
𝑁1
𝑗=1 + ∑ 𝑓𝑁1+𝑗β𝑗 ,

𝑁2
𝑗=1                   (38) 

with constraints: 

𝐸0𝜉0 + ∑ 𝑃𝑗𝑑𝑗
𝑁1
𝑗=1 +∑ 𝑃𝑁1+𝑗β𝑗 = b0,

𝑁2
𝑗=1

∑ 𝑑𝑗
𝑁1
𝑗=1 = 1,

𝑑𝑗 ≥ 0, 𝑗 = 1,… , 𝑁1, β𝑗 ≥ 0, 𝑗 = 1,… , 𝑁2

}         (39) 

           

 𝑓𝑁1+𝑗 = 𝐶
̅𝑅𝑗, 𝑃𝑁1+𝑗 = �̅�𝑅𝑗 , 𝑗 = 1, … , 𝑁2                  (40) 

From the preceding, this case differs in that the coordinating 
task (34) for checking on the optimality of one of the reference 
plans (39) it is possible that at least one of the subs (25) and (26) 
can turn unlimited solution. 

Suppose that the k-th subtask 

min 𝑍𝑘 = 𝐶�̅�
𝑘𝑦𝑘1 +⋯+ 𝐶�̅�,𝑛𝑘+𝑚𝑘

𝑘    𝑦𝑘,𝑛𝑘+𝑚𝑘,       (41) 

�̅�𝑘𝑦𝑘 = 𝑏𝑘 ,   𝑦𝑘 ≥ 0, 
 on one of the iterations received the support plan: 

            𝑦𝑘 = (𝑦𝑘1…𝑦𝑘𝑚𝑘   0… 0⏟  
𝑛𝑘

)

′

              (42) 

which is connected with a system of linearly independent 

vectors �̅�1
𝑘, �̅�2

𝑘, … , �̅�𝑚𝑘
𝑘 , form a basis. Suppose, for some vector 

�̅�𝑗,, included in the matrix of conditions �̅�𝑘 and not belonging to 

a number of basic, all the coefficients 
(𝑦𝑘)1𝑗, (𝑦𝑘)2𝑗 , … , (𝑦𝑘)𝑚𝑘𝑗 expansion him on the basis vectors 

were non-positive, and evaluation: 

     ∆𝑗= 𝐶�̅�1
𝑘 (𝑦𝑘)1𝑗 +⋯+ 𝐶�̅�𝑚𝑘

𝑘  (𝑦𝑘)𝑚𝑘𝑗 − 𝐶�̅�𝑗
𝑘 > 0            (43) 

This means that in the k-th subtask is not an optimal plan and 
the objective function 𝑍𝑘is unlimited. 

Then directive vector of unlimited ribs, along which there is 
an unlimited decrease in the objective function (23) is 
determined by solving the equation (36), which is written as 
follows: 

∑ ∑ �̅�𝑗
𝑖 ∙ 0

𝑛𝑖
𝑗=1 + [�̅�1

𝑘(𝑦𝑘)1𝑗 +⋯+ �̅�𝑚
𝑘(𝑦𝑘)𝑚𝑘𝑗 +

𝑘−1
𝑖=1

∑ �̅�𝑖
𝑘 ∙ 0 − �̅�𝑗

𝑘 + ∑ �̅�𝑖
𝑘 ∙ 0

𝑛𝑘
𝑖=𝑗+1

𝑗−1
𝑖=𝑚𝑘+1

] + ∑ ∑ �̅�𝑗
𝑖𝑛𝑖

𝑗=1
𝑞
𝑖=𝑘+1 ∙ 0 =

0                   (44) 

After discarding zero terms in this vector equation of we 
obtain a new equation that determines the nonzero vector 
elements 𝑅𝑠: 

            �̅�1
𝑘(𝑦𝑘)1𝑗 +⋯+ �̅�𝑚𝑘𝑗 − �̅�𝑖

𝑘=0.         (45) 

This shows that (𝑛1 +𝑚1 +⋯+ 𝑛𝑞 +𝑚𝑞) is dimensional 

vector: 

𝑅𝑘
𝑠 = ( 0…0⏟  

∑ (𝑛𝑖+𝑚𝑗)
𝑘−1
𝑖=1

− (𝑦𝑘)1𝑗 −⋯−

(𝑦𝑘)𝑚𝑘𝑗  0…  0 1 0…  0  ⏟          
𝑛𝑘

0…0⏟  
∑ (𝑛𝑖+𝑚𝑗)
𝑞
𝑖=𝑘+1

)          (46) 

is the direction vector of unlimited ribs of convex 

polyhedron   2
. In this case, the support program coordination 

problem (38), (39) the condition (33), hence the reference plan 
is not optimal and to improve it, it is necessary in the basic 
matrix of the coordinating tasks include vector: 

                     𝑃�̅� = |

𝐴     𝑅𝑆
  
0
 

|                                  (47) 

Instead of one of the old vectors being found by the usual 

simplex method for the rule, and in vector - 𝑓𝐵 element𝑓𝑠 = 𝐶̅ ∙
𝑅𝑆. After a finite number of iterations is obtained an optimal 
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solution coordinating task, or make sure the target function is 
unbounded on an admissible set of plans. 

Obviously, the solution may be unlimited in not one, but 
several subtasks. Given the fact that this case is not in the 
literature reviewed, we explain it in detail. 

Without loss of generality, assume that an unlimited decision 
turned out not only to the first, but also, for example, in the l-th 
subtask 𝑙 ≠ к,  к≤ 𝑞,   𝑙 ≤ 𝑞 . Then, for some of the support 
program and the corresponding basis by the decomposition of 

one of the no basic vectors 𝑃𝑡
𝑙
got rating ∆𝑡

𝑙> 0, all coefficients 
(𝑦𝑙)1𝑡 …(𝑦𝑙)𝑚𝑙𝑡 its decomposition are non-negative. Therefore, 

in addition to unlimited ribs with direction vector 𝑅𝑆
𝐾  defined by 

(46), there is another unrestricted edge with direction vector: 

𝑅𝑆
𝑙 = ( 0…0⏟  

∑ (𝑛𝑖+𝑚𝑖)
𝑙−1
𝑖=1

− (𝑦𝑙)1𝑡 −⋯−

(𝑦𝑙)𝑚𝑙𝑡
0…01 0…0

𝑡⏟        
𝑛𝑙

0…0⏟  
∑ (𝑛𝑖+𝑚𝑖)
𝑞
𝑖=𝑙+1

            (48) 

In this case, the formation of a new vector introduced into 
the basis of the coordinating task, as follows from the theory of 
linear programming, to reduce the number of iterations should 
choose the direction vector, which corresponds to the greater 

value Δ evaluation. If, for example ∆𝑗
𝐾> ∆𝑡

𝐾, then 

                   𝑃�̅� = |

𝐴    𝑅𝑆
𝐾 

 
0
 

|                                              (49) 

Proceeding in accordance with this rule, after a finite number 
of iterations we obtain the optimal solution coordinating tasks, 
or define that the objective function is unbounded on an 
admissible set of plans. 

This version of the method of decomposition of Danzig - 
Wolfe is different from normally recommended for linear 
programming problems such as (1) - (3) the fact that in the last 
set Ω2 plans presented in the form of a direct product of the sets 
Ω21... Ω2q, given restrictions: 

                   𝐷𝑖𝑦𝑖 = 𝑏𝑖 , 𝑖 = 1,… . , 𝑞.                                 (50) 

Then, if, for example, all Ω2i, I = 1,…,q - convex polyhedral, 
any element y € Ω2  can be represented as a convex combination 

of extreme points 𝑦𝑖
𝑗
 ,  i=1, …, q, j=1, …, N1 , polyhedral Ω21... 

Ω2q:  

                             𝑦 = ∑ ∑ 𝛼𝑖𝑗𝑦𝑖
𝑗
 ,

𝑁𝑖
𝑖=1

𝑞
𝑖=1   

                                   ∑ 𝛼𝑖𝑗 = 1 ,
𝑁𝑖
𝑖=1          (51) 

                                 𝛼𝑖𝑗 ≥ 0, 𝑖 = 1,… , 𝑞, 𝑗 = 1,… , 𝑁𝑖 

Substituting (51) into (14), (15), we obtain the following 
coordinating task minimize: 

                            𝑍 = 𝑊𝜉0 +∑ ∑ 𝑓𝑖𝑗𝛼𝑖𝑗  ,
𝑁𝑖
𝑖=1

𝑞
𝑖=1              (52) 

with constraints 

                         𝐸0𝜉0 + ∑ ∑ 𝑃𝑖𝑗𝛼𝑖𝑗 = 𝑏0 ,
𝑁𝑖
𝑖=1

𝑞
𝑖=1                 (53) 

                   

                       ∑ 𝛼𝑖𝑗 = 1 ,
𝑁𝑖
𝑗=1

              𝛼𝑖𝑗 ≥ 0, 𝑖 = 1, … , 𝑞,

                𝑗 = 1, … , 𝑁𝑖 , 𝜉0 ≥ 0

}                       (54) 

where, 

                            𝑓𝑖𝑗 = С𝑖𝑦𝑖
𝑗
,     𝑃𝑖𝑗 = 𝐴𝑖𝑦𝑖

𝑗
,                    (55) 

In this coordination problem constraints (53) and (54) do not 
contain (𝑚0 + 1), and (𝑚0 + 𝑞)  lines.  

Failures in the application of the Dantzig-Wolfe 
decomposition method may occur not due to the shortcomings 
and incorrectness of the method, but due to some features that 
really affect its convergence. 

The latter include the following: 

1) The decomposition method is not directly applicable 

when the right parts of the binding constraints (14) are equal to 

zero. In this case, the right side of the coordinating problem will 

contain only one nonzero component corresponding to 

constraint (19). As a consequence, in the resulting support plan 

Λ, only the    (𝑚0 + 1)-th component will be equal to one, and 

all the rest will be zero. 

As a result, the process of improving the basic plan of the 
coordinating task loses all meaning. But this phenomenon can 
be easily avoided, for example, by expressing some variables xij 
using block constraints (15) in terms of equal parts bi and other 
variables of the i-th block, and then excluding these variables 
together with the corresponding equations from the i-th block 
and from connecting equations. Then, in these blocks, you 
should add the conditions for the non-negativity of the excluded 
variables. 

The second way is even easier. It consists in the fact that very 
small positive values are assigned to the right parts of the 
binding constraints (14), i.e. 𝑏0 = ℇ, ℇ > 0 .  The performed 
computational experiments have shown that for tasks whose 
optimal plans according to (31) are represented as a linear 
combination of vertices and unlimited edges, the number of 
iterations providing the optimal plan, at 𝜀 = 10−4: 10−3  has 
decreased by more than 2-3 times compared to the first method. 

This is explained by the fact that the representation of the set 
of admissible plans according to (33), generally speaking, is 
ambiguous [5]. Therefore, in the second way of expressing the 
vector, the optimal solution (25) was obtained in the form of a 
linear combination of vectors, some of which contained non-
zero components from artificial variables, and the coefficients 
𝛼𝑖 corresponding to these vectors were equal to zero. 

2) In those cases when the range of admissible values of 

the problem variables, given by block constraints (14), is an 

unlimited polyhedral set, at some iterations of the search for the 

optimal plan, the problem of choosing from among several one 

unlimited edge to form a new vector introduced into the number 
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of basis vectors may arise. How to do this is shown above, but 

the wrong choice of an unbounded edge leads to a loop. 

IV. CONCLUSION 

The magnitude of the coordinating problem leads to an 
increase in the coefficient of the function, to a decrease in its 
size, to an increase in the computational efficiency of the 
decomposition method in (𝑚0 + 𝑞)/(𝑚0 + 1), compared to the 
original decomposition method. 

Consequently, the amount of computer memory required for 
solving the problem in this case increases. Furthermore, as it 
coordinates the task affects the decision of subtasks by changing 
the objective function values of the coefficients, the reduction of 
its dimensions leads to an increase in computational efficiency 
decomposition method in (𝑚0 + 𝑞)/(𝑚0 + 1) times, compared 
with the original decomposition method. 

The advantage of this variant of the method is especially 
great, in comparison with the recommended one, when the 
number q of blocks is large, and each of the sets Ω2i, i=1,…,q, 
corresponding to these blocks, can be specified by a small 
number 𝑚𝐾 of restrictions. It is these cases that are most often 
encountered in practice when modeling real processes. 

In particular, when all 𝑚𝐾 = 1, 𝑘 = 1,… , 𝑞  (classical 
transport problem), the usually recommended version of the 
decomposition method has no advantages over the simplex 
method, while the considered version of the decomposition 
method retains all its advantages. 

The experience of practical application of the decomposition 
method for solving high-dimensional problems was 
insignificant and, in many cases, unsuccessful. The use of the 
above modification of this method for solving problems of the 
type (1) - (3) of large dimension refutes these statements as 
erroneous. 

The performed computational experiments for tasks with a 
matrix order from 90 to 700 showed that, in terms of the number 
of iterations to obtain the optimal plan, the proposed 
modification of the Danzig-Wulf decomposition method has the 
same convergence as the simplex method, but the requirements 
for computer memory are reduced, and the computational 
efficiency is increased by (𝑚0 + 𝑞)/(𝑚0 + 1)  times 
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Abstract—The identification and diagnosis of liver diseases 

hold significant importance within the domain of digital pathology 

research. Various methods have been explored in the literature to 

address this crucial task, with deep learning techniques emerging 

as particularly promising due to their ability to yield highly 

accurate results compared to other traditional approaches. 

However, despite these advancements, a significant research gap 

persists in the field. Many deep learning-based liver disease 

detection methods continue to struggle with achieving consistently 

high accuracy rates. This issue is highlighted in numerous studies 

where traditional convolutional neural networks and hybrid 

models fall short in precision and recall metrics. To bridge this 

gap, our study proposes a novel approach utilizing the YOLOv8 

algorithm, which is designed to significantly enhance the accuracy 

and effectiveness of liver disease detection. The YOLOv8 

algorithm's architecture is well-suited for real-time object 

detection and has been optimized for medical imaging 

applications. Our method involves generating innovative models 

tailored specifically for liver disease detection by leveraging a 

comprehensive dataset from the Roboflow repository, consisting 

of 3,976 annotated liver images. This dataset provides a diverse 

range of liver disease cases, ensuring robust model training. Our 

approach includes meticulous model training with rigorous 

hyperparameter tuning, using 70% of the data for training, 20% 

for validation, and 10% for testing. This structured training 

process ensures that the model learns effectively while minimizing 

overfitting. We evaluate the model using precision, recall, and 

mean average precision (mAP@0.5) metrics, demonstrating 

significant improvements over existing methods. Through 

extensive experimental results and detailed performance 

evaluations, our study achieves high accuracy rates, thus 

addressing the existing research gap and providing an effective 

approach for liver disease detection. 

Keywords—Liver disease detection; deep learning; digital 

pathology; YOLOv8; accuracy enhancement 

I. INTRODUCTION 

Medical image processing, an interdisciplinary field at the 
intersection of computer science, image analysis, and medicine, 
holds paramount importance in contemporary healthcare [1], 
[2]. Its significance lies in its capacity to revolutionize medical 
diagnostics and treatment by extracting valuable insights from 
medical images [3], [4]. This transformative technology 
empowers healthcare professionals with advanced tools that 
enhance the accuracy of disease detection, streamline diagnosis, 
and improve patient care, thereby leading to more timely 
interventions and better outcomes. 

Liver disease detection stands out as a critical domain within 
the realm of medical image processing due to the liver's pivotal 
role in maintaining metabolic functions and detoxification [5]. 
Detecting liver diseases, such as cirrhosis, fibrosis, and 
hepatocellular carcinoma, at an early stage is crucial for 
improving patient prognosis [6], [7], [8]. Consequently, the 
significance of precise diagnosis and early intervention in liver 
diseases cannot be overstated. Thus, research and innovation in 
liver disease detection represent an essential endeavor to 
enhance healthcare. 

In recent years, computer vision-based methods have been 
instrumental in advancing liver disease detection [9]. These 
methods have leveraged image analysis techniques to automate 
the interpretation of medical images, resulting in more reliable 
clinical decisions and improved patient care. The field has 
witnessed notable breakthroughs as medical image datasets have 
grown in size and complexity, leading to enhanced accuracy and 
efficiency in detecting liver abnormalities[10], [11]. These 
advances underscore the potential of medical image processing 
to impact healthcare further positively. 

However, among the various techniques employed in liver 
disease detection, deep learning-based methods have gained 
prominent attention from both researchers and practitioners. 
Deep learning's appeal lies in its ability to autonomously learn 
intricate features from complex medical images [12], surpassing 
the capabilities of traditional approaches. Compared to 
conventional methods, deep learning-based techniques have 
demonstrated superior performance in liver disease detection 
tasks [13], [14]. Nevertheless, despite these achievements, 
several pressing limitations and research gaps persist, primarily 
due to the high demand for accuracy in medical applications. 

Current deep learning-based methods face challenges related 
to overfitting, generalization, and the interpretability of model 
decisions, raising concerns about their reliability and practicality 
in clinical settings. Moreover, the inherent heterogeneity and 
limited availability of medical image datasets for liver disease 
further complicate the pursuit of consistently high accuracy. To 
address these research challenges comprehensively, there is an 
imperative need for further exploration and innovation in deep 
learning-based liver disease detection. 

In response to these challenges, this study proposes a novel 
deep-learning method that leverages the Yolov8 algorithm for 
liver disease detection. The adoption of the Yolov8-based 
algorithm offers a promising avenue to enhance the accuracy of 
liver disease detection. Our research encompasses the creation 
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of a model using a comprehensive dataset, followed by rigorous 
training, validation, and testing processes. Through this 
approach, we aim to bridge existing research gaps and contribute 
to the advancement of liver disease detection using deep 
learning techniques. 

The main research contributions are as follows. Firstly, we 
address the current research gap concerning deep learning-based 
liver disease detection, providing insights and innovations to 
enhance its performance. Secondly, we explore previous studies 
and existing literature to consolidate the state of knowledge in 
this domain, paving the way for a comprehensive understanding 
of the field's challenges and potential solutions. Lastly, we 
conduct extensive experiments and performance evaluations to 
validate the effectiveness of our proposed method, aiming to 
provide a robust and reliable tool for liver disease detection in 
clinical practice. 

The organization of this paper is as follows: The initial 
section provides the introduction and Section II reviews of 
related works. Second III delves into the material and methods. 
Section IV encompasses the presentation of results and 
discussion, and Section V presents the conclusion of the paper. 

II. RELATED WORK 

This paper [15] presented a liver disease screening method 
using densely connected deep neural networks. The method 
utilizes advanced deep-learning techniques to detect liver 
diseases accurately. While promising, the study acknowledges 
limitations in the dataset size and the need for further validation 
on larger and more diverse datasets. Nonetheless, the research 
demonstrates the potential of deep learning for liver disease 
screening, with implications for improving medical diagnostics 
and patient care. 

In the study [16], the authors proposed a method that utilizes 
deep learning and transfer learning to detect liver diseases from 
CT scan images. While their approach shows promise in 
preliminary tests, they acknowledge the limitation of lower 
accuracy rates, particularly in cases involving subtle disease 
manifestations. Addressing these limitations is crucial to make 
the model more reliable for accurate diagnosis and treatment 
planning in clinical settings. 

The research in [17] delved into the application of artificial 
intelligence for diagnosing and treating liver diseases. The 
method discussed exhibits potential in assisting medical 
professionals, yet the authors stress the challenge of achieving 
the high accuracy demanded in clinical practice. Reducing false 
positives and negatives is imperative, and future work should 
focus on refining the model's precision to make it a dependable 
tool in liver disease diagnosis and treatment. 

In the study [18], the authors employ YOLOv7 and transfer 
learning to enable early detection of lung cancer. Despite 
promising results, the method faces limitations in terms of 
accuracy and sensitivity, particularly when dealing with the 

subtleties of early-stage lung cancer. Future research efforts 
should concentrate on improving the model's precision, 
especially in identifying subtle early signs of the disease, to 
enhance its clinical utility. 

The research in [19] explored the use of conventional and 
artificial intelligence (AI)--based imaging techniques for 
biomarker discovery in chronic liver disease. The method 
integrates advanced AI approaches with conventional imaging 
methods to identify potential biomarkers. While the approach 
shows promise in early diagnosis and disease monitoring, it 
faces the challenge of achieving the required high accuracy 
levels for robust clinical applications. Limitations in sensitivity 
and specificity need to be addressed to make these biomarkers 
more reliable tools for accurate diagnosis and treatment 
monitoring in the context of chronic liver disease. 

The authors in [20] focused on leveraging deep learning 
techniques for detecting liver diseases from medical images. 
While the method showcases potential in identifying various 
liver ailments, it encounters challenges related to achieving 
consistently high accuracy rates, especially in cases involving 
complex disease patterns. The authors highlight the need for 
further refinement and optimization of the deep learning model 
to mitigate these limitations and enhance its diagnostic 
capabilities, ultimately contributing to more accurate disease 
detection in liver images. 

III. MATERIAL AND METHOD 

A. Yolov8 Algorithm 

YOLOv8, an advanced iteration in the YOLO series of 
object detection algorithms, represents a cutting-edge solution 
for real-time object detection tasks. Developed by Glenn Jocher 
at Ultralytics, YOLOv8 combines a flexible Pythonic structure 
with strong model fundamentals, facilitating rapid model 
enhancements and widespread community contributions [21]. 
Its standout features include anchor-free detection, new 
convolutional layers, and innovative training routines like 
mosaic augmentation. With a commitment to community 
support and an emphasis on high accuracy, YOLOv8 has 
established itself as a go-to choose for computer vision projects, 
achieving state-of-the-art performance on benchmark datasets 
and promising continued advancements in the field of object 
detection. 

1) Yolov8 Structure: The structure of the YOLOv8 

algorithm is characterized by its innovative approach to real-

time object detection, leveraging a series of architectural 

enhancements and improvements over its predecessors. At its 

core, it processes the entire image in one forward pass to 

simultaneously predict bounding boxes and class probabilities 

for multiple objects. Fig. 1 shows the Yolov8 model structure 

[22], [23]. An overview of the key components and structure of 

the YOLOv8 algorithm is discussed in the following sections. 
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Fig. 1. Yolov8 model structure. 

a) Backbone network: YOLOv8 employs a 

CSPDarknet53 backbone network, which is a deep 

convolutional neural network designed to extract rich features 

from input images efficiently. The backbone network plays a 

critical role in feature extraction and contributes to the 

algorithm's detection accuracy. 

b) Anchor-free detection: YOLOv8 introduces anchor-

free object detection, a departure from previous YOLO models 

that relied on anchor boxes. In anchor-free detection, the 

algorithm directly predicts the center of objects instead of 

anchor box offsets. This approach reduces the number of box 

predictions and accelerates post-processing, such as Non-

Maximum Suppression (NMS). 

c) New convolutions: YOLOv8 incorporates new 

convolutional layers and modules to enhance feature extraction 

and model performance. Changes in convolutional layers, such 

as replacing 6x6 convolutions with 3x3 convolutions, 

contribute to improved efficiency and accuracy. 

d) Mosaic augmentation: The training routine in 

YOLOv8 includes mosaic augmentation, a technique that 

stitches four images together. This augmentation strategy 

encourages the model to learn objects in diverse contexts, 

including new locations, partial occlusions, and varying 

backgrounds, thereby enhancing its robustness. 

B. Google Colab 

We employed Google Colab, granting us complimentary 
access to robust GPU resources. All the training and testing 
processes were carried out utilizing a high-performance 12GB 
NVIDIA Tesla T4 GPU, as elaborated in Fig. 2. All of our 
models underwent 50 epochs of training with image dimensions 
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set at 640 pixels while adhering to the default YOLO settings for 
other hyperparameters. 

C. Dataset 

The dataset utilized in this study was sourced from the 
Roboflow repository, consisting of a total of 3,976 images. This 
dataset focuses on liver disease detection, encompassing various 
pathological classes, including ballooning, fibrosis, 
inflammation, and steatosis. These high-quality images serve as 
a valuable resource for training and evaluating machine learning 
models in the context of liver disease detection, enabling 
researchers to harness the power of computer vision techniques 
for precise and early diagnosis of liver-related health conditions. 
Fig. 3 shows sample images of the dataset. 

The data instance distribution in this dataset is well-
balanced, ensuring a roughly equal number of instances across 
different classes of liver disease, including ballooning, fibrosis, 
inflammation, and steatosis. This balanced distribution aids in 
preventing class imbalance issues during machine learning 
model training and promotes robust performance across various 
pathological conditions. Additionally, each data instance in the 
dataset is meticulously annotated with its corresponding 
instance label, providing precise information about the specific 
liver disease class to which it belongs. These annotated instance 
labels are crucial for supervised learning tasks, enabling the 
model to learn and make accurate predictions based on the 
ground truth information associated with each image, ultimately 
enhancing the model's diagnostic capabilities in liver disease 
detection. Fig. 4 illustrates data distribution and instance 
labelling of images. 

D. The Proposed Method 

The proposed method for liver disease detection leverages 
the YOLOv8 architecture, specifically designed for rapid and 
accurate object detection. Our approach involves several key 
steps: data collection, model training, model evaluation, 
performance analysis, and comparative experiments. For data 
collection, we utilized the Roboflow repository, which provided 
a comprehensive dataset of 3,976 liver images annotated with 
relevant disease markers. This dataset is critical as it ensures the 
model is exposed to a wide variety of liver conditions, enhancing 
its ability to generalize across different scenarios. The images 
were divided into three sets: 70% for training, 20% for 
validation, and 10% for testing. This partitioning strategy 
ensures that the model is adequately trained, validated during 
development, and rigorously tested to evaluate its performance 
on unseen data. 

Model training was conducted using different versions of 
YOLOv8, namely YOLOv8n, YOLOv8s, YOLOv8m, and 
YOLOv8l, each representing varying degrees of complexity and 
capacity. YOLOv8n is the smallest and fastest model, designed 
for applications requiring high speed with moderate accuracy. 
YOLOv8s offers a balance between speed and accuracy, making 
it suitable for real-time applications. YOLOv8m and YOLOv8l 
are larger models, providing higher accuracy at the cost of 
increased computational requirements. The training process 
involved fine-tuning hyperparameters such as learning rate, 
batch size, and number of epochs. The learning rate was set to 
0.001, with a batch size of 16, and the models were trained for 
50 epochs. These settings were chosen based on initial 
experiments to optimize model performance while preventing 
overfitting. Data augmentation techniques such as rotation, 
scaling, and flipping were applied to enhance the model's 
robustness. 

 

Fig. 2. Details of google colab' GPU. 

        

Fig. 3. Sample images of the dataset. 
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Fig. 4. Data distribution and instance labelling of image data. 

For model evaluation, we utilized precision, recall, and mean 
average precision (mAP@0.5) as key performance metrics. 
Precision measures the accuracy of the positive predictions, 
recall assesses the model's ability to identify all relevant 
instances, and mAP@0.5 provides a comprehensive evaluation 
of the model's detection performance at a specific intersection 
over union threshold. The evaluation showed that the YOLOv8s 
model achieved the highest metrics with a precision rate of 
0.94%, a recall rate of 0.96%, and an mAP@0.5 rate of 0.59%. 
To ensure a thorough comparison, we conducted experiments 
using other existing liver disease detection methods, including 
UNet-60, CNN + SVM, Random Forest, and Chaotic Cuckoo 
Search + AlexNet. These comparisons highlighted the superior 
performance of our proposed YOLOv8-based method, 
demonstrating its potential as a reliable tool for liver disease 
diagnosis in clinical settings. The rigorous evaluation and 
comparative analysis underscore the effectiveness of YOLOv8 
models in detecting liver diseases from image data, paving the 
way for enhanced diagnostic capabilities. Table I shows the 
proportion of each training, validation and testing image sample. 

TABLE I.  NUMBER OF IMAGES IN TRAINING, VALIDATION, AND TESTING 

SETS 

Modules Training Validation Testing 

Number of images 2782 794 400 

1) Training module: The training phase played a pivotal 

role in the development of the YOLOv8 model. To maximize 

accuracy in liver disease detection, several key 

hyperparameters were carefully configured. The learning rate, 

a critical hyperparameter governing the rate at which the model 

updates its parameters during training, was fine-tuned for 

optimal convergence. We set the learning rate to 0.001, with a 

smaller value being favored for fine-tuning. Additionally, the 

batch size was set to 16, number of epochs was set to 50 for 

YOLOv8 training. 

2) Validation module: The validation module played a 

crucial role in assessing the model's performance during 

training. It involved using a separate portion of the dataset (the 

validation set) that was not used during training. The purpose 

was to monitor the model's progress and detect signs of 

overfitting or underfitting. The validation set helped in 

determining the optimal number of training epochs to prevent 

overfitting, and it allowed for the fine-tuning of 

hyperparameters, such as the learning rate and batch size, to 

strike a balance between model accuracy and generalization. 

We tuned the model based on model validation. 

3) Testing module: The testing module was the final stage 

in evaluating the YOLOv8 model's performance. Here, the 

model's effectiveness in detecting liver diseases on unseen data 

(the testing set) was rigorously assessed. This phase provided 
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insights into the model's real-world applicability and its ability 

to generalize to previously unseen cases. The testing module 

aimed to measure key metrics such as precision, recall, and 

mAP to quantify the model's accuracy and its capability to 

identify liver disease instances correctly. The details of the 

testing model and the metrics are discussed in the following 

sections. We use these metrics to test the effectiveness of the 

model. 

IV. EXPERIMENTAL RESULTS 

This section presents the experimental results and outputs 
obtained from our generated YOLOv8 model for liver disease 
detection. As illustrated in the Fig. 5, the model's output 
provides insights into its ability to identify different classes of 
liver diseases, including ballooning, fibrosis, inflammation, and 
steatosis. These classes represent critical pathological conditions 
that demand accurate detection for effective medical diagnosis. 
The figures showcase the model's predictions and highlight its 
capacity to delineate between these distinct disease categories as 
shown in Fig. 5. 

A. Performance Evaluation 

In this section, we investigate the performance evaluation of 
our YOLOv8 model using standard key metrics such as 
precision, recall and mean average precision (mAP) [25] 
Precision quantifies the model's ability to make correct positive 
predictions among all positive predictions, while recall 
measures the model's capability to identify all actual positive 
instances correctly. The mAP provides an aggregate assessment 
of the model's accuracy across multiple classes, offering 
valuable insights into its overall performance. Furthermore, the 
F1 score represents a harmonized measure of precision and 
recall, balancing the trade-off between false positives and false 
negatives. The comprehensive results of these performance 
metrics, stemming from extensive experimentation, are 
graphically depicted in the accompanying figures, offering a 
clear overview of the YOLOv8 model's effectiveness in the 
precise detection of liver diseases, ultimately contributing to 
improved medical diagnostics. 

 

 

 

Fig. 5. Experimental results output. 
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1) Precision curve: To assess the performance of the 

YOLOv8 model, we employ the precision curve, a vital tool in 

evaluating liver disease detection algorithms. The precision 

curve, also known as the precision-accuracy curve, is a valuable 

tool used to evaluate the performance of the YOLOv8 model 

and similar object detection systems. This curve illustrates how 

the precision of the model varies with changes in confidence 

thresholds. The precision is typically measured using the 

following equation: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒)  
=  𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃) 

Where: 

a) True Positives (TP): These are instances where our 

YOLOv8 model correctly identifies and classifies a liver 

disease, such as ballooning, fibrosis, inflammation, or steatosis, 

as positive. In other words, TP represents the number of cases 

where the model's prediction matches the actual presence of the 

disease within the dataset. 

b) False Positives (FP): These are instances where our 

model incorrectly identifies and classifies a case as positive 

when, in reality, it is not. In the context of liver disease 

detection, FP would occur if the model falsely predicts the 

presence of a disease when there is none or if it assigns the 

wrong disease class to an image. 

As shown in Fig. 6, the precision represents the proportion 
of true positive detections relative to all predicted positive 
instances at a specific confidence threshold. To construct the 
curve, confidence thresholds are systematically adjusted, and 
precision values are recorded at each threshold setting. These 
precision values are then plotted to create the precision curve, 
which provides insights into how the model's precision changes 
as the confidence threshold. As depicted in Fig. 6, on average, 
we achieved a 0.95% rate for precision in all classes, which 
means the model is accurate in liver disease detection. 

2) Recall curve: In evaluating the performance of the 

YOLOv8 model, in addition, we employ the recall curve, which 

is another critical metric for assessing the model's effectiveness 

in correctly identifying positive instances. The recall, also 

known as sensitivity, measures the proportion of true positive 

detections relative to all actual positive instances within the 

dataset. The recall equation is expressed as: 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)  =  𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃) 

Where, as defined above, the TP is the number of correctly 
predicted positive instances by the model. 

a) FN (False Negatives): The number of instances that 

were incorrectly predicted as negative by the model when they 

were actually positive. 

As depicted in Fig. 7, the recall curve is constructed by 
systematically varying confidence thresholds, recording recall 
values at each threshold setting, and plotting them. This curve 
provides insights into how the model's recall rate changes with 
adjustments in the confidence threshold. The obtained recall rate 
of 0.96% across all classes serves as a significant validation of 
the YOLOv8 model's effectiveness in liver disease detection. 
This high recall rate signifies that the model successfully 
identifies 96% of all actual positive instances of liver diseases 
within the dataset. Such a remarkable recall rate underscores the 
model's capability to comprehensively capture and correctly 
classify these diseases, including ballooning, fibrosis, 
inflammation, and steatosis. It further implies that the model 
minimizes the risk of false negatives, which is crucial in the 
context of medical diagnostics. In essence, the high recall rate 
stands as a compelling justification for the model's effectiveness, 
as it assures that the YOLOv8 model is adept at accurate and 
reliable liver disease detection, a pivotal advancement in the 
realm of medical imaging and diagnostics. 

 

Fig. 6. Precision curve. 
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Fig. 7. Recall curve. 

3) Precision-recall curve: In assessing the YOLOv8 

model's performance for liver disease detection, we utilize the 

mean average precision (mAP) metric, often associated with the 

precision-recall curve. The mAP quantifies the model's 

accuracy in detecting objects, such as liver diseases, across 

multiple classes and various confidence thresholds. It is 

calculated as the average of the precision values at different 

recall levels. The equation to measure mAP is: 

𝑚𝐴𝑃 (𝑀𝑒𝑎𝑛 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)  
=  (𝐴𝑃_1 +  𝐴𝑃_2 + . . . + 𝐴𝑃_𝑛) / 𝑛 

Where the Average Precision for Class n (AP_n) represents 
the precision-recall curve's area under the curve (AUC) for each 
specific class. 

As illustrated in Fig. 8, the obtained mAP rate of almost 
0.59% at a confidence threshold of 0.5 is a significant indicator 
of the model's effectiveness in liver disease detection. This rate 
implies that, on average, the model achieves a precision-recall 
balance of nearly 59% across all disease classes, which is a 
notable achievement. It signifies that the YOLOv8 model not 
only accurately identifies liver diseases but also maintains a 
commendable precision level while doing so. This level of 
accuracy is vital in medical applications, where minimizing false 
positives is critical. In conclusion, the achieved mAP rate 
reinforces the YOLOv8 model's effectiveness, providing 
compelling evidence of its suitability for precise and reliable 
liver disease detection in medical diagnostics. 

 

Fig. 8. The mAP curves. 
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B. Models Comparison 

In our pursuit of achieving an accurate and effective model 
for liver disease detection, we conducted extensive experiments 
with various YOLOv8 model configurations, namely 
YOLOv8n, YOLOv8s, YOLOv8m, and YOLOv8l. These 

experiments yielded a comprehensive set of performance results 
across all disease classes, including precision, recall rate, and 
mAP@0.5 score, allowing us to scrutinize and compare the 
models thoroughly. Fig 9, 10, and 11 demonstrate the 
performance result of Yolov8n, Yolov8m and Yolov8l models. 

     

Fig. 9. Performance results of Yolo8n. 

      

Fig. 10. Performance results of Yolo8m. 

     

Fig. 11. Performance results of Yolo8l. 
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According to the experiment of various Yolov8 models and 
the performance results, we collected the results for all the 
classes. Table II presents the obtained results based on precision, 
recall and mAP@0.5 metrics for Yolov8n, Yolov8s, Yolov8m 
and Yolov8l models. 

As shown in Table II, we observe that YOLOv8s 
consistently outperforms the other models across all metrics. It 
achieves the highest precision and recall rates, along with the 
highest mAP@0.5 score, indicating its superior ability to both 
accurately detect liver diseases and maintain a balanced 
precision-recall trade-off. This superior performance can be 
attributed to YOLOv8s' model architecture and parameter 
tuning, which evidently aligns well with the nuances of liver 
disease detection in our dataset. 

TABLE II.  PERFORMANCE RESULTS FOR YOLOV8-BASED MODELS 

Models 
Precision Rate 

(%) 

Recall Rate 

(%) 

mAP@0.5 Rate 

(%) 

YOLOv8n 0.92% 0.96% 0.58% 

YOLOv8s 0.94% 0.96% 0.59% 

YOLOv8m 0.89% 0.96% 0.56% 

YOLOv8l 0.88% 0.95% 0.55% 

The justification for YOLOv8s' superiority lies in its 
optimization for this specific task, which includes fine-tuned 
hyperparameters and model parameters. Additionally, 
YOLOv8s strikes an optimal balance between precision and 
recall, essential in liver disease detection where minimizing 
false positives and false negatives is critical. 

Therefore, through these extensive experiments and careful 
comparisons, we have successfully achieved an accurate and 
effective YOLOv8 model for liver disease detection, with 
YOLOv8s emerging as the top-performing configuration. This 
model's exceptional precision, recall rate, and mAP@0.5 score 
demonstrate its suitability for reliable and precise disease 
identification, contributing significantly to advancements in 
medical diagnostics. 

TABLE III.  PERFORMANCE COMPARISON WITH OTHER ALGORITHMS 

Models 
Precision Rate 

(%) 
Recall 

Rate (%) 
mAP@0.5 

Rate (%) 
YOLOv8n 0.92 0.96 0.58 

YOLOv8s 0.94 0.96 0.59 

YOLOv8m 0.89 0.96 0.56 

YOLOv8l 0.88 0.95 0.55 

UNet-60 0.91 0.94 0.57 

CNN + SVM 0.88 0.92 0.54 

Random Forest 0.85 0.9 0.53 

Chaotic Cuckoo 
Search + AlexNet 

0.86 0.89 0.52 

Modified UNet++ 0.88 0.91 0.54 

The performance comparison of various liver disease 
detection algorithms presented in Table III highlights significant 
differences in their precision, recall, and mAP@0.5 rates. 
Precision rate, indicating the accuracy of positive predictions, 
shows that YOLOv8s leads with 0.94%, followed closely by 
YOLOv8n at 0.92%, and UNet-60 at 0.91%. These results 
suggest that YOLOv8s and YOLOv8n are particularly effective 
in minimizing false positives. The recall rate, reflecting the 

model's ability to correctly identify true positives, is consistently 
high across all YOLOv8 variants, with YOLOv8n, YOLOv8s, 
and YOLOv8m all achieving a recall rate of 0.96%. This 
indicates a strong capability of YOLOv8 models in detecting 
actual cases of liver disease. When considering the mAP@0.5 
rate, which evaluates the precision and recall trade-off at a 
specific intersection over union threshold, YOLOv8s again 
performs the best with 0.59%, followed by YOLOv8n at 0.58%, 
and UNet-60 at 0.57%. Compared to other methods like CNN + 
SVM, Random Forest, and Chaotic Cuckoo Search + AlexNet, 
which have lower mAP@0.5 rates of 0.54%, 0.53%, and 0.52% 
respectively, the YOLOv8 models clearly outperform in all 
metrics. Thus, YOLOv8s emerges as the superior algorithm due 
to its highest precision, recall, and mAP@0.5 rates, 
demonstrating its robustness and reliability in liver disease 
detection tasks. 

V. DISCUSSION 

The proposed method leverages the YOLOv8 architecture 
for liver disease detection using medical image data. YOLOv8, 
the latest iteration in the YOLO (You Only Look Once) series, 
is known for its real-time object detection capabilities, making 
it highly suitable for medical applications where timely 
diagnosis is critical. The model processes entire images in a 
single pass, allowing for rapid and accurate detection of liver 
anomalies. YOLOv8s, a specific variant of the YOLOv8 family, 
was selected for its balance between performance and 
computational efficiency. The model was trained on a 
comprehensive dataset of liver images, utilizing advanced 
augmentation techniques to enhance its generalizability and 
robustness. The training process involved optimizing the 
model's parameters to maximize precision, recall, and mean 
average precision (mAP) rates, ensuring high accuracy in 
detecting liver disease across diverse image samples. 

The experimental results of the proposed method are highly 
promising, with YOLOv8s achieving a precision rate of 0.94%, 
a recall rate of 0.96%, and an mAP@0.5 rate of 0.59%. These 
metrics indicate that the model excels in identifying true positive 
cases while minimizing false positives and negatives. The high 
precision rate reflects the model's ability to accurately pinpoint 
liver anomalies, while the high recall rate demonstrates its 
effectiveness in detecting the vast majority of disease cases. The 
mAP@0.5 rate, a comprehensive measure of the model's overall 
detection performance, underscores the robustness of YOLOv8s 
in handling various complexities in medical imaging. Compared 
to other algorithms in the literature, the proposed method shows 
a marked improvement, highlighting its potential as a reliable 
tool for liver disease diagnosis. 

Despite the strong performance metrics, the study has 
several limitations that warrant further investigation. One 
primary limitation is the potential bias in the dataset used for 
training and validation. The dataset may not cover the full 
spectrum of liver disease manifestations, potentially affecting 
the model's generalizability to unseen cases in different clinical 
settings. Additionally, while YOLOv8s provides high accuracy, 
the interpretability of its predictions remains a challenge. 
Medical professionals need to understand the rationale behind 
the model's decisions to fully trust and adopt this technology in 
practice. Moreover, the computational requirements for 
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deploying YOLOv8 models, although optimized, may still be 
prohibitive in resource-limited environments, restricting its 
accessibility and widespread use. 

Future research should focus on addressing these limitations 
to enhance the proposed method's applicability and reliability. 
Expanding the dataset to include a broader range of liver disease 
cases from diverse populations and imaging modalities will 
improve the model's generalizability. Developing explainable 
AI techniques can enhance the interpretability of YOLOv8 
predictions, allowing clinicians to understand and validate the 
model's decisions. Additionally, optimizing the model for 
deployment on lower-cost hardware will make this advanced 
technology accessible to a wider range of healthcare settings, 
including those with limited resources. Research can also 
explore integrating YOLOv8 with other diagnostic tools to 
create a comprehensive, multi-modal diagnostic platform for 
liver disease. 

Investigating the integration of YOLOv8 with 
complementary diagnostic algorithms can provide a holistic 
approach to liver disease detection. Combining image-based 
detection with clinical data, such as patient history and 
biochemical markers, can enhance the diagnostic accuracy and 
provide a more comprehensive assessment of liver health. 
Future studies should also explore the longitudinal tracking of 
liver disease progression using YOLOv8, enabling early 
detection of disease onset and monitoring treatment efficacy 
over time. Collaborations with clinical practitioners will be 
essential to tailor the model's development to meet real-world 
needs and ensure its seamless integration into existing medical 
workflows. By addressing these research directions, the 
proposed method can be refined and validated for broader 
clinical adoption, ultimately improving liver disease diagnosis 
and patient outcomes. 

VI. CONCLUSION 

This paper studied the critical importance of detecting liver 
diseases in the field of digital pathology, emphasizing the central 
role it plays in the domain of medical diagnosis. While 
numerous methods have been explored in the existing literature, 
our study highlights the exceptional promise of deep learning 
techniques, which have demonstrated the capacity to deliver 
notably accurate results when compared to traditional 
approaches. Nevertheless, the persistent challenge of low 
accuracy rates in deep learning-based liver disease detection 
remains, as indicated by the comprehensive analysis of prior 
research endeavors. To address this challenge, we have 
introduced a novel approach harnessing the YOLOv8 algorithm, 
resulting in the development of innovative models meticulously 
tailored to elevate the precision and effectiveness of liver disease 
detection. Our method, involving rigorous model generation, 
dataset utilization, and extensive experimentation, has yielded 
accurate outcomes, marking a significant advancement in the 
field. For future studies, it is imperative to continue refining 
deep learning models, exploring novel algorithms, and 
expanding datasets to enhance further the accuracy and 
robustness of liver disease detection systems. Additionally, 
investigating the integration of multi-modal data sources, such 
as imaging and patient records, may offer avenues for 
comprehensive and holistic disease detection in digital 

pathology. Moreover, exploring interpretability and 
explainability in deep learning models can enhance their clinical 
adoption, ensuring that advancements in this domain contribute 
effectively to improved patient care and diagnosis. 
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Abstract—In recent years, IT managers of large enterprises 

and stakeholders have turned to cloud computing due to the 

benefits of reduced maintenance costs and security concerns, as 

well as access to high-performance hardware and software 

resources. The two main challenges that need to be considered in 

terms of importance are ensuring that everyone has access to 

services and finding efficient allocation options. First, especially 

with software services, it is very difficult to predict every service 

that may be needed. The second challenge is to select the best 

independent service among different providers with features 

related to application reliability. This paper presents a framework 

that uses the particle swarm optimization technique to optimize 

reliability parameters in distributed systems applications. The 

proposed strategy seeks a program with the best service and a high 

degree of competence. Although this method does not provide an 

exact solution, the particle swarm optimization algorithm reaches 

a result close to the best solution and reduces the time required to 

adjust the parameters of distributed systems applications. The 

results of the work have been compared with the genetic algorithm 

and it has been shown that the PSO algorithm has a shorter 

response time than both the genetic algorithm and the PSO. Also, 

the PSO algorithm shows strong stability and ensures that the 

solution obtained from the proposed approach will be close to the 

optimal solution. 

Keywords—Reliability; cloud computing; chaotic particle swarm 

optimization algorithm; distributed systems 

I. INTRODUCTION 

The augmentation of available services leads to a 
corresponding increase in the proliferation of services that 
possess comparable functionalities across several servers [1]. 
These comparable services are situated in distinct geographical 
locations and exhibit varying degrees of reliability based on 
different characteristics [2]. Due to this rationale, service 
composition employs suitable methodologies to choose an 
atomic service from a pool of identical services hosted on 
distinct servers, with the aim of attaining the utmost level of 
dependability based on specific requirements and priorities [3]. 
The user has been obtained. Because end user requirements and 
accessible services are always changing, service composition 
architecture in the cloud environment must be flexible and 
capable of running independently [4]. Hence, the selection of 
appropriate and efficient elementary services for integration into 
complex composite services constitutes a significant concern 
within this domain [5]. The service composition challenge in 
cloud computing refers to the determination of appropriate 
simple atomic services that, when combined, satisfy the 
functional and reliability requirements of complex services, as 
dictated by the end user's needs [6]. The complexity of service 
composition in cloud computing is attributed to the multitude of 

influential factors and the extensive range of basic services 
offered by numerous providers in the cloud pool. As a result, this 
problem is classified as NP-hard [7]. 

The issue of software reliability in distributed systems is a 
significant concern for both software providers and consumers 
that rely on such software [8]. Numerous models have 
undergone scrutiny and assessment with regards to their 
trustworthiness within the context of large-scale commercial 
projects [9]. Notably, these models have been subject to 
meticulous examination in the domains of e-government, e-
commerce, multimedia services, and other relevant scenarios 
[10]. However, the presence of dependability issues persists in 
software and systems [11]. Cloud environments have a dynamic 
nature characterized by both sporadic and deliberate 
modifications. The aforementioned modifications provide cloud 
computing with a range of issues within the context of 
distributed systems [12]. Several issues associated with 
applications in cloud computing have been identified [13]. a) 
The dynamic contracting of cloud service providers: an analysis 
of pricing policies employed by various service providers. The 
determination of costs for services is contingent upon the 
interplay between supply and demand factors. Hence, it is 
imperative to establish a method that facilitates the updating of 
the specification table pertaining to the range of resources that 
are now accessible. b) Resolving Insufficient Cloud Resources: 
The intermediary's decision on the ideal cloud service is 
contingent upon the presence of comprehensive and up-to-date 
information regarding the available services [14]. The 
occurrence of several alterations in service features has the 
potential to result in the inadvertent deletion or loss of certain 
data [15]. 

A significant portion of the research conducted on cloud 
services often results in suboptimal outcomes, necessitating the 
completion of the service within a limited timeframe [16]. 
Hence, it is imperative to put forth certain methodologies aimed 
at resolving the issue of partial optimization and enhancing the 
rate of convergence of the algorithm [17]. The chaotic 
evolutionary algorithm is founded upon the principles of 
optimization and the utilization of chaos operators, thereby 
synergistically integrating their respective benefits [18]. The 
randomness technique incorporates the concepts of 
unpredictability, initial sensitivity, and chaos operator to 
establish a mapping between the chaotic variable and a domain 
of linear optimization variables [19]. By employing this 
approach, the issue of stagnant search is mitigated and the 
absence of an optimization mechanism is addressed. 
Consequently, it enhances the algorithm's diversity and overall 
optimization [20]. 
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In choosing the particle swarm optimization (PSO) method 
based on chaos theory for the current research, there are several 
reasons that indicate the importance and necessity of using this 
method in checking the reliability of cloud computing programs. 
First, PSO is an optimization algorithm based on collective 
intelligence, which is known for its simple structure and high 
efficiency in solving complex optimization problems. By 
imitating the social behavior of birds or fish, this algorithm 
quickly converges towards optimization and has the ability to 
search more widely in the search space. The use of chaos theory 
in PSO is very effective to prevent the algorithm from falling 
into local optima and improve its convergence rate. By adding 
controlled uncertainty to the search process, chaos theory 
increases the variety of responses and helps the algorithm 
achieve more optimal results. 

In this study, we aim to examine the dependability of cloud 
computing applications by utilizing the particle swarm 
optimization algorithm grounded in chaos theory. This approach 
is anticipated to offer a thorough exploration of the problem-
solving domain and enhance the accuracy of predicting the 
reliability of cloud services. In order to fulfill the requirements 
of academic discourse, it is necessary to revise the user's text to 
conform to the standards of formal the proposed method will be 
implemented using the MATLAB software environment, with 
the aim of achieving an optimal solution in terms of both 
convergence and stability. In summary, the writers of this 
research have made the following contributions: 

 The application of chaos theory in predicting the 
reliability of cloud computing applications allows for a 
more extensive exploration of the problem area. 

 Identifying a cloud service that offers near-optimal 
performance while considering the reliability of the 
service. 

The subsequent sections of the article are structured in the 
following manner. The second half of the document provides a 
comprehensive review of prior research and scholarly 
contributions. Section III presents the formulation of the 
problem. In Section IV, the proposed method is expounded 
upon. Section V of the paper presents an evaluation and 
simulation of the proposed solution. Subsequently, Section VI 
provides the conclusion and outlines potential avenues for future 
research. 

II. RELATED WORKS 

A proposed strategy has emerged in response to the 
increasing significance of networks in the amalgamation of 
cloud services, which takes into account the distinct reliability 
of applications and network services [21]. In order to achieve 
this objective, the actual network delay between the desired 
services and their users is represented using a low time 
complexity model, enabling the selection of the service with the 
lowest delay time. The introduction of a reliability equation by 
researchers enables the calculation of application dependability, 
delay, and transmission rate. In the final stage of the 
methodology, the selection algorithm was devised to implement 
the proposed models using the genetic algorithm. The outcomes 
of this algorithm were then compared to those of Dijkstra's 
algorithm and random selection. The findings of this intriguing 

study can be enhanced through the utilization of real-world 
datasets. 

The authors of this study have presented an enhanced genetic 
algorithm [22] for the service provider system, taking into 
account self-adaptation. In this algorithm, the traditional 
competitive selection method for choosing individuals for 
intersection and mutation operators has been replaced with a 
clonal selection algorithm [23]. A well-established methodology 
has been employed. The primary article lacks a comprehensive 
discussion of the researchers' efforts in self-adaptation, as it fails 
to include specific details about the suggested algorithm and the 
experimental outcomes. 

The utilization of game theory by researchers has led to the 
development of a service combination algorithm that is founded 
on service level agreement [24]. This study encompasses four 
distinct components inside the agreement, namely: the primary 
details of the agreement, information pertaining to service 
providers and users, specifications about the type and 
dimensions of the service, and a comprehensive set of 
obligations for applications. The process of establishing an 
agreement involves the consideration of service composition as 
a dynamic multi-player game, referred to as the proposal game. 
In this game, the sellers and consumers of the service act as 
players with the objective of attaining their respective aims. 
Within the context of this competitive framework, it is 
imperative for every consumer to declare a price for each desired 
service, taking into account the relevant parameters and the 
suggested price set by other consumers. Subsequently, sellers 
have the autonomy to select their service based on the level of 
quality requested, which is duly influenced by the suggested 
price. Contained inside the mutually agreed upon and formally 
executed agreement. The method's reliability is constrained by 
its narrow scope, since it lacks comparative analysis with 
alternative approaches and fails to incorporate real-world data 
sets for comparison. 

The authors have introduced a variant of the chaotic 
optimization algorithm that operates in parallel, with the aim of 
addressing the issue of application services [25]. The length of 
the sequence was dynamically altered by the researchers, taking 
into consideration the evolutionary position of the answer. The 
researchers also employed the roulette wheel selection process 
as a preliminary step, followed by the application of the chaos 
operator, in order to mitigate the presence of randomly generated 
unsuitable solutions and avoid their detrimental effects. Given 
that a primary objective of this study is to minimize the duration 
of execution, the parallelization of the suggested algorithm is 
also taken into account. In order to accomplish this objective, a 
comprehensive connection architecture is selected based on its 
superior searchability and message transmission interface [26]. 
A novel migration technique, known as reactive path migration, 
has been recently devised and implemented to mitigate the 
communication overhead associated with fully connected 
topologies. In comparison to the genetic algorithm, chaos 
genetic algorithm, and chaos optimization, the method given in 
this study has demonstrated superior outcomes in terms of both 
the best fit achieved and the execution time required. 

In [27] present a novel paradigm for adaptive service 
selection in the context of mobile cloud computing. This 
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framework facilitates the prompt extraction of consumer 
preferences upon receipt of a request. Subsequently, utilizing the 
Euclidean distance metric, the customer priority services that 
exhibit the shortest distances are identified and subsequently 
recommended to the service adapter. Ultimately, the service 
adapter determines the optimal service from the available 
options for the consumer based on the compatibility of the 
underlying device and the efficacy of the service alternative. The 
service adapter module incorporates a fuzzy known map model 
to facilitate the achievement of context matching service based 
on input information. One limitation of this approach is that the 
offered framework is applicable solely for the purpose of 
selecting a singular service. Furthermore, it is worth noting that 
this particular strategy has not been subjected to comparative 
analysis with alternative methodologies. 

On a pay-as-you-go basis, cloud computing provides 
worldwide access to utility-based information technology 
services, with many uses in the commercial, academic, and 
consumer spheres. But data centers that host cloud applications 
use a lot of energy, which means they cost a lot to run and pollute 
the environment with their carbon emissions. Powerful servers 
that use a lot of energy and related peripherals are necessary for 
these centers to manage the daily influx of requests from various 
users. In order to lower energy consumption in data centers, 
resource efficiency is key. Focusing on energy reduction and 
load prediction, this research adopts a novel hybrid approach for 
dynamic resource allocation in the cloud. Specifically, they have 
migrated virtual machines using an ant colony optimization 
technique and utilized neural fuzzy networks for load prediction 
[39]. 

When it comes to cloud computing, the problem of work 
scheduling directly affects the quality of services provided. 
Allocating tasks to available resources according to demand is 
known as task scheduling. Finding the optimal allocation plan to 
get more done in less time is the objective of this NP-hard 
problem. The job scheduling problem has been addressed by 
several approaches. To fix this, the authors of [40] suggest an 
IPSO algorithm, which stands for enhanced particle swarm 
optimization. The original Particle Swarm Optimization (PSO) 
technique for cloud work scheduling is optimized using a multi-
adaptive learning strategy to reduce execution time. The 
proposed MALPSO method establishes two particle types—
normal particles and local best particles—during the first 
population stage. The population's variety is decreasing and the 
likelihood of reaching the local optimum is increasing at this 
stage. Distance, load balance, stability, and efficiency are the 
four metrics used to evaluate alternative algorithms in this study. 
In addition, the CEC 2017 benchmark is used to assess the 
suggested method. We can solve the problem faster and achieve 
the best answer for most of the criteria using the provided 
strategy compared to what is currently known. 

Our proposed work has significant differences from the 
works in the "Related Works" section. Unlike previous methods 
that mainly used genetic algorithms, game theory, and classical 
optimization algorithms, we use the combination of particle 
swarm optimization (PSO) algorithm with chaos theory. This 
combination not only has the ability to improve convergence and 
stability, but also effectively solves the local optimization 
problem. While previous methods such as genetic algorithms 

and game theory compare and select the best services based on 
complex models and with real data, our method uses a collective 
approach that brings a significant improvement in performance 
and prediction accuracy. 

In addition, our proposed approach using chaos theory and 
dynamic population size adjustment has been able to overcome 
the problems in classical PSO, such as being stuck in local 
optima and slow convergence. While some existing methods 
have only focused on optimizing the execution time of the 
algorithm or improving the quality of the services provided, our 
approach is a more comprehensive model by focusing on the 
stability and reliability of cloud services and it provides more 
efficiency that can be more widely used in real scenarios. 

III. PROBLEM FORMULATION 

The issue pertaining to reliability-aware cloud services in 
applications involves identifying a collection of potential cloud 
services that possess varying performance attributes. These 
services must fulfill two criteria: firstly, they must adhere to the 
limitations established by the user, and secondly, they must 
satisfy an objective function. To optimize refers to the process 
of maximizing efficiency or effectiveness in a given context. In 
this section, the aforementioned issue is explicitly articulated. 
One instance of the issue pertaining to the integration of cloud 
services while considering service reliability can be officially 
articulated as follows: 

A service composition request is represented as a workflow 
modeled using a directed acyclic graph G= (V, E). 

 𝑉 = {𝑇1, 𝑇2, . . . , 𝑇𝑛}, where n denotes the workflow's job 
count. 

 E: The group of edges indicating the order in which tasks 
are being completed. 

 The process for every Ti (1 ≤ 𝑖 ≤ 𝑛) job includes a set 
of nomination services called 𝐶𝑆𝑖 =

{𝐶𝑆𝑖
1, 𝐶𝑆𝑖

2, . . . , 𝐶𝑆𝑖
𝑚𝑖} , where 𝐶𝑆𝑖

𝑗
(1 ≤ 𝑗 ≤ 𝑚𝑖)a cloud 

nomination service is. 

 Mi: the entire number of potential workers that are 
willing to take up Ti jobs. 

 Every potential service A property of cloud services' 
service dependability is represented by Ql (1 ≤ 𝑙 ≤ 𝐾), 
one of the various sets of service reliability information 

𝑄𝑜𝑆𝑖
𝑗
= {𝑄1, 𝑄2, . . . , 𝑄𝐾}that 𝐶𝑆𝑖

𝑗
has. 

 The service reliability warehouse houses service 
reliability data pertaining to cloud services. 

 K: the quantity of cloud service-related service reliability 
features included in the service reliability model. 

Given the aforementioned context, the primary aim of the 
reliability-aware service composition problem is to identify a 
cloud composite service that is near-optimal [28]. This objective 
is achieved by ensuring that the selected service exhibits a high 
level of reliability. 

∀𝑗 = 1. . . 𝐾 {
∏ 𝑆𝑖.𝑄𝑗>𝐶𝑗𝑖𝑓𝑄𝑗𝑖𝑠𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑣𝑒𝑛
𝑖=1

∑ 𝑆𝑖.𝑄𝑗<𝐶𝑗𝑖𝑓𝑄𝑗𝑖𝑠𝑎𝑑𝑑𝑖𝑡𝑖𝑣𝑒
𝑛
𝑖=1   (1) 
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A. Service Reliability Model 

The dataset utilized in the suggested methodology for 
determining service dependability parameter values in 
applications is sourced from Al-Masri and colleagues. The 
provided dataset serves as a fundamental resource for academics 
in the field of service. The dataset comprises a collection of 2507 
cloud services together with their corresponding measurements 
of service dependability in various applications. The authors of 
the study have utilized their proposed service broker framework 
to measure the values of service dependability parameters [29]. 
The QWS dataset comprises individual records that encompass 
the values of ten distinct parameters associated with each cloud 
service. The initial eight elements inside each record pertain to 
service dependability metrics that were assessed over a duration 
of six days using the cloud service broker framework. The 
service reliability numbers within the dataset represent the mean 
measurements obtained during the specified time interval. 
Table I presents a concise overview of the eight service 
dependability metrics, including a straightforward description 
for each. 

Upon meticulous examination of the reliability parameters 
presented in Table I, it becomes evident that the response, best 
practice, and documentation parameters exhibit a consistent 

value across multiple service calls during execution. 
Consequently, in light of this observation, these two parameters 
are disregarded, and the values of the remaining six service 
reliability parameters are utilized. 

B. Service Reliability Parameter Values are Normalized 

Various service dependability characteristics associated with 
a cloud service are assessed using distinct units. In order to 
compute the objective function, it is necessary to ensure that all 
of these parameters are measured using a consistent scale [30]. 
In light of this matter, it is imperative to standardize the values 
of all service dependability parameters on a consistent scale. The 
normalizing of service dependability metrics enables the 
establishment of a standardized metric for evaluating their 
values. To achieve this objective, a commonly employed 
method involves normalizing the values of all parameters within 
the range of zero to one. The criteria pertaining to service 
reliability can be classified into two distinct categories: those 
aimed at maximizing reliability and those aimed at minimizing 
it. Maximization parameters refer to parameters that are 
intended to be maximized, while minimization parameters refer 
to parameters that are intended to be minimized. Relations (2) 
and (3) illustrate the normalization principles for maximizing 
and minimizing parameters, correspondingly.

TABLE I.  AN EXPLANATION OF THE PARAMETERS FOR SERVICE RELIABILITY FOUND IN THE QWS DATASET 

unit description Parameters 

% The number of responses to the number of request messages Ability to succeed 

% The extent to which the WSDL document conforms to the WSDL specification the answer 

% The degree to which a service conforms to the base WS-I profile best way 

Millisecond The amount of time it takes for the server to process a request Delay 

% Measuring documentation (descriptive tags) in WSDL Documentation 

Millisecond The time it takes to send a request and receive a response response time 

% The number of successful calls over the total number of calls accessibility 

Calls per second The total number of calls for a given time period Throughput 

max
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max min

max min

.

.
1

i i
i i

i i

i
i i

Q CS Q
Q Q

Q Q

CS Q
Q Q

N











 



(2) 

min

max min

max min

max min

.

.
1

i i

i i

i i

i
i i

CS Q Q
Q Q

Q Q

CS Q
Q Q

N











 



(3) 

In the aforementioned relationships,𝐶𝑆. 𝑄𝑖 represents the 
value assigned to the i-th parameter of service reliability 
pertaining to the candidate service [31]. The normalized value 
of CS and NCS is denoted as CS and𝑁𝐶𝑆.𝑄𝑖 , respectively. 

Additionally, 𝑄𝑚𝑎𝑥
𝑖  and 𝑄𝑚𝑖𝑛

𝑖  represent the upper and lower 
bounds of the i-th parameter across all services. 

IV. PROPOSED METHOD 

Given the fact that the issue of identifying cloud services that 
are cognizant of service reliability falls under the classification 
of NP-Hard issues, many approaches to discovery can be 
employed in order to address this challenge. The primary 
objective of this paper is to employ the chaotic particle 
optimization technique in order to identify a dependable cloud 
service. Collective intelligence is a highly potent optimization 
strategy that relies on the behavior of a group. The particle 
optimization algorithm is a social search algorithm that is 
designed based on the collective behavior observed in flocks of 
birds. Initially, this method was employed to uncover the 
underlying patterns that regulate the concurrent flying of avian 
species, as well as the abrupt alterations in their trajectory and 
the ideal configuration of the flock. The particle optimization 
algorithm involves the movement of particles inside the search 
space. The relocation of particles within the search space is 
influenced by both their own experiences and knowledge, as 
well as the experiences and knowledge of their neighboring 
particles. Hence, the alternative configuration of particle mass 
influences the manner in which a particle is sought. The outcome 
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of simulating this social behavior manifests as a search process 
wherein particles exhibit a tendency to converge towards 
regions of success. Particles acquire knowledge from one 
another and navigate towards their most optimal neighbors. The 
particle optimization algorithm operates on the premise that 
each particle in the search space determines its position based on 
the best position it has previously occupied. Selects and 
optimizes the most favorable position within its surrounding 
vicinity. Through the analysis and refinement of this technique 
within computer systems, as well as its adaptation to expert and 
intelligent systems, it becomes feasible to apply it in addressing 
a wide range of optimization problems. The use of the particle 
swarm optimization algorithm is anticipated to enhance the 
dependability of the cloud service generated. The application of 
chaos theory has also been employed in addressing the issue of 
local optima and enhancing the rate of convergence. 

 

Fig. 1. Process flowchart of the proposed method. 

The flow/block diagram in Fig. 1 shows the proposed 
research process to improve the reliability of cloud services 
using particle swarm optimization (PSO) algorithm and chaos 
theory. At first, the particles are initialized and an initial 
evaluation is done on them. Then the particle population is 
divided into two subpopulations: one using the PSO algorithm 
and the other using the chaos theory. The position of particles in 
each subpopulation is updated and the chaotic search space is 
reduced. After that, the particles are re-evaluated and the local 
best (pbest) and global best (gbest) are updated. This update and 
evaluation process continues until a stop condition is met. 
Finally, the algorithm ends by finding a near-optimal solution. 
This combined method of PSO and chaos theory helps to 
improve the convergence and stability of the algorithm. 

The particle optimization algorithm initiates its operation by 
generating a set of particles within the search space. Each 
particle represents the position of a potential solution to a given 
problem, specifically in the context of a composite service 
within a cloud environment. The starting positions of the 
particles within the node are determined randomly [32]. The 
program will subsequently conduct a search for the optimal 

place based on the highest merit value. The subsequent section 
outlines the sequential procedures involved in attaining the most 
advantageous location, or in other words, elucidates the process 
by which the algorithm progressively approaches a solution that 
is close to optimal. Eq. (4) is utilized to represent the position of 
the i-th particle. 

𝑋𝑖 = (𝑥𝑖1, . . . , 𝑥𝑖𝑑 , . . . 𝑥𝑖𝐷)  (4) 

Eq. (5) is utilized to retain and present the prior optimal 
position of the i-th particle. 

𝑃𝑖 = (𝑝𝑖1, . . . , 𝑝𝑖𝑑 , . . . 𝑝𝑖𝐷   (5) 

The term used to refer to this concept is known as pbest [33]. 
The optimal solution within a population of particles is 
sometimes referred to as the global best (gbest). The velocity of 
the i-th particle is also represented by the vector Vi, as depicted 
in Eq. (6): 

𝑉𝑖 = (𝑣𝑖1, . . . , 𝑣𝑖𝑑 , . . . 𝑣𝑖𝐷)  (6) 

The fundamental principle underlying particle swarm 
optimization involves the manipulation of the location and 
velocity of individual particles towards their personal best 
(pbest) and global best (gbest) values, as described by Eq. (7) 
and (8). 

𝑣𝑖𝑑 = 𝑤 ∗ 𝑣𝑖𝑑 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑() ∗ (𝑝𝑖𝑑 − 𝑥𝑖𝑑) + 𝑐2 ∗ 𝑟𝑎𝑛𝑑()(7) 

∗ (𝑝𝑔𝑑 − 𝑥𝑖𝑑) 

𝑥𝑖𝑑 = 𝑥𝑖𝑑 + 𝑣𝑖𝑑    (8) 

In this context, the symbol "w" represents the inertial weight, 
while the numbers 𝑐1 and 𝑐2 denote the acceleration constants 
[34]. Additionally, rand () refers to a random number generator 
that produces values uniformly distributed throughout the 
interval [0, 1]. Algorithm 1 presents the pseudocode for the 
fundamental particle swarm optimization. 

ALGORITHM 1: PSEUDO CODE OF BASIC PSO 

01: Start  

02:   Initialize particle swarm  
03:   While (number of iterations, or the stopping criterion is not met)  

04:     Evaluate fitness of particle swarm  

05:     For n = 1 to number of particles  
06:       Find pbest  

07:       Find gbest  

08:       For d = 1 to number of dimensions of particle  
09:         Update the position of particles via equations (3-4) and (3-5)  

10:       End For  

11:     End For  
12:    End While   

13:  Stop   

The fundamental particle swarm optimization approach has 
demonstrated commendable efficacy in addressing intricate 
challenges. However, notwithstanding this, it is afflicted by the 
issue of succumbing to the local optimum trap [35]. There exist 
various approaches for resolving this issue, with one particularly 
significant option being the utilization of chaos theory. 
According to the dictionary, the term "chaos" refers to a 
condition characterized by a lack of organization and clarity. In 
the realm of scientific discourse, a universally accepted 
definition for the concept in question remains elusive. The 
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concept of chaos is commonly acknowledged as a phenomenon 
characterized by distinct and discernible patterns within 
unpredictable circumstances, often referred to as "order in 
chaos." Chaos theory is a well-established theoretical 
framework that may be formulated based on a set of 
deterministic principles and mathematical equations. According 
to the principles of chaos theory, the future is entirely governed 
by preceding events. The logical equation, renowned for its 
association with chaos theory, holds significant prominence and 
finds application within the proposed methodology. Eq. (9) 
represents the logical equation: 

𝑥𝑡+1 = 𝜇𝑥𝑡(1 − 𝑥𝑡)  (9) 

The control parameter, denoted as


, and the variable x are 
both present in the given context. The search algorithm 
employed in the suggested method utilizes chaos theory 
principles. In this approach, the population is divided into two 
distinct sub-populations in the following manner: 

The population in PSO is updated by utilizing the 
fundamental algorithm (Algorithm 1) to modify the position and 
velocity of the particles [36]. The population exhibits a state of 
disorder, as indicated by the utilization of Eq. (9) to update the 
positions of particles. The dynamic alteration of the particle 
quantities in both the PSO and chaos populations is determined 
by employing Eq. (10) and (11). 

𝑁𝑒𝑤𝑃𝑆𝑂𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

=
𝑓𝑖𝑛𝑒𝑠𝑠𝑜𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡

𝑓𝑖𝑛𝑒𝑠𝑠𝑜𝑓𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡
    

∗ 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠𝑖𝑧𝑒  (10) 

𝑁𝑒𝑤𝐶ℎ𝑎𝑜𝑡𝑖𝑐𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

= 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠𝑖𝑧𝑒 − 𝑁𝑒𝑤𝑃𝑆𝑂𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (11) 

Algorithm 2 presents the pseudo-code of the suggested 
method, which incorporates the particle swarm optimization 
algorithm with chaos search. 

ALGORITHM 2: PSEUDO-CODE FOR OPTIMIZATION OF PARTICLE SWARM 

AND CHAOS PROBE 

Input: Composition request as a workflow (DAG) and Reil constraints 

Output: Near optimal composite cloud service 

Initialization as Basic PSO 
While (number of iterations, or the stopping criterion is not met)  

  For each particle in Chaotic Population 

    Update Particle Position using equation (6) 
    Decrease Chaotic search space 

Xmax - Xmin 

     where Xmax is the maximum position for PSO  
     where Xmin is the minimum position for PSO  

  End For 

  For each particle In PSO Population 
    Update particle velocity equation (4) 

    Update Particle Position equation (5) 

  END For 
  For each particle In Population 

    Evaluate fitness of particle  

    If (current position < best position) Then       
      Xpbest = current   position 

    End If 

    If (current position< gbest position) Then 
      gbest = current particle index 

    End If 

  End For 
  Update PSO and Chaotic Populations using (7) and (8) 

End While 

A. Initialization 

During the initialization step, it is necessary to generate the 
initial population of particles. The particle optimization 
approach utilizes particles to symbolize solutions to the problem 
at hand. In this context, a solution refers to the compound cloud 
service, which is represented by an array of size n, where n 
corresponds to the number of jobs inside the workflow. In order 
to fulfill the desired objective or meet the specified criteria [37]. 
The value contained at index i within the array represents the 
identification number of the candidate service responsible for 
executing task Ti. Given that the quantity of particles in the first 
population is denoted as P, the initial population of solutions can 
be represented as a matrix of dimensions P×n. 

B. Merit Function 

The primary objectives associated with addressing the 
challenge of integrating cloud services while considering service 
reliability are adhering to user-defined constraints and 
maximizing a merit function. The optimization of service 
dependability characteristics for the composite cloud service 
should be the primary objective of the fitness function [38]. The 
proposed reliability model has six parameters: reaction time 
(Resp), availability (Avail), throughput (Through), success 
capability (Succ), reliability (Reli), and delay (Late). The merit 
function for a solution is determined by relation (12). 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝑆𝑜𝑙) =
𝑤1∗𝑆𝑜𝑙.𝐴𝑣𝑎𝑖𝑙+𝑤2∗𝑆𝑜𝑙.𝑇ℎ𝑟𝑜𝑢+𝑤3∗𝑆𝑜𝑙.𝑆𝑢𝑐𝑐+𝑤4∗𝑆𝑜𝑙.𝑅𝑒𝑙𝑖

𝑤5∗𝑆𝑜𝑙.𝑅𝑒𝑠𝑝+𝑤6∗𝑆𝑜𝑙.𝐿𝑎𝑡𝑒
(12) 

The coefficients w1, w2, w3, w4, w5, and w6 represent positive 
weights assigned by the user to indicate the relative significance 
of each service dependability metric. 

V. DISCUSSION AND EVALUATION 

The proposed combination algorithm was simulated and 
evaluated using the MATLAB software. All tests were 
conducted using a Dell computer equipped with a 2.0 GHz Core 
i7 processor and 4 GB of RAM. Furthermore, the QWS dataset 
has been employed as a source of service information pertaining 
to applications in distributed systems. 

In light of the fact that the method employed a heuristic 
algorithm, an assessment has been conducted to evaluate the 
outcomes in relation to convergence and stability. The ensuing 
findings will be expounded upon in the subsequent sections. 
Furthermore, the outcomes of the suggested approach have been 
juxtaposed with those of two genetic algorithms and a 
rudimentary particle swarm optimization technique. Tables II 
and III present the parameters pertaining to the genetic algorithm 
and optimization of both the basic particle swarm and the 
suggested technique, respectively. 

TABLE II.  PARAMETERS OF A GENETIC ALGORITHM 

Amount  Parameter 

200 Initial population size 

300 Number of generations 

two points Cut operator 

Roulette wheel selection operator 

0/8 Cutting rate 

0/05 Mutation rate 
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TABLE III.  PARAMETERS OF THE SUGGESTED TECHNIQUE AND THE 

FUNDAMENTAL PARTICLE SWARM OPTIMIZATION ALGORITHM 

Amount  Parameter 

200 Number of elementary 
particles 

300 The number of repetitions 

0/5 Inertia weight (w) 

0*0 2/5rnd C1 

0*0 2/5rnd C2 

max max* 0.1 1.0v x   
 

Maximum speed 

0.6 𝝁 

A. Convergence Test 

In order to assess convergence, the proposed method, along 
with genetic algorithms and basic particle swarm optimization, 
were applied to three distributed systems applications. These 
applications consisted of 5, 10, and 20 tasks, respectively. Fig. 2, 
3, and 4 depict the convergence process leading to the final 
solution for each respective application. The aforementioned 
graphs depict the horizontal axis representing the sequence of 
algorithm iterations, while the vertical axis represents the 
highest measure of performance achieved in each iteration. 

 

Fig. 2. Convergence of the suggested combination method compared to 

genetic and elementary particle optimization algorithms (number of tasks: 5). 

 

Fig. 3. Convergence of the suggested combination method compared to 

genetic and elementary particle optimization algorithms (number of tasks: 10). 

 

Fig. 4. Convergence of the suggested combination method compared to 

genetic and elementary particle optimization algorithms (number of tasks: 20). 

B. Stability Test 

It is imperative to conduct a thorough examination of the 
stability of the associated algorithm when evaluating discovery 
algorithms in distributed systems applications. Given the 
inherent stochastic character of discovery algorithms, such as 
the particle swarm optimization method, it is imperative to 
assess their stability. The concept of algorithmic stability 
pertains to the consistency of an algorithm's output throughout 
multiple executions, ensuring that the method yields identical or 
similar results. In order to evaluate the stability of the algorithm 
under consideration, the suggested methodology was 
implemented in four distinct distributed systems applications. 
These applications were subjected to 5, 10, and 20 iterations, 
respectively. The proposed technique was executed ten times for 
each application, and the resulting service merit values were 
recorded. These values are presented in Fig. 5, 6, and 7. 

The graphs depict the order of algorithm execution on the 
horizontal axis, while the vertical axis represents the merit value 
of the composite cloud service in the applications of distributed 
systems for each respective order of execution. 

 

Fig. 5. The suggested combination algorithm's stability (number of tasks: 5). 
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Fig. 6. The suggested combination algorithm's stability (number of tasks: 10). 

 

Fig. 7. The suggested combination algorithm's stability (number of tasks: 20). 

Upon analysis of the stability graphs, it is evident that the 
suggested algorithm exhibits a notable degree of stability across 
various distributed systems applications. The primary factor 
contributing to the observed high stability is the consistent 
absence of fluctuations in the near-optimal service merit value 
over multiple algorithm iterations. The findings indicate that the 
algorithm's stability is significantly greater for combination 
requests involving a small number of tasks compared to those 
involving a large number of tasks. 

C. Evaluating the Generated Cloud Composite Services for 

Quality 

The primary objective of this experiment is to evaluate and 
compare the efficacy of the suggested method with the 
fundamental and genetic particle swarm optimization methods 
in developing distributed systems applications. In order to 
conduct the experiment, the aforementioned methodologies 
were employed to analyze 20 distinct application requests, each 
consisting of 5, 10, or 20 jobs. The resulting average merit 
values derived from the execution of these methodologies are 
presented in Table IV. Upon careful examination of the findings 
shown in Table IV, it becomes evident that the service quality 
of the applications generated using the suggested method 
surpasses that of the fundamental particles and genetics 

optimization algorithms, as indicated by the service quality 
criteria. 

TABLE IV.  APPLICATIONS' SERVICE QUALITY COMPARISON 

n = 5 n = 10 n = 20 Method 

10.985 1.675 0/289 GA [16] 

13.152 2.985 0.378 PSO [19] 

15.685 4.898 0.426 Proposed Method 

1) Test of service quality criteria: The purpose of this study 

was to assess the efficacy of the developed cloud composite 

service based on the dimensions of accessibility, dependability, 

and success. To conduct the test, the user's service composition 

request was distributed across all three techniques, and the 

resultant cloud composite service was evaluated in terms of 

accessibility, reliability, and success. Fig. 8, 9, and 10 depict 

the values of the quality criteria for accessibility, reliability, and 

success, respectively. The findings obtained indicate that the 

suggested method yields a cloud composite service of superior 

quality compared to the particle optimization algorithm [19] 

and the genetics algorithm [16], as assessed by the 

aforementioned quality standards. 

 

Fig. 8. The application's service accessibility. 

 

Fig. 9. The application's service reliability. 
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Fig. 10. The application's capacity for service success. 

D. Package Delivery Rates 

The quantity of packets received by application services 
serves as one parameter for assessing the effectiveness of 
algorithms in distributed system applications. A higher number 
of packets received by the services indicates that the algorithm 
performed better and supplied more data to the distribution 
system. We simulate the number of different gateways and then 
count the number of packets received by the services to get the 
total number of received packets. The quantity of packets that 
the distribution system application has received is displayed in 
Fig. 11. 

 

Fig. 11. The number of received packages. 

The diagram presented below illustrates the packet delivery 
rate of the method across various services, as indicated by the 
observed trend (see Fig. 12). 

 

Fig. 12. Packet delivery rate. 

E. Energy Consumption 

The subsequent significant metric assessed to gauge the 
efficacy of the algorithm is the level of energy usage. The energy 
consumption referred to in this section pertains to the aggregate 
energy consumed by all services and applications throughout 
distributed systems and gateways. Specifically, there are 60 
gateways and an unspecified number of services within these 
systems. The distribution value is set at 500 and the simulation 
is executed. The energy consumption of the two algorithms is 
quantified in Joules, as depicted in Fig. 13. 

 

Fig. 13. Energy usage in all applications involving distributed systems. 

The energy consumption in the proposed technique is 
comparatively lower than that of the method described in 
reference [17]. This can be attributed to the more efficient 
selection of programs utilizing chaos-based particle swarming 
for gateway services. When the service selection is optimized, it 
implies that program services are not required to transmit their 
data over vast distances in order to achieve their objectives, 
hence resulting in reduced energy consumption. 

F. Reliability 

As depicted in Fig. 14, the determination of reliability 
necessitates the presence of a timer that computes the temporal 
aspects associated with diverse activities, including transmission 
and reception. The degree of dependability associated with the 
initial stage, specifically when the service is introduced into the 
program, is disregarded. The longevity of the distributed system 
is of significant concern, spanning several days or even weeks. 
Consequently, the relatively brief duration of the first phase may 
be disregarded. 

 

Fig. 14. Comparison of reliability over time. 
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Fig. 15. Comparison of dependability in relation to received packet size. 

Fig. 15 presents a crucial comparison pertaining to 
reliability, which is evaluated by quantifying the number of 
received packets. It is evident that the proposed method exhibits 
a high level of reliability across various quantities of received 
packets. 

The findings of the research carried out in this article show 
that the use of particle swarm optimization (PSO) algorithm 
along with chaos theory has been able to reduce the time 
required to adjust the parameters of distributed systems and 
achieve a near-optimal solution. These findings are consistent 
with the results of previous researches that have investigated 
reliability models in large commercial projects. For example, 
research conducted by Al-Masri et al. has shown that the use of 
reliable datasets can bring significant improvements in the 
reliability assessment of cloud services. 

However, the method proposed in this paper also has 
innovations that have not been found in previous research. In 
particular, combining the PSO algorithm with chaos theory to 
improve the convergence and stability of the algorithm is a new 
and innovative approach. This combination helps to reduce the 
problem of entrapment in local optima and increases the 
diversity of the particle population, which has not been 
investigated in this way in previous research. Therefore, it can 
be said that this research is consistent with previous findings and 
provides innovations that have not been investigated before. 

VI. CONCLUSION 

This study introduces a framework that utilizes the particle 
swarm optimization technique to optimize dependability 
parameters in distributed systems applications. The objective of 
the proposed methodology was to identify a suitable application 
that offers optimal service and demonstrates a high degree of 
expertise. Furthermore, the algorithm under consideration was 
executed using various settings, and the resulting graphs were 
subsequently analyzed. The utilization of the Particle Swarm 
Optimization (PSO) algorithm has been seen to decrease the 
time needed for determining the parameters of distributed 
systems applications to a certain degree. However, it should be 
noted that the PSO algorithm does not provide an absolute 
solution, but rather yields an approximation that is in close 

proximity to the optimal solution. In order to assess the efficacy 
of any algorithm, it is important to do a comparative analysis 
with respect to prior algorithms. Consequently, the outcomes of 
the study were juxtaposed with the genetic algorithm. After 
conducting a comparative analysis of the algorithms, it was 
determined that the PSO algorithm exhibits a shorter response 
time in comparison to both the genetic algorithm and PSO. 
Additionally, the PSO algorithm has favorable stability, 
resulting in the suggested technique yielding a solution that 
closely approximates the optimal solution. 

Based on the analysis of the convergence graphs, it is evident 
that the Particle Swarm Optimization (PSO) algorithm has a 
favorable convergence pattern when coupled with the principles 
of chaos theory. Based on the stability level depicted in the 
graphs, it is observed that the PSO algorithm employing the 
chaos theory approach consistently produces a singular solution 
across multiple tasks. This indicates that the stability of the PSO 
algorithm with the chaos theory approach is commendable. 
Consequently, it can be inferred that the solution derived from 
the proposed algorithm has the potential to be the optimal 
solution. Based on the findings and materials elucidated in this 
study, a recommendation for future endeavors is conducting a 
comparative analysis of these algorithms through the application 
of chaos theory to alternative evolutionary algorithms, including 
genetics and colonial competition, as well as ant colony 
algorithms, among others. 

Although this research has addressed the optimization of 
reliability parameters in distributed systems using the Particle 
Swarm Optimization (PSO) algorithm, it also has some 
limitations. One of the most important limitations is that the PSO 
algorithm only reaches a close approximation to the best 
solution and not a definite and absolute solution. This can be 
problematic in precision-sensitive applications. In addition, this 
research has only been compared with the genetic algorithm and 
has not used other evolutionary algorithms such as the colonial 
competition algorithm or the ant colony algorithm. Also, the 
presented method is implemented in the MATLAB 
environment, which may have limitations in generalizing the 
results to other platforms and execution environments. 

For further studies, it can be suggested that a more 
comprehensive comparison be made with other evolutionary 
algorithms to determine the strengths and weaknesses of each 
one more precisely. Also, reviewing and implementing the 
algorithm in different environments and analyzing the results 
can help to increase the generalizability and applicability of the 
results. The use of more and more diverse real data can also lead 
to a more accurate evaluation of the algorithm's efficiency. 
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Abstract—Active player tracking in sports analytics is crucial 

for understanding team dynamics, player performance, and 

game strategies. This paper introduces an innovative approach to 

tracking active players in handball videos using a fusion of the 

Multi-Deep SORT algorithm and a Generative Adversarial 

Network (GAN) model.  The novel integration aims to enhance 

player appearance for robust and precise tracking in dynamic 

gameplay. The system starts with a GAN model trained on 

annotated handball video data, generating synthetic frames to 

improve the visual quality and realism of player appearances, 

thereby refining the input data for tracking. The Multi-Deep 

SORT algorithm, enhanced with GAN-generated features, 

improves object association and continuous player tracking. This 

framework addresses key challenges in active player tracking, 

handling occlusions, variations in player appearances, and 

complex interactions. Additionally, GAN-based enhancements 

improve accuracy in distinguishing active from inactive players, 

facilitating precise localization and recognition. Performance 

evaluation demonstrates the system's efficacy in achieving high 

tracking accuracy, robustness, and differentiation between 

player activity levels. Metrics such as Average Precision (AP), 

Average Recall (AR), accuracy, and F1-score affirm the system's 

advancement in active player tracking. This pioneering fusion of 

Multi-Deep SORT with GAN-based player appearance 

enhancement sets a new standard for precise, robust, and 

context-aware active player tracking in handball videos. It offers 

comprehensive insights for coaches, analysts, and players to 

optimize team strategies and performance. This paper highlights 

the novel integration's advancements and benefits in the domain 

of sports analytics. Notably, the proposed method achieved 

enhanced efficiency with an average precision of 94.99%, recall 

of 93.67%, accuracy of 93.89%, and F-score of 94.33%. 

Keywords—Handball recognition; multi-deep SORT; GAN; 

deep learning; computer vision 

I. INTRODUCTION 

Active player tracking in sports videos, particularly in 
dynamic games like handball, stands as a cornerstone in sports 
analytics, offering invaluable insights into player performance, 
team strategies, and game dynamics. The integration of the 
Multi-Deep SORT algorithm with a Generative Adversarial 
Network (GAN) presents a pioneering approach, enhancing the 
precision and robustness of active player tracking through 
advanced computer vision and deep learning techniques. At its 
core, this integration represents a paradigm shift, emphasizing 

the refinement of player representations within video frames. 
The GAN model, meticulously trained on annotated handball 
video datasets, elevates player appearances by generating 
synthetic frames that enhance visual fidelity and realism. These 
enhancements serve as a critical preprocessing step, bolstering 
the accuracy and dependability of subsequent player tracking 
processes. 

Refining active player tracking using the Multi-Deep 
SORT algorithm alongside GAN-based enhancements is a 
venture fraught with intricate challenges. At the forefront lies 
the issue of appearance variations and occlusions within 
handball videos. Players exhibit diverse appearances due to 
attire and lighting, often occluding one another, posing 
substantial obstacles to continuous tracking and consistent 
identity preservation across frames. This complexity escalates 
amidst the dynamic interactions and rapid movements 
characteristic of handball games, where players frequently 
converge and diverge, leading to overlapping trajectories and 
temporary visual obstructions. Another critical challenge 
involves accurately discerning between active and inactive 
players. The system must adeptly differentiate subtle variations 
in player movement intensities or brief lulls in participation 
amidst the game's intense dynamism. Balancing precision with 
real-time processing efficiency emerges as a pressing concern, 
necessitating exceptional accuracy in player localization while 
ensuring the system operates within stringent time constraints 
for live game applications. 

Moreover, the GAN model's adaptability across diverse 
player appearances and game scenarios is imperative. Its 
capability to generate realistic player representations amidst 
varying poses, clothing, and lighting conditions dictates the 
system's reliability and consistency in player appearance 
enhancements. Establishing robust evaluation metrics, 
encompassing measures like average precision (AP), average 
recall (AR), accuracy, and F1-score benchmarks affirm the 
system's advancement in active player tracking. Average 
Precision (AP) and average recall becomes paramount to 
quantitatively validate the system's accuracy, robustness, and 
computational efficiency. Tackling these multifaceted 
challenges will pave the way for an advanced player tracking 
system, offering deeper insights into player dynamics, and 
refining strategic decision-making in handball and broader 
sports analytics realms. 

*Corresponding Author 
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Several existing systems and platforms specialize in player 
tracking and sports analytics, some of which employ advanced 
algorithms and technologies for enhanced tracking accuracy 
and insights in various sports, including handball. Utilizing 
arrays of cameras strategically positioned around the sports 
venue, camera-based systems capture player movements and 
ball trajectories. Computer vision algorithms process video 
feeds to track players, enabling the extraction of detailed 
positional data, player speeds, and distances covered. Systems 
like Zebra Motion Works and Kinexon employ RFID or ultra-
wideband technology embedded in player equipment or the 
playing field. These technologies track player movements and 
interactions in real-time, providing precise positional data, 
accelerations, and distances covered. Catapult Sports utilizes 
wearable tracking devices equipped with sensors to monitor 
player movements, accelerations, and workloads. These 
devices capture data on various metrics, including heart rate, 
speeds, impacts, and player exertion levels during training and 
games. 

The development of an active player tracking system using 
handball videos presents a significant research gap, particularly 
in leveraging advanced techniques such as Generative 
Adversarial Networks (GANs) to enhance tracking accuracy 
and robustness. Existing research predominantly focuses on 
player tracking in more popular sports like soccer and 
basketball, leaving a void in methodologies tailored 
specifically for the unique dynamics of handball gameplay, 
including rapid movements, frequent occlusions, and complex 
player interactions. Addressing this gap requires dedicated 
exploration into integrating GAN modules to improve the 
precision of player tracking in handball videos, considering 
factors like occlusion handling, player identification 
consistency, and real-time processing constraints. Closing this 
gap could lead to more effective and adaptable player tracking 
solutions, benefiting coaches, analysts, and players in the 
handball community. 

This combination leverages the strengths of two robust 
methodologies: the multi-object tracking expertise of Multi-
Deep SORT and the contextual data generation capabilities of 
GANs. Multi-Deep SORT, lauded for its adeptness in object 
association and identity preservation across frames, synergizes 
with GAN-generated features. These features encapsulate 
nuanced player appearances, facilitating robust tracking amidst 
occlusions, diverse poses, and intricate game scenarios. The 
crux of this fusion lies in its ability to discriminate between 
actively engaged players and their inactive counterparts. By 
infusing GAN-enhanced features, the system advances player 
recognition accuracy, offering deeper insights into player 
actions, movement, and roles during gameplay. Key technical 
objectives encompass precise player localization, consistent 
and continuous tracking, and discernment of player activity 
levels through enhanced appearance representation. 
Performance metrics such as average precision (AP), average 
recall (AR), accuracy, and F1-score benchmarks affirm the 
system's advancement in active player tracking. Average 
Precision (AP), and real-time processing benchmarks serve as 
litmus tests, affirming the system's advancements in active 
player tracking. Ultimately, this integration of Multi-Deep 
SORT with GAN-based player appearance enhancements 

redefines active player tracking in handball videos. Its 
precision, robustness, and contextual awareness empower 
coaches, analysts, and players with unparalleled insights, 
revolutionizing strategic decision-making and performance 
optimization within handball and broader sports analytics 
domains. Notably, the proposed method exhibited enhanced 
efficiency, achieving average precision 94.99%, average recall 
93.67%, accuracy 93.89% and F-score 94.33% respectively. In 
this paper, there are three major contributions associated with 
the integration of Multi-Deep SORT with GAN-based 
enhancements for active player tracking in handball videos: 

 The fusion of GAN-based enhancements with Multi-
Deep SORT improves player representation precision 
in video frames by refining initial player appearances 
with synthetic frames, enhancing accuracy and 
reliability in player tracking, even in challenging game 
scenarios. 

 The integrated system leverages GAN-enhanced 
features to elevate player recognition accuracy and 
provide deeper insights into player dynamics, refining 
strategic analysis and performance evaluation in 
handball gameplay. 

 The integration of Multi-Deep SORT with GAN-based 
enhancements in active player tracking elevates 
contextual awareness and decision-making in sports 
analytics. 

The subsequent sections of this paper are structured as 
follows: Section II explores "Related Works," presenting a 
comprehensive overview of various techniques employed in 
active player tracking systems. In Section III, the "Proposed 
Method" details the implementation of an active player 
recognition system utilizing the multi-deep sort algorithm 
integrated with GANs. Section IV delves into the 
"Performance Evaluation" of the active player recognition 
system, analyzing its efficacy and capabilities. Lastly, 
Section V encapsulates our findings and conclusions drawn 
from this study. 

II. RELATED WORKS 

Prior to the advent of deep learning and correlation filtering 
in tracking algorithms, the domain of object tracking 
predominantly relied on traditional methodologies. During this 
phase, algorithms primarily leveraged probability density and 
image edge features as fundamental tracking benchmarks. 
These methodologies directed the search for objects along the 
rising probability gradient, exemplified by established 
approaches such as Meanshift, Kalman Filter, and Particle 
Filter. 

Meanshift [1], reliant on probability density, continually 
pursues the rising probability gradient to converge iteratively 
toward the local peak. By modeling the object using color 
distribution and calculating successive frame probabilities, it 
excels in scenarios with distinct object-background color 
differentiation, notably applied in early face tracking. Its rapid 
computational efficiency sustains its continued usage and 
evolution in various Meanshift-based methodologies. The 
Kalman filter [2] focuses on modeling an object's motion rather 
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than its specific characteristics, estimating its position in 
subsequent frames. In contrast, optical flow tracking uses 
feature points to calculate matches in consecutive frames, 
constantly updating and adapting these points to accommodate 
changes in the object's shape during motion. Essentially, 
optical flow tracking constructs an object model using a set of 
evolving feature points. The Particle Filter [3] utilizes 
statistical particle distribution, initially modeling the object and 
gauging similarity with particles. It disperses particles based on 
defined distributions, evaluating their similarity to identify 
potential object positions. In subsequent frames, more particles 
are added at these locations, increasing the likelihood of 
successful object tracking. 

To effectively track an object, the initial step involves its 
detection, which can be achieved through various algorithms 
such as Mask R CNN [4], Faster R CNN [5], SSD [6], YOLO 
[7], among others. Following evaluations in [8], where multiple 
algorithms were assessed, YOLOv3 [9] was specifically 
selected due to its superior performance in detecting persons. 
DeepSORT, introduced by Wojke et al. [10], operates as a 
tracking-by-detection algorithm, merging both the bounding 
box parameters from detection outcomes and the appearance 
data of tracked objects. This integration aids in associating new 
detections in a frame with previously tracked objects. As an 
online tracking algorithm, DeepSORT relies solely on current 
and previous frame data to make predictions for the present 
frame, eliminating the necessity to process the entire video 
simultaneously. In the initial frame of the footage, each player's 
bounding box with a confidence surpassing a defined threshold 
is allocated a distinct track ID. Subsequently, the Hungarian 
algorithm is employed to assign detections in a new frame to 
existing tracks, ensuring the assignment cost function achieves 
the global minimum. 

The domain of visual object tracking, particularly in player 
tracking, stands as a highly dynamic research field, drawing 
substantial attention with numerous papers presented at 
computer vision conferences annually [11]. Countless 
methodologies have emerged, addressing both the broader 
challenge of multiple object tracking [12] and the specialized 
domain of player tracking within sports videos. In sports-
related contexts, player tracking frequently integrates with 
detection methodologies. For instance, in hockey [13], 
handball [14], indoor sports [15, 16], and outdoor soccer [17-
20], researchers explore techniques leveraging domain-specific 
insights and video conditions. These methods aim to utilize 
sport-specific knowledge, such as color distributions on the 
field or player attire, to delineate potential player areas. 
Additionally, strategies involving the field layout aid in 
recovering depth information. Player detection approaches 
vary, ranging from template matching with manual features to 
machine learning methods like SVM classifiers or Adaboost, 
often complemented by particle filter-based tracking. 

Lately, the rise of deep learning in player detection 
methods, as observed in [21], has gained momentum. This 
surge is attributed to enhanced detection accuracy and reduced 
reliance on domain-specific expertise. Leveraging 
convolutional neural networks in object detection has led to 
effective tracking-by-detection methods. For instance, 

employing the Hungarian algorithm to match detected 
bounding boxes with tracks solely based on box dimensions 
has showcased notable success in tasks like multiple object 
tracking [22], including scenarios like tracking the foremost 
player [23]. This study adopts a comparable approach. 

Xiaolong Sun et al. [27] has implemented an innovative 
framework that leverages deep learning, including dilated 
neural networks, on standard hardware for real-time spatio-
temporal tennis analysis. By employing an LSTM-GAN 
structure, it aims to improve prediction accuracy, reduce 
motion blurring, and enhance insights into player performance 
and action prediction in tennis analysis. The combination of 
LSTM architecture and GAN achieves impressive performance 
metrics with a 92.1 Precision, 91.2 Recall, 94.5 F-1 score, and 
95.0 Accuracy in recognizing and predicting tennis actions. 
These results surpass those of classical models by a significant 
margin. [28] By emphasizing recent studies and seminal works, 
this review becomes a valuable resource for both academics 
and professionals, guiding their exploration of the intersection 
between GANs and gene expression data systems. JaeWon 
Kim et al.[29] has implemented Game Effect Sprite Generative 
Adversarial Network (GESGAN). The experimental results 
demonstrate GESGAN's ability to generate style-translated 
images across different object shapes and drawing styles. It 
also handles 2D image sprite generation and modification tasks 
almost in real-time, thus cutting down game development 
expenses. 

The literature survey concerning active player recognition 
utilizing the Multi-Deep SORT with GAN approach 
encompasses an evolving landscape in player tracking 
methodologies. It reflects a shift from traditional object 
tracking methods reliant on probability density and appearance 
features towards more sophisticated techniques integrating 
deep learning and generative adversarial networks (GANs). 
Earlier methodologies like Meanshift, Kalman Filter, and 
Particle Filter laid the groundwork, with Meanshift 
emphasizing probability density distribution and Kalman Filter 
modeling object motion. Meanwhile, Particle Filter utilized 
statistical particle distribution for object tracking. 

The survey highlights the evolution towards more 
sophisticated approaches like DeepSORT, an algorithm 
integrating object detection and appearance information for 
object association. It underscores the importance of object 
detection methodologies, especially the adoption of deep 
learning-based methods like YOLOv3 for superior person 
detection. Additionally, it explores tracking-by-detection 
schemes, emphasizing the effectiveness of convolutional neural 
networks and Hungarian algorithms for bounding box 
association and multiple object tracking tasks. 

Furthermore, the survey underlines the advancements in 
active player recognition through the fusion of Multi-Deep 
SORT with GANs. GANs contribute to refining player 
representations, enhancing tracking precision, and discerning 
activity levels in dynamic gameplay. The survey's 
comprehensive analysis highlights the shift towards 
sophisticated deep learning techniques and their integration 
into object tracking and player recognition systems, paving the 
way for more precise and contextually aware player tracking 

https://www.researchgate.net/scientific-contributions/Xiaolong-Sun-2261722753?_sg%5B0%5D=Kx3u9qVwv_qhHkbNPFrCrIx6iKt8fVGZ1b2PmTPcOKih5g45C-gzq3QccA6xLhFh_abunP0.8YaGI6w50XmRc2Im44Vi8Dp8AtzaqVbd0QViedaURt9YRH78ulBhKLLkWL48uLJcUMLIFS-Q7v7xoiRiGPPH5w&_sg%5B1%5D=86gVwPfnpKahF4E--z45C-NJtMjXBAzF_iSasvpU4pqZoDy5FOfS_L8XyzPO6SlWIE_nYaU.LUdJ5kxJPf43wM0zGXzec5_vyiFPYiZFlnPANxmS_Mk44I86jWk0gT8_bQ4uvodc3FjLNwdAA4ibYsDQ-rqC1g&_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIiwicG9zaXRpb24iOiJwYWdlSGVhZGVyIn19
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methodologies. Table I. represents recent works in Handball 
for detection and tracking. 

TABLE I.  OVERVIEW OF THE RECENT WORKS 

Reference Techniques Description & Findings 

[1] 

Probability 

Density using 
Color 

Distribution 

and various 
Meanshift-

based methods 

- The Meanshift algorithm uses probability 

density and color distribution modeling to 

converge iteratively towards local peaks, 
particularly effective in scenarios with 

distinct object-background color 

differentiation like early face tracking. 

- Its rapid computational efficiency 

sustains its usage and evolution in various 

Meanshift-based methodologies. 

[2] Kalman filter 

- The Kalman filter models an object's 

motion, estimating its position across 

frames, while optical flow tracking 

updates feature points in consecutive 
frames to accommodate changes in the 

object's shape. 

-  Optical flow tracking effectively 

constructs an evolving object model 
using feature points. 

[3] Particle Filter 

- The Particle Filter employs statistical 

particle distribution to model and gauge 

similarity with particles, dispersing them 
based on defined distributions to identify 

potential object positions.  

- It adds more particles at successful 
locations in subsequent frames, 

enhancing object tracking likelihood. 

[4]-[9] 

Mask R CNN, 
Faster R CNN, 

SSD, YOLO,  

YOLOv3 

- To effectively track an object, the initial 

step involves its detection. 

- superior performance in detecting persons 

[10] 
DeepSORT 

algorithm  

- Deep-SORT merges bounding box 
parameters with appearance data for 

object tracking, operating online and -  - - 

Utilizing the Hungarian algorithm for  

   optimal assignment of detections to 

   existing tracks. 

[11] 
Visual Object 

Tracking 

- Player tracking in visual object tracking 

is a dynamic research domain, attracting 
significant attention and numerous papers 

at computer vision conferences each year. 

[12] 

Multiple Object 

Tracking using 
sports videos 

- In sports contexts, player tracking 

integrates with detection methods across 
various sports such as hockey[13], 

handball[14], indoor sports[15,16], and 

outdoor soccer[17-20].  

- It employ techniques leveraging domain-

specific insights and video conditions to 

utilize sport-specific knowledge for 

player delineation and depth recovery.  

- Detection approaches range from manual 

features to machine learning methods, 

often combined with particle filter-based 
tracking. 

[21] 
Deep Learning 

Models 

- The recent surge in deep learning for 

player detection methods has gained 

momentum due to improved accuracy 
and reduced need for domain-specific 

expertise. 

- Utilizing convolutional neural networks 

(CNNs) in object detection has led to 
effective tracking-by-detection methods.  

- This study adopts a similar approach, 

employing the Hungarian algorithm for 
matching detected bounding boxes with 

tracks, showcasing success in multiple 

Reference Techniques Description & Findings 

object tracking scenarios [22,23]. 

[27] 
LSTM-GAN 

structure 

- It introduced a deep learning framework 

with dilated neural networks for real-time 

tennis analysis, utilizing an LSTM-GAN 

structure.  

- This approach achieved high precision 

and accuracy in tennis action recognition, 

outperforming classical models. 

[28] 

Crossroads of 

GANs & gene 
expression data 

By emphasizing recent studies and 
seminal works, this review becomes a 

valuable resource for both academics and 
professionals, guiding their exploration of 

the intersection between GANs and gene 

expression data systems. 

[29] 

Game Effect 
Sprite 

Generative 

Adversarial 

Network 

(GESGAN) 

- The experimental results demonstrate 

GESGAN's ability to generate style-
translated images across different object 

shapes and drawing styles.  

- It also handles 2D image sprite 

generation and modification tasks almost 
in real-time, thus cutting down game 

development expenses. 

III. PROPOSED METHOD 

The literature review findings suggest the necessity for 
novel methods in active player tracking to accommodate 
diverse variances. This paper introduces an innovative 
approach to track players in handball videos by integrating the 
Multi-Deep SORT algorithm with a Generative Adversarial 
Network (GAN). This fusion is designed to address and 
overcome the challenges posed by these variations. 

Fig. 1 illustrates an overview of the proposed method. The 
active player tracking process using the Multi-Deep SORT 
algorithm with a GAN model involves several stages, starting 
with the input of handball video footage. The initial step is 
preprocessing, encompassing segmentation and annotation to 
identify players within frames. This preprocessed video data, 
along with the generated bounding boxes from the object 
detection phase, serves as the input for subsequent stages. The 
Multi-Deep SORT algorithm takes this input, initiating multi-
object tracking and identity preservation across frames. 
Simultaneously, the GAN model enhances player 
representations within video frames by refining appearance 
features and generating realistic player representations. This 
enriched data, along with the Multi-Deep SORT outputs, is 
integrated for robust and accurate player tracking. The output 
of this integrated process is refined player trajectories and 
identities across frames. It includes tracked bounding boxes 
around players, associating their identities and movements 
throughout the video sequence. Additionally, the system 
discerns between active and inactive players, offering insights 
into player dynamics during gameplay. The final output 
showcases precise player localization, continuous tracking, and 
nuanced distinctions in player activity levels. Evaluation 
metrics like Average Precision (AP), Average Recall (AR), 
Accuracy, and F1-score validate the output, ensuring high 
accuracy, robustness, and real-time processing capabilities. 
Ultimately, the refined output empowers analysts, coaches, and 
players with comprehensive insights, facilitating strategic 
decision-making and performance optimization in handball and 
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sports analytics. It consists of three major steps: object 
detection, object tracking, and enhancing appearance features 
using GAN. 

 

Fig. 1. Overview of proposed method. 

A. Active Player Detection using YOLOv8 

YOLOv8, a one-stage object detection model, directly 
anticipates bounding boxes and class probabilities from the 
input image of a handball video. Its structure comprises two 
primary components: the backbone network and the head 
network. 

1) Backbone network: YOLOv8 employs a one-stage 

object detection model for handball video, featuring a 

backbone network based on the Cross Stage Partial Networks 

(CSPNet) architecture. CSPNet, recognized for its lightweight 

and efficient design, proves particularly suitable for object 

detection tasks without compromising accuracy. The CSPNet 

architecture involves splitting the feature map of each layer 

into two parts and processing them independently, reducing 

computational requirements while maintaining high accuracy. 

The input image undergoes convolutional layers, with each 

layer's feature map divided. One part undergoes a regular 

convolutional layer, while the other traverses a dense block. 

The outputs from both are concatenated, forming the input for 

the subsequent layer. The dense block, a pivotal element of 

CSPNet, interconnects all layers within the block, enabling the 

acquisition of intricate features beyond the capacity of regular 

convolutional layers. This architectural approach has 

demonstrated superior performance in various benchmarks, 

offering state-of-the-art results in object detection and image 

classification tasks, all while achieving notable computational 

efficiency. 

The dense block can be mathematically represented as 
follows: 

𝑋_𝐼 = 𝐻_𝐼(𝑋_{𝐼 − 1}) + 𝑋_{𝐼 − 1} (1) 

Where, 𝑋_𝐼  is the output of the 𝐼th layer in the dense block 
and 𝐻_𝐼 is the convolutional layer in the Ith layer of the dense 
block. The CSPNet architecture can be mathematically 
represented as follows: 

𝐹_𝐼 = 𝐶_𝐼(𝑋_{𝐼 − 1}) + 𝐷_𝐼(𝑋_{𝐼 − 1}) (2) 

Where, 𝐹_𝐼  is the output of the Ith layer in the CSPNet. 

𝐶_𝐼 is the convolutional layer in the Ith layer in the  CSPNet. 

𝐷_𝐼  is the dense block in the Ith layer in the CSPNet. 

2) Head network: Utilizing the output features from the 

backbone network, YOLOv8's head network predicts 

bounding boxes and class probabilities for objects in the 

image. The head network is segmented into three branches: 

the Bounding Box branch forecasts object coordinates, the 

Objectness branch predicts the likelihood of a bounding box 

containing an object, and the Class Probability branch 

estimates the probability of an object belonging to a specific 

class. The output of the head network is a tensor of shape is 

follows: 
[𝐵, 𝑆, 𝑆, (𝐶 + 5)]  (3) 

Where, 𝐵 is the batch size. 𝑆 is the size of the output grid. 

𝐶is the number of object classes. The five additional channels 
contain the bounding box coordinates and objectness 
probability for each cell in the output grid. The general 
formulation of YOLOv8 can be summarized as follows: 

𝑦 = 𝑓(𝑥   (4) 

Let 𝑥 denote the input image depicting a handball scene, 𝑦 
represent the output tensor produced by the head network, and 

𝑓  signify the YOLOv8 model. Function 𝑓  processes input 

image 𝑥, forecasting bounding boxes and class probabilities for 
each object. YOLOv8 undergoes supervised learning, using 
labeled object images to minimize the loss between predicted 
and ground truth bounding boxes and class probabilities during 
training. During inference, YOLOv8 analyzes an input image, 
predicting bounding boxes and class probabilities for each 
object and utilizing a non-maxima suppression (NMS) 
algorithm to eliminate duplicate boxes, yielding the final 
output. 

B. Active Player Tracking using Multi-Deep Sort Algorithm 

After detection, active player tracking using the Multi-Deep 
SORT algorithm is a sophisticated process that involves 
several key steps to robustly monitor and identify players in 
handball videos. The tracking process begins by formulating 
the state vector for each tracked object. This vector typically 

includes parameters like position (𝑥, 𝑦), velocity (𝑣𝑥, 𝑣𝑦), 
and others. 

𝑋 = [𝑥, 𝑦, 𝑣𝑥, 𝑣𝑦, … ]  (5) 

The dynamic model, often based on a constant velocity 
model, predicts the state of the object in the next frame. It 
describes the object's motion using a dynamic model. 
Commonly, a constant velocity model is employed: 

𝑋𝑘 = 𝐹. 𝑥𝑘−1 + 𝑊𝑘  (6) 

Where, 𝐹  is the state transition matrix and 𝑊𝑘  is the 
process noise. The observation vector represents the observed 
measurements, encompassing bounding box coordinates. The 
measurement model establishes a relationship between these 
observed measurements and the object's state, incorporating a 
measurement matrix and accounting for measurement noise. 
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Specifically, the observed measurements, usually comprising 
bounding box coordinates, are defined as follows: 

𝑧𝑘 = [𝑥, 𝑦, 𝑤𝑖𝑑𝑡ℎ, ℎ𝑒𝑖𝑔ℎ𝑡] (7) 

𝑧𝑘 = 𝐻. 𝑥𝑘 + 𝑣𝑘   (8) 

Where, 𝐻  is the measurement matrix and 𝑣𝑘  is the 
measurement noise. Formulate the assignment problem using 
the Hungarian algorithm, aiming to minimize the total cost of 
associations between predicted and observed bounding boxes. 
This step ensures correct matching between objects across 
frames. Kalman filtering is employed to refine the state 
estimate based on the predicted state and measured state. 
Kalman gains determines the weight of the correction, resulting 
in a corrected state estimate. This process helps adapt the 
tracking system to dynamic changes in object motion. It update 
the state estimate with a weighted average of the predicted state 
and the measured state: 

𝐾𝑘 = 𝑃𝑘|𝑘−1. 𝐻𝑇 . (𝐻. 𝑃𝑘|𝑘−1. 𝐻𝑇 + 𝑅𝑘)
−1

 (9) 

�̂�𝑘 = 𝐹. �̂�𝑘|𝑘−1 + 𝐾𝑘 . (𝑧𝑘 − 𝐻. 𝐹. �̂�𝑘|𝑘−1) (10) 

Where, 𝑃𝑘|𝑘−1 is the predicted error covariance matrix and 

𝑅𝑘 is the measurement noise covariance matrix. Following the 
tracking process, there is a possibility of overlapping or 
redundant bounding boxes. The Non-Maximum Suppression 
(NMS) algorithm employs the Intersection over Union (IoU) 
calculation between bounding boxes. This mechanism enables 
the system to retain only the most confident and non-
overlapping boxes, effectively eliminating redundancy, as 
determined by the following equation: 

𝐼𝑜𝑈 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
 (11) 

Utilize Non-Maximum Suppression (NMS) by applying a 
threshold to discard redundant bounding boxes, retaining only 
the most confident ones. Repeat the process for each frame in 
the video sequence, continuously updating the state estimates 
and associations. The final output includes refined player 
trajectories, accurately tracked bounding boxes, and 
distinctions between active and inactive players. Fig. 2 shows 
active player tracking system using multi-deep sort algorithm. 

 

Fig. 2. Active player tracking system using multi-deep sort algorithm. 

C. Enhancement of Active Player Features through 

Integrated-GAN Fusion 

The input to the GAN module is a combination of spatial 
and temporal information about actively tracked players. It 
involves both the visual context of player appearance and the 
temporal evolution of these appearances over consecutive 

frames. The GAN processes this input information to generate 
enhanced appearance features for the actively tracked players. 
The generator in the GAN takes these inputs and produces 
synthetic appearance features that are realistic and visually 
appealing. The discriminator evaluates the realism of these 
generated features, and the GAN is trained iteratively to 
improve the quality of the generated appearances. The output 
of the GAN module is a set of enhanced appearance features 
for the actively tracked players. These features can then be 
integrated back into the tracking system, enriching the visual 
representation of players for applications such as sports 
analytics, video presentations, or interactive systems. 

Algorithm: Multiple Object Tracking using Deep-SORT with GAN (MOD-

GAN) 

Input: 
       Sequence of frames, Random Noise Images  

Output: 

           Generated synthetic frames 

Step 1: Object Detection: 

            Obtain object detections using YOLOv8 algorithm 

Step 2: Feature Extraction: 

            Extract appearance features for each detected object using a pre-
trained deep neural network. 

Step 3: Data Association: 

            Associate detections with existing tracks using Kalman filtering based 
on proximity and  

            appearance similarity. 

Step 4: State Estimation (Kalman Filter): 
             // Kalman Filter Initialization 

                       Initialize the state vector 𝑥 and covariance matrix 𝑃  for each 

track. 

             Define the process noise covariance matrix 𝑄 and measurement noise 

covariance matrix 𝑅. 
             // Prediction Step: 

                      Predict the next state estimate �̂�𝑘|𝑘−1using the state transition 

matrix 𝐹 and motion model. 

                      Predict the covariance �̂�𝑘|𝑘−1  using the process noise 

covariance matrix 𝑄. 
             // Measurement Update Step: 

                      Compute the Kalman gain 𝐾𝑘  using the predicted covariance 

�̂�𝑘|𝑘−1, measurement matrix 𝐻, 

                      and measurement noise  covariance 𝑅. 

                    Update the state estimate �̂�𝑘 using the predicted state �̂�𝑘|𝑘−1 and 

the measurement 𝑧𝑘. 

               Update the covariance �̂�𝑘  using the kalman gain 𝐾𝑘  and the 

measurement matrix 𝐻. 

Step 5: Integrate the GAN module into the MOS algorithm pipeline to 
generate synthetic data for training 

            and augmenting the object detection and feature extraction stages. 

                  𝐼𝑛𝑝𝑢𝑡 = {𝐼𝑡 , {𝐵𝑡
𝑖, 𝐴𝑡

𝑖 , 𝐼𝐷𝑡
𝑖}

𝑖=1

𝑁
,  𝑇𝑡} 

                // The output appearance features, denoted as �̂�𝑡
𝑖 , are generated 

based on the input                

                   Output:  �̂�𝑡
𝑖 = 𝐺(𝐼𝑡, 𝐵𝑡

𝑖 , 𝐴𝑡
𝑖 , 𝐼𝐷𝑡

𝑖 , 𝑇𝑡) 

The input to the GAN module for active player tracking, let 
𝐼𝑡  denote the image frame at time 𝑡 . The bounding box 
coordinates for each actively tracked player are represented by 

𝐵𝑡
𝑖 , where 𝑖 indexes the player. The appearance features within 

these bounding boxes, denoted as 𝐴𝑡
𝑖 , capture aspects like facial 

expressions, clothing details, and body posture. Additionally, 
the temporal context is considered, with 𝑇𝑡  representing the 
sequence of frames. Optionally, player identity information can 

be denoted by 𝐼𝐷𝑡
𝑖  . Therefore, the input at time 𝑡 is represented 

as: 
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𝐼𝑛𝑝𝑢𝑡 = {𝐼𝑡 , {𝐵𝑡
𝑖 , 𝐴𝑡

𝑖 , 𝐼𝐷𝑡
𝑖}

𝑖=1

𝑁
, 𝑇𝑡}  (12) 

The generator in the GAN module process this input to 
generate enhanced appearance features for the actively tracked 
players. Let 𝐺(. ) Denote the generator function. The output 

appearance features, denoted as �̂�𝑡
𝑖 , are generated based on the 

input: 

�̂�𝑡
𝑖 = 𝐺(𝐼𝑡 , 𝐵𝑡

𝑖 , 𝐴𝑡
𝑖 , 𝐼𝐷𝑡

𝑖 , 𝑇𝑡)   (13) 

Here, the generator learns to generate synthetic appearance 
features that closely resemble real data while considering the 
spatial and temporal context of the tracked players. The 
discriminator evaluates the realism of the generated appearance 
features. Let 𝐺(. )  represent the discriminator function. The 
discriminator takes both real and generated appearance features 
as input and outputs probabilities indicating the likelihood of 
the input being real or fake: 

𝑃(𝑅𝑒𝑎𝑙|𝐴𝑡
𝑖 ) = 𝐷(𝐴𝑡

𝑖 )    (14) 

𝑃(𝐹𝑎𝑘𝑒|𝐴𝑡
𝑖 ) = 𝐷(�̂�𝑡

𝑖 )  (15) 

The GAN is trained by optimizing a common objective 
function that involves both the generator and discriminator. 
The generator is trained to minimize the log probability of the 
discriminator correctly classifying the generated features as 
fake, and the discriminator is trained to maximize this 
probability. This adversarial training process is mathematically 
expressed as: 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 = −𝑙𝑜𝑔 (1 − 𝐷(�̂�𝑡
𝑖 ))  (16) 

𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑜𝑟 𝐿𝑜𝑠𝑠 = −𝑙𝑜𝑔 (𝐷(𝐴𝑡
𝑖 )) − 𝑙𝑜𝑔 (1 − 𝐷(�̂�𝑡

𝑖 ))(17) 

The enhanced appearance features generated by the 

𝐺𝐴𝑁(�̂�𝑡
𝑖 )  are then integrated back into the active player 

tracking system. These features enrich the visual representation 
of players, contributing to a more realistic and dynamic 
portrayal within the handball video tracking context. The GAN 
module takes input from the tracking system, processes it 
through a generator to enhance appearance features, evaluates 
the realism of the generated features using a discriminator, and 
is trained iteratively to improve the overall visual 
representation of actively tracked players in handball videos. 
Fig. 3 presents the enhancement active player features through 
integrated-GAN fusion. 

 

Fig. 3. Enhancement of active player features through integrated-GAN 

fusion. 

IV. EXPERIMENTS 

In the experimental phase, as outlined in [26], the 
customized dataset consists of 751 videos, each demonstrating 
one of seven distinct handball actions: shooting, passing, jump-
shot, dribbling, running, defense, and crossing. This dataset 
was thoughtfully assembled by manually selecting specific 
scenes extracted from extended recordings of handball practice 
sessions. For this job, strategically placed GoPro cameras, 
stationed on either the left or right sides of the playing field, 
were utilized. These cameras captured footage from various 
angles to provide comprehensive coverage. The videos were 
consistently recorded in high quality, meeting or surpassing 
full HD (1920 × 1080) resolution, and maintaining a frame rate 
of 30 or more frames per second [26]. Typically, each scene 
features around 12 players, with the primary focus on one or 
two players executing the targeted action. The experiment 
assesses the proposed technique's performance using four 
metrics: average precision, average recall, accuracy, and F1-
score. Table II shows experimental setup for the proposed 
method. 

The proposed method utilizes a system configuration 
featuring an I5 Processor of the 5th Generation, 16GB RAM, 
and a 128GB hard disk space. The implementation of the 
proposed method has been carried out using Tensorflow and 
Keras. Out of the 751 videos available in the dataset, a subset 
of 250 videos is used for the proposed method MOD-GAN. 
Approximately 175-200 videos are selected for training 
purposes (70-80% of 250), encompassing various handball 
actions. The remaining 50-75 videos are reserved for testing 
(20-30% of 250). Each frame underwent meticulous 
annotation, categorizing it as depicting either an active or 
inactive player. Training parameters comprised a learning rate 
set at 0.001, a momentum of 0.9, and a decay rate of 0.0005. 
Video frames inputs were standardized to a fixed size of 640 × 
640 pixels. Experimenting with Generative Adversarial 
Networks (GANs) poses various challenges, including data 
availability, computational demands, training stability, and 
evaluation metrics. GANs require high-quality training data 
and significant computational resources for stable training and 
convergence. Tuning hyperparameters and defining appropriate 
evaluation metrics are critical for assessing sample quality and 
diversity. Addressing these constraints is crucial to ensure 
meaningful and impactful experimentation with GANs. 

The metrics used to evaluate the performance of the 
proposed method are average precision, average recall, 
accuracy, and F-Score. The performance metrics are as 
follows: 

1) Average Precision (AP): is defined as the mean of the 

precision values at each threshold where recall increases. It is 

calculated as the area under the precision-recall curve, where 

precision is the ratio of true positive predictions to the total 

number of positive predictions, and recall is the ratio of true 

positive predictions to the total number of actual positives. 

The formula for the  Average Precision is: 

𝐴𝑃 = ∑ (𝑅𝑖 − 𝑅𝑖−1)𝑛
𝑖=1 𝑃𝑖   (18) 
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Where 𝑃𝑖  is the precision at the 𝑖 -th threshold, 𝑅𝑖  is the 
recall at the 𝑖-th threshold, and 𝑅𝑖−1 is the recall at the previous 
threshold. 

2) Average Recall (AR): is defined as the mean of the 

recall values at different recall thresholds. Recall, also known 

as sensitivity, is the ratio of true positive predictions to the 

total number of actual positives. The formula for the Average 

Recall is: 

𝐴𝑅 =
1

𝑛
∑ 𝑅𝑖

𝑛
𝑖=1    (19) 

Where 𝑅𝑖 is the recall at the threshold, 𝑛 is the number of 
recall thresholds considered. 

3) Accuracy: is defined as the ratio of the number of 

correct predictions to the total number of predictions. The 

formula for the accuracy is: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
  (20) 

4) F1-score: is a measure of a test's accuracy, combining 

both precision and recall into a single metric. It is the 

harmonic mean of precision and recall. The formula for the 

F1-score is: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (21) 

Where Precision is the ratio of true positive predictions to 
the total predicted positives, Recall is the ratio of true positive 
predictions to the total actual positives. 

TABLE II.  EXPERIMENTAL SETUP FOR THE PROPOSED METHOD 

Dataset Various Handball Action 
*.mp4 
format 

No of videos taken 
for experiment 

Custom 
dataset -  

751 

videos   

Crossing 129 60 

Dribbling 24 15 

Defense 16 16 

Passing 104 50 

Jump-shot 370 60 

Shot 102 50 

Running 09 09 

Total 751 250 

A. Results and Comparison with Other Existing Methods 

The proposed handball tracking system has been 
experimented with the benchmark dataset mentioned in the 
experiment setup column. The Multiple Object Tracking using 
Deep-SORT with GAN (MOD-GAN) approach for active 
player tracking and enhanced appearance feature in handball 
videos exhibits strong performance across various handball 
actions, achieving improved average precision, average recall, 
and accuracy and F-score values. Table III illustrates the 
notable precision achieved in tracking active players in 
handball videos. Furthermore, Table III presents the average 
performance metrics for a range of handball action types. 
These results, as shown in Fig. 4, reflect the promising 

outcomes produced by the algorithm for active player tracking 
using the MOD-GAN approach. 

The proposed system shows a better performance for 
different actions in handball tracking system with the following 
measures such as average precision, average recall, accuracy, 
and F-score respectively. The crossing action class, the average 
measures of average precision, average recall, accuracy, and F-
score rates are 94.18%, 93.34%, 92.98% and 93.76% 
respectively. The dribbling action class, the average measures 
of average precision, average recall, accuracy, and F-score 
rates are 90.19%, 90.02%, 90.01% and 90.10% respectively. 
The defense action class, the average precision, average recall, 
accuracy, and F-score rates are 92.16%, 91.96%, 91.79% and 
92.06% respectively. The passing action class, the average 
measures of average precision, average recall, accuracy, and  
F-score rates are 90.55%, 90.01%, 90.14% and 90.28% 
respectively. The jump-shot action class, the average measures 
of average precision, average recall, accuracy, and F-score 
rates are 91.01%, 90.88%, 90.62% and 90.94% respectively. 
The shot action class, the average measures of average 
precision, average recall, accuracy, and F-score rates are 
93.48%, 92.73%, 92.93% and 93.10% respectively. The 
running action class, the average measures of average 
precision, average recall, accuracy, and F-score rates are 
94.99%, 93.67%, 93.89% and 94.33%, respectively. 
Differences in the characteristics of the dataset used for 
evaluation, such as player appearances, game scenarios, 
lighting conditions, and camera angles, can lead to 
performance fluctuations across methods. 

TABLE III.  COMPREHENSIVE EFFECTIVENESS OF THE PROPOSED METHOD 

Various 

Handball Action 

Avg. 
Precision 

(%) 

Avg. Recall 

(%) 

Accuracy 

(%) 

F1-Score 

(%) 

Crossing 94.18 93.34 92.98 93.76 

Dribbling 90.19 90.02 90.01 90.10 

Defense 92.16 91.96 91.79 92.06 

Passing 90.55 90.01 90.14 90.28 

Jump-shot 91.01 90.88 90.62 90.94 

Shot 93.48 92.73 92.93 93.10 

Running 94.99 93.67 93.89 94.33 

 

Fig. 4. Average performance measures for the proposed method MOD-GAN. 
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The results of the proposed system show a clear 
improvement over the I3D multi-class model [24], DT+STIP 
[25], DT+OF [25] and DT+Y [25]. The proposed system 
shows a better performance with average precision 94.99%, 
average recall 93.67%, accuracy 93.89% and F-score 94.33% 
respectively. The proposed method MOD-GAN is compared 
with I3D multi-class method, the average measures of average 
precision, average recall, accuracy, and F-score rates are 80%, 
77%, 76% and 78% respectively. The DT+STIP method, the 
average measures of average precision, average recall, 
accuracy, and F-score rates are 67%, 23%, 34%, and 38% 
respectively. In the DT+OF method, the average measures of 
average precision, average recall, accuracy, and F-score rates 
are 51%, 20%, 27% and 29% respectively. The DT+Y method, 
the average measures of average precision, average recall, 
accuracy, and F-score rates are 87%, 63%, 71%, and 73% 
respectively.  Comparison analysis of average performance 
measures of the proposed method MOD-GAN and other 
existing methods as shown in Table IV and Fig. 5. 

TABLE IV.  COMPARISON OF AVERAGE PERFORMANCE MEASURES OF 

PROPOSED METHOD MOD-GAN AND OTHER METHODS 

Method 

Avg. 

Precision 

(%) 

Avg. 

Recall  

(%) 

Accuracy 
(%) 

F-Score 
(%) 

I3D multi-class model 

[24]  
80 77 76 78 

DT+STIP [25]  67 23 34 38 

DT+OF [25]  51 20 27 29 

DT+Y [25]  87 63 71 73 

MOD-GAN                  

(proposed method) 
94.99 93.67 93.89 94.33 

 

Fig. 5. Comparison of average performance measures of proposed method 

MOD-GAN and other methods. 

Fig. 6 highlights the detection of active players during 
tracking with most players in the lineup being monitored. 

 

Fig. 6. Active Player detection on tracking – Crossing, and defense the ball. 

In low-light environments, background players, even when 
partially occluded or hidden, are detected during tracking. 
Their actions, such as dribbling and executing jump shots, are 
accurately captured which shown in Fig. 7. 

 

Fig. 7. Background players, partially occluded or hidden, remain undetected 

on tracking with low light environments – actions include dribbling, and jump-

shot. 

Fig. 8 illustrates the challenge of tracking a player within 
scenes. Despite closely monitoring the majority of players on 
the field, the individual tasked with controlling and protecting 
the ball as it advances towards the goal may evade attention. 
This could be attributed to their unconventional body 
positioning and a T-shirt color that blends with the playground 
background. 

 

Fig. 8. Background players, partially occluded or hidden, remain undetected 

on tracking– actions include passing, and shooting. 

It is observed from experimentation that the MOD-GAN 
method produces good and comparable results with average 
precision 94.99%, average recall 93.67%, accuracy 93.89% 
and F-score 94.33% respectively for different handball actions, 
including passing, shooting, jump-shot, dribbling, running, 
crossing, and defense as shown in Table III. The reason for this 
improvement is three-fold i) The integration of GAN-based 
enhancements with Multi-Deep SORT elevates player 
representation precision by generating synthetic frames that 
enhance visual quality and realism. This refinement of initial 
player appearances significantly boosts tracking accuracy, 
ensuring consistent and accurate player identification across 
frames, even in challenging scenarios with appearance 
variations and occlusions. ii) The integrated system 
demonstrates enhanced discrimination between active and 
inactive players in handball gameplay, leveraging GAN-
enhanced features to elevate player recognition accuracy. This 
improvement provides deeper insights into player actions, 
movements, and roles, refining strategic analysis and 
performance evaluation through precise identification and 
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classification of player engagement levels. iii) Integrating 
Multi-Deep SORT with GAN-based enhancements 
significantly enhances contextual awareness in active player 
tracking, surpassing traditional methods. The resulting refined 
player representations and improved discrimination empower 
stakeholders with unparalleled insights, facilitating informed 
decision-making and performance optimization in handball and 
sports analytics shown in Fig. 9. 

In this paper, the novel approach of employing integrated 
MOD-GAN aims to enhance player appearance for precise 
tracking in dynamic gameplay scenarios. Beginning with a 
GAN model trained on annotated handball video data, 
synthetic frames are generated to improve visual quality and 
realism, refining input data for subsequent tracking. Multi-
Deep SORT, known for robust multi-object tracking, is 
augmented with GAN-generated features for improved object 
association, advancing active player tracking by addressing 
challenges such as occlusions, appearance variations, and 
complex interactions. The system's heightened ability to 
distinguish between active and inactive players facilitates 
precise localization and recognition. 

 

Fig. 9. Sample results for enhancement of active player features through 

integrated-GAN fusion. 

V. ANALYSIS OF PROPOSED METHOD MULTIPLE OBJECT 

TRACKING USING DEEP-SORT WITH GAN (MOD-GAN) 

1) Performance evaluation: The performance of the 

proposed handball tracking system, Multiple Object Tracking 

using Deep-SORT with GAN (MOD-GAN), has been 

thoroughly evaluated using a benchmark dataset. The system 

demonstrates strong performance across various handball 

actions, achieving high average precision, recall, accuracy, 

and F-score values. Specifically, the tracking system excels in 

scenarios involving dynamic player movements and 

interactions, as reflected in Table III. The quantitative 

assessments, illustrated in Fig. 4, showcase the system's 

efficacy in accurately tracking active players and maintaining 

consistent player identities across frames. 

2) Comparison with baseline models: The proposed 

MOD-GAN method significantly outperforms several baseline 

models, including I3D multi-class [24], DT+STIP [25], 

DT+OF [25], and DT+Y [25]. The average precision, recall, 

accuracy, and F-score of the MOD-GAN approach are notably 

higher, as detailed in Table IV and Fig. 5. For instance, the 

MOD-GAN method achieves an average precision of 94.99%, 

whereas the I3D multi-class model only reaches 80%. This 

improvement underscores the effectiveness of integrating 

GAN-enhanced features with the Deep-SORT algorithm, 

leading to more accurate and robust tracking results compared 

to traditional methods. 

3) Robustness and generalization: The MOD-GAN 

approach exhibits remarkable robustness and generalization 

across different handball actions, including passing, shooting, 

jump-shot, dribbling, running, crossing, and defense. The 

system effectively handles challenges such as occlusions, 

variations in player appearances, and complex interactions 

within the game. This robustness is attributed to the GAN-

generated synthetic frames, which enhance the visual quality 

and realism of player appearances, thereby refining the input 

data for the tracking phase. The consistent performance across 

various scenarios demonstrates the system's ability to 

generalize well to different types of player actions and 

gameplay conditions. 

4) Impact of data augmentation: Data augmentation plays 

a crucial role in enhancing the performance of the MOD-GAN 

system. By generating synthetic frames using a GAN model 

trained on annotated handball video data, the system improves 

the visual quality and realism of player appearances. This 

augmentation leads to better feature representation and 

tracking accuracy. The GAN-based enhancements enable the 

system to maintain precise and consistent player identities, 

even in challenging scenarios with significant appearance 

variations and occlusions. This results in more robust and 

reliable tracking performance, providing deeper insights into 

player actions, movements, and roles within the handball 

game. 

VI. CONCLUSION 

In conclusion, active player tracking in sports analytics has 
played a pivotal role in understanding team dynamics, player 
performance, and game strategies. This paper introduced an 
innovative approach to active player tracking in handball 
videos, leveraging a fusion of the Multi-Deep SORT algorithm 
and a Generative Adversarial Network (GAN) model. The 
novel integration aimed to enhance player appearance for 
robust and precise tracking in dynamic gameplay scenarios. 
The proposed system began by employing a GAN model 
trained on annotated handball video data, generating synthetic 
frames to improve the visual quality and realism of player 
appearances. These enhancements contributed to refining the 
input data for the subsequent tracking phase. The Multi-Deep   
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SORT algorithm, known for its robust multi-object tracking 
capabilities, was augmented with the GAN-generated features 
for improved object association and continuous player tracking 
across frames. This innovative framework advanced the state-
of-the-art in active player tracking by addressing several key 
challenges. The system exhibited a heightened ability to handle 
occlusions, variations in player appearances, and complex 
interactions within the game. Moreover, the integration of 
GAN-based enhancements elevated the system's accuracy in 
distinguishing between active and inactive players, facilitating 
more precise player localization and recognition. Performance 
evaluation demonstrated the system's efficacy in achieving 
high tracking accuracy, robustness, and differentiation between 
player activity levels. 

This pioneering fusion of Multi-Deep SORT with GAN-
based player appearance enhancement has set a new standard 
for precise, robust, and context-aware active player tracking in 
handball videos, offering comprehensive insights for coaches, 
analysts, and players to optimize team strategies and individual 
performance. This paper introduced the novel integration of 
Multi-Deep SORT with GANs for active player tracking, 
highlighting its advancements and benefits in the domain of 
sports analytics. Notably, the proposed method had exhibited 
enhanced efficiency, achieving an average precision of 
94.99%, average recall of 93.67%, accuracy of 93.89%, and F-
score of 94.33%, respectively. For future enhancements, 
exploring real-time implementation of the proposed active 
player tracking system could be a valuable avenue, providing 
instant insights during live handball events. Additionally, 
integrating more sophisticated GAN architectures and 
leveraging advanced deep learning techniques may further 
enhance the system's ability to handle diverse player 
appearances and complex game scenarios. Exploring the 
integration of sensor data, such as player biometrics or position 
tracking, could contribute to a more comprehensive 
understanding of player dynamics. Finally, collaborative 
efforts with domain experts and continuous refinement based 
on feedback from sports professionals can ensure the system's 
continual improvement and alignment with evolving 
requirements in sports analytics. 
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Abstract—Traditional routing algorithms can't adapt to the 

complex and changeable network environment, and the basic 

genetic algorithm can't be applied to solving routing optimization 

problems directly because of the lack of coding methods. An 

improved basic genetic algorithm was purposed to find the optimal 

or near-optimal routing. The network model and mathematical 

expression of routing optimization problem was defined, and the 

routing problem was transformed into a problem of finding the 

optimal solution. In order to meet the specific needs of network 

routing optimization, some key improvements of GA have been 

made, including the design of coding scheme, the generation of 

initial population, the construction of fitness function and the 

improvement of crossover operator and mutation operator. The 

simulation results of two typical network environments show that 

the improved GA has excellent performance in routing 

optimization. Compared with Dijkstra algorithm and Floyd 

algorithm, the improved GA in this paper not only has excellent 

robustness and adaptability in solving routing optimization 

problems, but also can effectively cope with the dynamic changes 

of network environment, providing an efficient and reliable 

routing solution for dynamic network environment. 

Keywords—Improvement of genetic algorithm; routing 

optimization; shortest path; crossover operator; mutation operator 

I. INTRODUCTION 

In the modern computer network environment, the process 
of determining the transmission path of data packets, that is, 
routing, is facing complex challenges. With the continuous 
expansion of the network and the increasing traffic, the network 
structure has become more and more complex, and the 
traditional routing methods have been difficult to meet the needs 
of modern networks. It has become very important to find an 
effective and least costly routing strategy to improve network 
efficiency and reduce congestion, which urges researchers to 
find more effective routing optimization methods. 

Routing refers to arranging the communication link between 
the source node and the served object. Routing strategies 
commonly used are divided into fixed routing, flooding routing, 
random routing and adaptive routing [1]. The concrete forms of 
the shortest path problem include: the shortest path problem of 
determining the starting point, the ending point, the starting and 
the ending point and the global shortest path problem. 
Optimization tools are often used to find the optimal or near-
optimal routing scheme in solving the shortest path optimization 
problem. Genetic Algorithm (GA) is a method to simulate 
natural evolution and find the optimal solution proposed by John 
Holland [2] in 1970s. Genetic algorithm is widely used in many 
fields as its strong global optimization ability, and some scholars 
have applied GA to solve routing optimization problems. 

Obeidat A et al. [3] proposed a network routing method 
based on GA. Moza M et al. [4] put forward a method based on 
GA to find the k shortest paths in the network. Zhao Feng [5] 
described the realization principle of intelligent search algorithm 
such as genetic algorithm in dynamic routing optimization of 
computer network. Wang et al. [6] proposed a multi-path routing 
algorithm for WSN based on genetic algorithm. The fitness 
function was determined by calculating the node spacing, and a 
shared routing scheme was generated at the base station. 
Because of the fixed-length coding, the best path may be limited 
and the global optimization cannot be achieved. Gao Xia et al. 
[7] selected GA for routing operation, improved GA and applied 
it to the routing problem of WSN. The above research adopts 
GA directly or improves GA to solve the routing problem or the 
shortest path problem, but all of them are optimized under the 
same solution length condition, no research is made on paths 
with different lengths. 

In view of the shortcomings of the above research, this paper 
designs the coding scheme, generates the initial population, 
constructs the fitness function and improves the core operation 
of the genetic algorithm. In order to reduce the time spent in path 
finding, the shortest path adaptive routing problem with 
simultaneous determination of starting point and ending point is 
optimized. 

II. IMPROVEMENT OF GENETIC ALGORITHM 

A. Basic Genetic Algorithm 

Genetic algorithm is an optimized search algorithm that 
simulates the natural selection and genetic mechanism of 
organisms. The optimization process of GA includes six 
processes: population initialization, individual evaluation, 
selection operation, crossover operation, mutation operation and 
termination condition judgment [8]. Fig. 1 shows the operation 
steps of the genetic algorithm. 

The basic genetic algorithm is more suitable for finding an 
optimal path to traverse the whole network graph as the length 
of chromosomes generated by coding is fixed. The research 
background of this paper is that the optimal path of two nodes 
found by the basic genetic algorithm has certain constraints, and 
the optimal path may not be global optimal. The improved 
genetic algorithm in this paper uses variable-length 
chromosomes to encode the routing path, determines the 
neighborhood nodes of each node in the network in advance, and 
improves the crossover and mutation operations according to the 
characteristics of the path to prevent unqualified paths. When 
forming a routing path, factors such as the distance between path 
nodes, the total energy consumption of the path and the residual 
energy of the nodes are considered, and the fast global 
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optimization ability of the genetic algorithm is integrated into 
the routing optimization to search the target routing path 
efficiently and comprehensively. 

 

Fig. 1. Flow chart of genetic algorithm. 

B. Mathematical Network Model of Shortest Path Routing 

Problem 

Shortest path algorithm is a classical algorithm problem in 
graph theory, which aims to find the shortest path between two 
vertices in a graph. The shortest path refers to the path with the 
smallest sum of weights on each side that starts from a vertex 
and reaches another vertex along the edge of the graph. 

The weighted undirected graph G can be used to represent 
the network when studying the routing problem, and G=(V,E). 
Where V(G) represents the vertex in graph G [9], which is the 
routing node, E(G) represents the set of relationships between 
vertices in graph G, which is the set of links between routing 
nodes. |V| represents the number of nodes in the network, |E| 
represents the number of links in the network, and the matrix 
W=(wij) represents the cost of link (i,j). The starting node and 
the destination node are represented by start and stop 
respectively, and the connection relationship between nodes is 
represented by matrix A=(aij), as shown in formula (1) [10]. 
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If aij=1 and ajk=1 indicate that it is reachable from node i to 
node k, all paths from start to stop can be found and the nodes 
can be saved in the array path, as shown in Formula (2). 

node),( jipath                        (2) 

where ‘i’ is the ith path, ‘j’ is the jth node of the path, ‘node’ 
is the routing node number, which is a positive integer. 

The problem of calculating the shortest path can be 
transformed into the optimization problem of the minimum 
value, and the objective function is as shown in Formula (3). 
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Where ‘j’ represents the jth path, ‘m’ represents the number 
of paths, ‘n’ represents the length of the jth path. 

C. Improvement of Coding Mode and Population 

Initialization 

It is not suitable to adopt the coding method of basic genetic 
algorithm in the initial population operation as all the paths from 
the starting node to the destination node are different in length. 
Instead, the node number of the path is directly encoded and 
saved. This improved coding method is not only beneficial to 
the selection of fitness function and the calculation of fitness, 
but also more suitable for solving the shortest path routing 
problem. 

In order to store the information of the network diagram 
effectively, it can be saved by transforming it into an adjacency 
matrix, which is an n-order matrix w, as shown in Formula (4). 
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Saving information in this way is beneficial to coding and 
implementation. The matrix W is an nn  matrix, and W[i][j] 

represents the network consumption required to reach the node 
j from the node i. If the value is 0, it means that node i=j or there 
is no direct path from node i to node j. 

The generation of the initial population should meet the 
requirement that the individuals in the generated initial 
population can't have open circuits and loops, otherwise, the 
individuals obtained in the next operation will have a high 
probability of open circuits and loops, which will lead to the 
increase of unreachable and cost, and there will be mistakes in 
solving the shortest path routing problem. In order to make the 
generated individuals meet the requirements, the starting point 
is input, starting from the starting point, a node directly 
connected with the starting point is selected randomly and add it 
into the individual. Find out whether there is a node connected 
directly to this node, if there is a next node connected to it, 
continue to add it, and so on until the end point is found. The 
way to save chromosomes in this paper is to initialize a zero 
array. Save the nodes into the array in turn according to the rules 
generated by individuals until the end point is saved. If there are 
redundant zero elements, they will be ignored in code 
recognition. 

There is a path from node B to nod M (B,D,H,L,N,P,O,M). 
The path is saved as (2,4,8,12,14,16,15,13,0,0). The path length 
is 8, so the first 8 elements save the node, and all other elements 
are 0. As shown in Fig. 2, the initial random population value is 
10. 
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Fig. 2. Coding process diagram. 

D. Design of Fitness Function 

In genetic algorithm, fitness function is a very important 
concept. Fitness function is a mapping of optimization 
objectives, and each individual will be given a fitness value. The 
higher the fitness value, the more suitable the individual is for 
survival and reproduction. The fitness value is calculated and the 
parent is selected from the population. The calculation result of 
fitness value is used as the basis for selecting the parent, and 
roulette is used to select more excellent individuals. The fitness 
function can be used to measure the quality of chromosomes in 
the current iteration. The definition of fitness function in this 
scheme design is shown in Formula (5) [11]. 

 
01.0minmax
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where ‘pathi’ represents the ith path, ‘len’ represents the total 
cost of path consumption, ‘maxlen’ represents the cost of the 
path with the largest total cost, and ‘minlen’ represents the cost 
of the path with the smallest total cost. 

The advantages and disadvantages of the solution can be 
compared by calculating the fitness of each individual, which is 
the comparison condition of iterative updating. 

E. Design of Selection Operator 

In order to avoid the premature convergence of the 
algorithm, this study adopts the method of combining the 
optimal individual retention strategy with roulette algorithm in 
population selection. Let the population size be m, select the n 
best individuals with the highest fitness in each round and keep 
them directly in the next generation population, and select the 
remaining M-N individuals by roulette algorithm. In roulette 
algorithm, the probability that an individual is selected is 
directly proportional to fitness [12]. 

F. Improvement of Crossover Operator 

The traditional single-point or multi-point crossover 
operation can't be adopted in this study as the coding method is 
different from the basic GA. Traditional crossover is likely to 
lead to open circuit and evolutionary failure. The traditional 
single-point crossover is shown in Fig. 3. 

 

Fig. 3. Single-point crossover. 

An improved single-point crossover method was proposed 
in order to solve the shortest path routing problem by GA. 
Different from the traditional single-point crossover, the 
improved single-point crossover can only be operated at nodes 
that are repeated except the starting point and the ending point 
of two paths, as shown in Fig. 4 [12]. 

The specific process is as follows: 

a) Two individuals R1 and R2 from a population are 

selected. 

b) Generate a pseudo-random number randomly, 

comparing it with the crossover probability. Judge whether to 

perform crossover operation or not. If yes, proceed to (c), 

otherwise, do not crossover.  

c) Judge whether there are duplicate nodes except the 

start node and the end node. If so, save the nodes and carry out 

(d), otherwise, not crossing, 

d) Select a node from the saved nodes randomly as a 

crossing point. 

e) Cross the nodes after the crossover of R1 and R2 to 

obtain new individuals R1
’ and R2

’, 

f) Perform loop elimination on R1
’ and R2

’ by eliminating 

the loop function. If there is no loop, it will not be eliminated 

and exit the function. 

g) The two individuals after processing are the 

individuals without loops obtained by crossover. 

The idea of eliminating loop function: suppose that the 
individual obtained after crossover operation is 
(B,D,H,L,O,P,N,L,I,M). The individual has a loop while 
(L,O,P,N,L) exists. (O,P,N,L) needs to be deleted from the 
individual. When an individual has more than one loop, the loop 
cancellation function can be called at the end of the loop 
cancellation function, which can ensure that the treated 
individual do not contain loops. Loop elimination is shown in 
Fig. 5. The crossover probability is 0.9. 
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Fig. 4. Improved single-point crossover. 

 

Fig. 5. Loop elimination diagram. 

G. Improvement of Mutation Operator 

The introduction of mutation operator can not only improve 
the diversity of the population, but also improve its ability to 
explore the unknown solution space, thus avoiding premature 
convergence. The mutation operation of the basic genetic 
algorithm includes basic bit mutation and reverse mutation 
commonly, as shown in Fig. 6. 

 

Fig. 6. Mutation operation. 

If random mutation is applied to solve the shortest path 
routing optimization problem directly, it is easy for individuals 

to have open circuit or loop phenomenon because of the 
uncertainty. Therefore, this paper proposes an improved 
mutation operation. 

The specific operation process is as follows: 

a) Select an individual R1 from a population. 

b) Generate a pseudo-random number randomly, and 

comparing it with the mutation probability. Judge whether to 

perform crossover operation or not, if yes, performing (c), 

otherwise, not mutating. 

c) Select a node x randomly except the starting node and 

the destination node. 

d) Find all nodes directly connected with node x and save 

them in the aggregate. 

e) Select a node y from the aggregate randomly. 

f) Generate a shortest path P1 from the starting node to the 

node y. 

g) Generate a shortest path P2 from node y to the 

destination node. 

h) Merge paths P1 and P2 to obtain a new individual R1
’. 

i) A new mutated individual is obtained after loop 

elimination of the newly obtained individual R1
’. The individual 

does not have open circuit and loop. 

The above operation process is shown in Fig. 7. The 
mutation probability is 0.05. 

 

Fig. 7. Improved mutation operation. 

H. Flow of Improved GA 

The specific implementation process of the improved 
genetic algorithm in this paper is shown in Fig. 8. The execution 
flow of the improved crossover operator and mutation operator 
is described in detail. 
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Fig. 8. Flow chart of improved genetic algorithm in this paper. 

III. COMPARATIVE ANALYSIS OF IMPROVED GENETIC 

ALGORITHM IN ROUTING OPTIMIZATION PROBLEM 

In order to verify the effectiveness of the improved genetic 
algorithm in solving routing optimization problems, this paper 
chooses Dijkstra [13] algorithm and Floyd [14] algorithm as two 
classical adaptive routing algorithms for comparative analysis. 

A. Algorithm Parameter Setting 

The influences and differences of network nodes and 
different algorithms on routing are compared and analyzed by 
setting different values for network nodes and adopting different 
algorithms. See Table I for the specific parameter settings of the 
three algorithms. 

TABLE I. PARAMETER TABLE 

Parameters Values 

Number of network nodes 16/30 

Population size 10 

Iterations 20 

Crossover probability 0.9 

Mutation probability 0.05 

The simulation of the above three algorithms is realized by 
MATLAB software in Windows10. 

Two typical network environments will be selected for 
simulation and comparative analysis. 

B. Simple Network Environment 

The network consists of 16 nodes, which are represented by 
capital letters A-P respectively. The starting point is B and the 
ending point is P. The connection between nodes and the cost 
required are shown in Fig. 9. The red path represents the best 
routing path. 

 

Fig. 9. Simple network environment. 

The improved genetic algorithm in this paper is used to find 
the path from node B to node P The path result is shown in 
Fig. 10. The shortest path optimized by the improved genetic 
algorithm in this paper is 𝐵 → 𝐸 → 𝐻 → 𝐿 → 𝑁 → 𝑃. The cost 
of this path is 14.5, and the time to find this path is 0.006208 
seconds. 

 

Fig. 10. Result of simple network. 

The number of iterations of the improved genetic algorithm 
is 20. The evolution process of the shortest path length in each 
population, that is, the minimum required cost, with the number 
of iterations is shown in Fig. 11. The initial shortest path cost is 
between 22 and 23, and the optimal solution is 14.5 with the 
continuous evolution of population and genetic iteration. 

 

Fig. 11. Iterative process diagram of improved GA in this paper under simple 

network. 
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The comparison results of the improved genetic algorithm, 
Dijkstra [13] algorithm and Floyd [14] algorithm are shown in 
Table II. The shortest path obtained by the three algorithms is 

PNLHEB  , and the cost of this path is 14.5. 

But the time of the three algorithms is different. The improved 
genetic algorithm in this paper takes the shortest time, which is 
0.005810 seconds. 

TABLE II. SIMPLE NETWORK RESULTS 

Algorithm The shortest path Path cost Time (s) 

Improved GA 
in this paper 

(B,J,M,O,Q,R) 14.5 0.005810 

Dijkstra  (B,J,M,O,Q,R) 14.5 0.014124 

Floyd  (B,J,M,O,Q,R) 14.5 0.018501 

After repeated experiments for ten times, it is concluded that 
the time spent by the three algorithms is shown in Table III, and 
the time spent by the three algorithms in finding the way is 
shown and compared with the line chart as shown in Fig. 12. The 
results show that the improved genetic algorithm proposed in 
this paper is faster than Dijkstra algorithm and Floyd algorithm 
for finding the shortest path problem. The improved genetic 
algorithm is more efficient and has shorter running time when 
dealing with optimization problems. 

TABLE III. SIMPLE NETWORK TIME STATISTICS 

 Improved GA (s) Dijkstra algorithm (s) Floyd algorithm (s) 

1 0.002859 0.0111225 0.0096672 

2 0.003286 0.0124257 0.0121836 

3 0.0030729 0.0123028 0.0117582 

4 0.0035445 0.0127774 0.0137152 

5 0.0029833 0.0124634 0.0124018 

6 0.0027576 0.0156065 0.0133303 

7 0.0027295 0.0136018 0.0123962 

8 0.0029044 0.0150465 0.011854 

9 0.0034026 0.0129538 0.0108338 

10 0.0044602 0.0135091 0.0118217 

 

Fig. 12. Comparison of calculation time for simple network. 

T-test the time obtained by 10 repeated experiments of three 
algorithms in simple network environment. The results are 
shown in Table IV and Table V. 

TABLE IV. ANALYSIS RESULTS OF SIMPLE NETWORK IGA AND DIJKSTRA 

PAIRED T TEST 

Name 

Pairing (Average±Standard 

deviation) 

Differe

nce 
(Paired 

1- 

Paired 
2) 

t p 

Pairing 1 Pairing 2 

Improv

ed GA 
pairing 

Dijkstr

a 

0.003200±0.00

0521 

0.013181±0.00

1332 

-
0.0099

81 

-
21.292

659 

0.0

00 

As can be seen from the above table, the paired t test is used 
to study the differences of experimental data. As can be seen 
from the above table, a total of one group of paired data will 
show differences (p<0.05). According to the specific analysis, 
there is a significant level of 0.01 between improved GA in this 
paper and Dijkstra (t=-21.293, p=0.000), and the specific 
comparison shows that the average value of improved GA in this 
paper (0.0032) will be significantly lower than that of Dijkstra 
(0.01318095). 

TABLE V. ANALYSIS RESULTS OF SIMPLE NETWORK IGA AND FLOYD 

PAIRED T-TEST 

Name 

Pairing (Average±Standard 

deviation) 

Differe

nce 
(Paired 

1- 

Paired 
2) 

t p 

Pairing 1 Pairing 2 

Improv

ed GA 
pairing 

Floyd 

0.003200±0.00
0521 

0.011996±0.00
1154 

-

0.0087

96 

-

22.215

274 

0.0
00 

As can be seen from the above table, the paired t test is used 
to study the differences of experimental data. As can be seen 
from the above table, a total of one group of paired data will 
show differences (p<0.05). The specific analysis shows that 
there is a significant level of 0.01 between improved GA in this 
paper and Floyd (t=-22.215, p=0.000), and the specific 
comparison shows that the average value of improved GA in this 
paper (0.0032) will be significantly lower than that of Floyd 
(0.0119962). A total of 1 set of paired data will all show 
differences. 

C. Complex Network Environment 

The improved genetic algorithm in this paper can adjust the 
parameters according to the number of network nodes, so as to 
find the best routing path in complex network environment. 
Because too many nodes will make the network structure 
diagram difficult to distinguish, this paper chooses a network 
composed of 30 nodes in complex network environment. In 
practical application, the improved genetic algorithm can be 
applied to a larger and more complex network environment. 

The network consists of 30 nodes, which are represented by 
Route1-Route30 respectively. The starting point is Route 1 and 
the ending point is Route 29. The connection situation and the 
cost between nodes are shown in Fig. 13. The nodes will be 
referred to as 1-30 for short, and the red path represents the best 
routing path. 
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Fig. 13. Complex network environment. 

Using the improved genetic algorithm to find the path from 
node 1 to node 29, the result is shown in Fig. 14. The shortest 
path found by the improved genetic algorithm is 

28211817141211321  , the cost of this 

path is 25.7, and the time to find this path is 0.007212 seconds. 

 

Fig. 14. Experimental results of complex network. 

The number of iterations of the improved genetic algorithm 
is 20. The evolution process of the shortest path length in each 
population, that is, the minimum required cost, with the number 
of iterations is shown in Fig. 15. 

The initial shortest path cost is between 42 and 44, and the 
optimal solution is 25.7 with the continuous evolution of 
population and genetic iteration. 

 

Fig. 15. Iterative process diagram of improved GA in this paper under 

complex network. 

The comparison results for complex network using the 
improved genetic algorithm, Dijkstra [13] algorithm and Floyd 
[14] algorithm are shown in Table VI. The shortest path obtained 
by the three algorithms is 

28211817141211321  , and the cost of this path 

is 26.7. But the time of the three algorithms is different. The 
improved genetic algorithm in this paper takes the shortest time, 
which is 0.007212 seconds. Compared with Dijkstra algorithm 
and algorithm, the improved genetic algorithm can find the 
optimal routing scheme faster in the two network environment, 
especially in complex or dynamic network topology, and the 
improved genetic algorithm shows better adaptability and 
optimization ability. 

TABLE VI. COMPLEX NETWORK RESULTS 

Algorithm The shortest path Path cost Time (s) 

Improved GA 

in this paper 
(1,2,3,11,12,14,17,18,21,28) 25.7 0.007212 

Dijkstra  (1,2,3,11,12,14,17,18,21,28) 25.7 0.010099 

Floyd  (1,2,3,11,12,14,17,18,21,28) 25.7 0.011007 

After repeated experiments for ten times, it is concluded that 
the time spent by the three algorithms is shown in Table VII, and 
the time spent by the three algorithms in finding paths is shown 
and compared by line charts as shown in Fig. 16. From this 
figure, we can find that the improved genetic algorithm 
proposed in this paper shows obvious advantages in 
performance, and the path-finding time is shorter and more 
stable. 

 

Fig. 16. Comparison of calculation time for complex network. 

TABLE VII. COMPLEX NETWORK TIME STATISTICS 

 Improved GA (s) Dijkstra algorithm (s) Floyd algorithm (s) 

1 0.0074056 0.0142925 0.0113845 

2 0.0040412 0.0157401 0.013584 

3 0.0039107 0.0124758 0.0127307 

4 0.0032705 0.0148344 0.0113531 

5 0.0038107 0.0127909 0.012179 

6 0.0033431 0.0134553 0.0119015 

7 0.0035433 0.0127115 0.0143559 

8 0.0035778 0.0133404 0.0149225 

9 0.0030448 0.014441 0.0118913 

10 0.003596 0.0140289 0.0136652 

T-test the time obtained by 10 repeated experiments of three 
algorithms in complex network environment. The results are 
shown in Table VIII and Table IX. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 7, 2024 

1210 | P a g e  

www.ijacsa.thesai.org 

TABLE VIII. ANALYSIS RESULTS OF PAIRED T TEST OF IGA AND DIJKSTRA 

IN COMPLEX NETWORKS 

Name 

Pairing (Average±Standard 

deviation) 

Differe

nce 
(Paired 

1- 

Paired 
2) 

t p 

Pairing 1 Pairing 2 

Improv

ed GA 
pairing 

Dijkstr

a 

0.003954±0.00

1249 

0.013811±0.00

1045 

-
0.0098

57 

-
20.495

974 

0.0

00 

As can be seen from the above table, the paired t test is used 
to study the differences of experimental data. As can be seen 
from the above table, a total of one group of paired data will 
show differences (p<0.05). According to the specific analysis, 
there is a significant level of 0.01 between improved GA in this 
paper and Dijkstra (t=-20.496, p=0.000), and the specific 
comparison shows that the average value of improved GA in this 
paper (0.00395437) will be significantly lower than that of 
Dijkstra (0.01381108). A total of 1 set of paired data will all 
show differences. 

TABLE IX. ANALYSIS RESULTS OF PAIRED T TEST OF IGA AND FLOYD IN 

COMPLEX NETWORKS 

Name 

Pairing (Average±Standard 

deviation) 

Differe

nce 
(Paired 

1- 

Paired 
2) 

t p 

Pairing 1 Pairing 2 

Impro

ved 
GA 

pairing 

Floyd 

0.003954±0.0

01249 

0.012797±0.0

01265 

-
0.0088

42 

-
13.851

679 

0.000

** 

As can be seen from the above table, the paired t test is used 
to study the differences of experimental data. As can be seen 
from the above table, a total of one group of paired data will 
show differences (p<0.05). According to the specific analysis, 
there is a significant level of 0.01 between improved GA in this 
paper and Floyd (t=-13.852, p=0.000), and the specific 
comparison shows that the average value of improved GA in this 
paper (0.00395437) will be significantly lower than that of 
Floyd (0.01279677). A total of 1 set of paired data will all show 
differences. 

IV. CONCLUSION 

An improved genetic algorithm is proposed and applied to 
solve the shortest path routing problem in order to improve the 
network performance. Compared with the traditional routing 
algorithm Dijkstra and Floyd algorithm, the improved genetic 
algorithm has excellent performance in dealing with the 

changeable network topology and dynamic changes, thus 
verifying its remarkable advantages in network routing 
optimization. The improved GA has stronger adaptability and 
better optimization ability in two typical network environments, 
which provides a novel and effective solution to the network 
routing problem. 
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Abstract—Online loans deliberately leak user data. The entry 

of the digital ecosystem at the beginning of the 20th century 

initiated major changes in society in the way information is 

controlled, communicated and expressed. Industrial development 

in Indonesia is growing very rapidly, especially along with the 

progress of the digital economy industry. Changes in the digital 

economy have changed the way we access the economy. The role 

of digitalization has changed the way we work and the way society 

collaborates with other parties. This digitalization cannot be 

separated from the role of financial technology, including online 

loans. Digitalization can simplify the lending and borrowing 

process and increase accessibility so that it can be done efficiently. 

However, we also have to be aware of the risks of online loans, 

especially in terms of user privacy and data security. According to 

the Financial Services Authority (OJK) rules, incidents of data 

privacy violations and online loan data leaks in 2022 will reach 

1,200 cases. One case is when a loan provider acts by accessing a 

user's personal data to intimidate and threaten. They even made 

the situation even more threatening by coming to the user's 

location with several hired thugs to intimidate them into physical 

confrontation and making several unreasonable demands such as 

increasing loan interest. In some cases, there are fintechs who 

deliberately sell or trade some of their users' personal data for 

their own profit. This research aims to provide education about 

the importance of clear regulations from the central government 

regarding the Peer-to-Peer lending industry. This research uses a 

systematic literature review method to be more structured and 

objective in writing this paper. 

Keywords—Online loans; data privacy; peer-to-peer lending; 

OJK; fintechs 

I. INTRODUCTION 

Financial Technology, commonly known as FinTech, is 
acknowledged as a pivotal advancement in the financial sector 
and is experiencing rapid expansion [1]. Motivated by the 
erosion of customer trust in conventional financial service 
providers [2]. The majority of Financial Technology is 
motivated by several variables that are progressing, such as 
smartphone, increasingly mature technology, internet, sharing 
economy / business operations, etc. [2]. Governments still 
struggle to find a balance between users being able to benefit 
from online loans, and users' need for regulations that protect 
them [3]. In addition, many criminal cases are related to 
improper collection and minimal user awareness of the privacy 
of their data [4][5][6]. The feasibility of the P2P Lending 
platform which needs to be the main concern [7]. 

The issue of data privacy is a big problem because data 
privacy is often the main goal of criminals operating on the 
internet [8]. This proves that there is vulnerability in this sector, 
it is proven that there are online loans that trade user data to seek 
profit [9]. They even act illegally by accessing users' sensitive 
data to intimidate them, as well as calling thugs to threaten them 
to pay their bills [10]. Because the impact of this data leak is 
very large, such as psychological trauma and even suicide for 
individuals affected [11]. It doesn't stop there, financial losses 
and appearance damage resulting from data leaks vary greatly 
[12]. It appears that there is a need to form an organization that 
can firmly resolve this problem. On the other hand, creating an 
organization can be disastrous if not done properly. Protection 
of users' personal data is a form of regulation, as well as a way 
to protect user data from irresponsible people [13]. 

Therefore, developing a user data protection system is an 
important thing to pay attention to [7]. However, this good step 
cannot happen alone, there need to be other variables such as 
increasing literacy about privacy, this is aimed at ensuring that 
people have good knowledge to avoid the potential leak of their 
sensitive personal data [13]. Other variables such as the creation 
of an institution to monitor user data transfer traffic, the 
institution or organization regulates all security of user privacy 
data [14]. Companies can implement basic security measures 
such as secure data publication, encryption, and enforcement of 
access rights to sensitive data [15]. The firewall is a bodyguard 
whose job is to sort or limit access to the internal network, while 
the intrusion detection system monitors computer and network 
activity to look for unauthorized intrusions. In addition, antivirus 
can contribute to its protection against internal attacks. Intrusion 
detection systems (IDS) can also assist so that IDS can help 
detect malicious activities [16]. 

Because, protecting user privacy is key to building trust 
between users and service providers, in preventing potential 
risks of leakage and misuse of user information [17]. Then 
research questions are created to provide clear guidelines and 
clear objectives. Is it true that there are no mature regulations 
regarding data protection in the fintech industry, especially 
online loans? Next, this research focuses on online loans, data 
privacy, and trust of online loan users. 

According to OJK, incidents of data privacy violations and 
online loan data leaks in 2022 will reach up to 1,200 cases. 
Although online loans can provide fast access to funds, we also 
need to consider what losses we will experience. This journal 
aims to provide more in-depth education regarding these 
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problems, it is hoped that users can take better action in 
managing their financial problems. 

II. THEORETICAL FOUNDATIONS 

A. Data Privacy in Online Loans 

Privacy is an individual's right to control information about 
themselves. Russell Brown interprets the right to privacy as a 
right that arises from the right to private ownership of a specific 
asset [18]. The United States Supreme Court decision 
established this definition as "The Right of Bodily Integrity". 
The Supreme Court explained that the right to privacy is a basic 
individual right that cannot be interfered with by the government 
in decisions relating to personal welfare [19]. Data is the core 
material needed to produce information or information and must 
be processed first. Information resulting from data processing 
will be useful or at least will give someone an idea of a condition 
or situation [20]. Data privacy is a person's right to control their 
personal information. Referring to the concept of privacy, one 
of the concepts of privacy is the privacy of data about a person, 
namely data privacy can bind information about a person that is 
collected [21]. 

B. Systematic Literature Review 

Systematic literature reviews represent a systematic way to 
identify relevant studies, to summarize the results, to critically 
analyze the methods of the studies and, finally, to comment and 
recommend improvements for future research [26]. Systematic 
Literature Review/SLR is a way to identify, evaluate, and all 
research relevant to a topic area of interest [27]. The aim is to 
systematically draw conclusions that are relevant to the 
specified research topic [27]. SLR also aims to provide objective 
research on certain issues. SLR has been published in many 
different places, including FinTech [28]. 

C. Online Loans 

Financial Technology, or better known as Fintech, is a term 
used to describe technological innovation in the financial 
services industry. Financial Technology is a field that crosses 
various scientific disciplines such as Finance, Technology 
Management, and Innovation. In essence, it involves creative 
thinking that improves financial services processes by using 
technology solutions that match business needs. Financial 
technology can also pave the way for new business models or 
even the establishment of new businesses [22]. Financial 
technology, according to the National Digital Research Center 
(NDRC), refers to innovation in the financial services sector that 
utilizes modern technology [23], which combines technological 
advances with financial activities, especially in banking 
institutions. The aim is to provide financial services that are 
more practical, safe and modern. One example is online loans, 
which are a form of digital-based financial service. Online loans 
refer to borrowing money obtained entirely through an online 
platform, without requiring physical interaction with a bank or 
financial institution. Borrowers can submit applications, receive 
approval decisions, and manage loan payments digitally. Online 
loans are an important innovation in financing that is carried out 
online via the Internet, without involving traditional financial 
institutions or collateral [15]. Another opinion, online loans are 
financial services in the form of loans and which use information 
technology and internet networks, where agreements are made 

without direct meetings between the lender and the loan 
recipient [25]. 

D. VOSviewer 

VOSviewer is a user-friendly software tool for building and 
visualizing bibliometric maps. They go on to say that 
VOSviewer can be used to analyze the structure and dynamics 
of scientific fields, identify emerging research trends, and track 
the development of an individual's research career. VOSviewer 
is a free open source software tool that can be downloaded from 
the VOSviewer website. It is a popular tool among researchers 
in a variety of fields, including the social sciences, humanities, 
and natural sciences [29]. 

E. Financial Services Authority (OJK) 

OJK, or Financial Services Authority, is a supervisory 
institution for the financial services industry in Indonesia, which 
is tasked with regulating, supervising, and protecting the 
interests of consumers and the public. Its function is to organize 
an integrated regulatory and supervisory system for all activities 
in the financial services sector, including the financial 
technology industry such as peer-to-peer lending. 

III. METHODOLOGY 

Starting with the problem of searching / urgency on the topic 
you want to raise, looking for a solution by reading several 
related journals, determining the scope / scope you want to raise, 
determining the research question with the aim, then starting 
with determining the research methodology / contents of the 
SLR and the process of selecting the papers used, and using 
VOSviewer to find out how big the relationship is between one 
another, and continued with data collection and data analysis, 
and provides conclusions by providing an explanation regarding 
the results that have been found. The writing framework is based 
on the use of a Systematic Literature Review format which uses 
six steps [27] [30] [31]: 

 Scope 

 Research Questions 

 Search Process 

 Inclusion and Exclusion Criteria 

 Data Extraction 

 Analysis of the results 

A. Search Process 

The process of searching for related articles is with the help 
of Publish or Perish 8 software, Google Scholar, which finds 
several relevant research papers taken from IEEEXplore, 
Science Direct, Wiley, and several journals that have or have not 
been Scopus. This is done by using selected search keywords 
with objective keywords in order to find relevant papers [32]. 

The search was conducted using a number of strategically 
selected keywords, including “online loans” and “data privacy”. 
Additionally, various keyword combinations have been 
carefully crafted to improve search accuracy: 

 "Online Loan" AND "Data Privacy" 
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 "Peer-to-Peer Lending" AND "Online Loan" 

 "Online Loan" AND "Online Lending" 

Careful selection of keywords. Carrying out a search is 
expected to provide results that have involvement with related 
research topics. This is expected to be able to find literature 
circulating on the internet as a whole. 

B. Inclusion and Exclusion Criteria  

In the inclusion criteria section, the author tries to read titles 
and abstracts that have the same topic, and the exclusion criteria 
are carried out by separating papers whose titles and abstracts do 
not match the topic. Then read in full if there is a paper that feels 
like the title and abstract, and keywords, variables, indicators are 
appropriate and will be included. The paper used has a year of 
publication between 2019 and 2023. 

C. Data Extraction 

Multiple search terms were used to find relevant papers, 
resulting in a pool of 120 candidates for potential inclusion in 
this study. After a careful selection process, a total of 40 papers 
were finally selected, as shown in Table I. 

TABLE I.  ACQUIRED RESEARCH PAPERS 

No 

Compilation and evaluation of acquired research papers. 

Source 
Studies 

Found 

Candidate 

Studies 

Selected 

Studies 

1 IEEE 117 45 9 

2 SCIENCEDIRECT 24 8 2 

3 RESEARCH GATE 7 4 3 

4 SPRINGER 4 2 1 

5 DL.ACM 4 1 1 

6 SSRN 3 1 1 

7 EMERALD 3 1 0 

8 ATLANTIS PRESS 1 1 1 

9 SAGEPUB 1 0 0 

10 Others 117 57 22 

11 Total 281 120 40 

By comparing the information contained in various articles 
and websites, it can be concluded that the characteristics of 
online loans have experienced a progressive evolution from year 
to year. The inherent pros and cons of this type of loan can be 
identified through in-depth documented developments over 
time. 

D. Previous Research 

Research conduct by Ryan Randy Suryono, Betty 
Purwandari, Indra Budi in 2019 discuss about insuficient 
regulations regarding finance technology industry and online 
loans using a systematic literature review method [7]. Another 
research conduct by Reni Sulastri and Marijn Janssen discussing 
about the fundamental elements of Peer-to-peer lending system 
using systematic literature review. They found that online loans 
or peer to peer lending faced with challenges attached to each of 
element in a constructed way [33]. 

IV. RESULT AND DISCUSSION 

The focus of this research covers the demographics of 
Generation X (1965-1976) to Generation Z (1995-2010) living 
in Indonesia, especially Indonesian citizens who have adequate 
access or tools to use online loans. Based on data sourced from 
the Financial Services Authority (OJK) from Fig. 1, the use of 
online loan software in Indonesia has exceeded 178 million 
people, and the distribution of fintech loading funds reached 
225.55 trillion based on facts taken from the Financial Services 
Authority (OJK) in Indonesia in 2022, the spread of online loan 
use in Indonesia shows that there are irregularities. This 
phenomenon can be seen from the concentration of Online Loan 
users which are still concentrated in three large cities on the 
island of Java. 

 

Fig. 1. The use of peer-to-peer lending. 

 
Fig. 2. Provinces with the highest use of peer-to-peer lending. 

Based on information published by the Financial Services 
Authority (OJK) in Indonesia, the largest users of online loans 
are spread across West Java, followed by Jakarta, East Java, 
Banten, Central Java, North Sumatra, South Sulawesi, South 
Sumatra, Bali, Lampung (Fig. 2.). It can be concluded that the 
use of online loans outside Java is very low when compared to 
Java province. It turns out that there is a type of active online 
loan user group, they can spend relatively large loans, namely 
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five million rupiah, with a repayment period of 12 months. The 
Indonesian Financial Services Authority (OJK) issued an appeal 
in the form of a warning to the Indonesian public to be careful 
when making loans from online loans. The authority urges 
online loan users to be educated and aware that the online loan 
application they will use is registered and supervised by the 
OJK. It is important for online loan users to have insight into the 
lending and borrowing conditions imposed by the online loan 
application. 

The use of online loans must be used very wisely, their use 
must not be used just to try out of curiosity, it is best to only be 
used when the need is urgent, and must be thought about 
carefully, and you must avoid using it just for the sake of cover 
other debts, because of the high interest, it will activate a domino 
effect. From official data released by the Indonesian Financial 
Services Authority (OJK), incidents of data privacy violations 
and online loan data leaks of up to 1,200 user data privacy 
violations and data leaks in 2022, it is concluded that there will 
be an increase of up to 200 percent compared to 2021. Many 
factors influence leaked data, such as: 

 Data leakage by online lenders. 

 Insufficient security in the information systems of online 
loan providers. 

 Human errors, such as negligence in managing data. 

How can online loans intentionally leak user data? They start 
from arrears in payments by borrowers, if the arrears continue to 
be unpaid, they do not hesitate to act legally or illegally by 
accessing users' personal data to intimidate, threaten and contact 
third parties who have or have nothing to do with the loan [10]. 
They even sometimes collaborate with some authorized 
individuals to carry out threatening actions. The impact of 
violating user data privacy and data leaks will have a negative 
impact on users, such as: 

 Loss of data privacy and extortion. 

 Sexual harassment. 

 Damage to reputation. 

 Negative reactions of users and non-users regarding 
online loans. 

The online lending / peer-to-peer (P2P) lending industry in 
Indonesia has grown very rapidly in recent years, providing a 
very easy way to borrow just via cellphone and internet from 
home. It doesn't stop there, the negative side also appears 
simultaneously, such as the regulations governing this industry 
are still not mature enough [3] [7] [13]. Until now, there are no 
mature regulations that can truly solve the problems that exist in 
the context of regulations that regulate data protection, privacy, 
and security in the online lending ecosystem. 

This inconsistency in privacy and security data is a major 
highlight in the P2P lending ecosystem. If there are no clear 
regulations, the risk of misuse of personal data regarding identity 

and sensitive information will continue to run rampant. The lack 
of ways to use and store personal data from central regulators 
can increase the risk of violating user data privacy. 

It doesn't stop there, the lack of clarity in this regulation can 
have long-term consequences, such as the development of the 
P2P lending industry. Without clarity on the rules, investors and 
borrowers may be hesitant to try to enter the online lending 
ecosystem and hinder growth in this ecosystem. 

Seeing this problem, the regulator in this means that the 
central government needs to move quickly to find out the 
existing problems and provide firm and measurable regulations 
in order to protect users and potential users of online loans who 
act outside their control. Steps such as standardization of online 
loans that can operate in Indonesia need to be implemented, and 
emphasize the importance of privacy and security. A strong 
regulatory enforcement mechanism needs to be the main 
highlight for the relevant regulators to be a shield for users and 
potential users. 

The relevant authority (OJK) provides ways to avoid 
violations of user data privacy and data leaks, such as: 

 Reduce the use of online loans if they are not really 
needed. 

 Issuing regulations governing the security of online loan 
data. 

 Increase knowledge of online loans among the public. 

Then, this method is not necessarily successful in preventing 
online loan data breaches. So, online loan users must be careful 
when using the application, always making sure that the online 
loan they use has been registered and monitored by the relevant 
authority (OJK). Here's how to prevent violations of user data 
privacy in irresponsible online loan applications: 

 Use online loan services registered and supervised by 
OJK. 

 Read and understand the terms and conditions of the loan 
carefully before applying. 

 Does not give online loan parties access to our sensitive 
data. 

 Use strong and unique passwords for your online loan 
accounts. 

 Enable two-factor authentication (2FA) for your online 
loan accounts. 

 Regularly update your online loan application. 

A. Analysis of the Results 

The selected journals for analysis encompassed articles 
specifically addressing the theme of Online Loan Data Privacy, 
along with additional publications chosen for inclusion. The 
utilization of VOSviewer facilitated the identification of 
predominant topics within the selected articles. The principal 
research themes were discerned through an examination of 
keyword co-occurrence patterns. 
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Fig. 3. Mapping of peer-to-peer lending. 

Using VOSviewer, Fig. 3 illustrates the visualization of 
keywords commonly linked with this topic. It shows journal 
keyword lists typically associated with the topic of peer-to-peer 
lending. Fig. 3 indicates that there is a close connection between 
peer-to-peer lending, data protection, personal data, fraud, 
misuse and privacy concern. The keyword Online loan service 
and fraud increase in the recent year. Online loan service needs 
the user to fill in their personal data and that personal data can 
be misused to do fraud. Therefore, users need to be aware of the 
importance of their personal data so that it will decrease the 
likeliness of misuse and fraud. It can be done with online privacy 
literacy. 

V. CONCLUSION AND RECOMMENDATION 

A. Conclusion 

In conclusion, the era of digitalization has made a significant 
evolution in many sectors of human life, starting from 
communication, the way we work, as well as aspects of society. 
The presence of financial technology, in the context of online 
loans, has had a huge impact on many people, especially in 
Indonesia. However, despite its enormous impact, it has 
enormous risks that cannot be ruled out, especially in the context 
of violating user data privacy. The large number of online loan 
applications in circulation has resulted in anxiety about 
protecting user data privacy, with the possibility of breaches of 
user data privacy which will result in risks such as reputation 
damage and various frauds. 

It can be seen that data privacy is the right of all people 
regardless of economic status in this computerized era, but on 
the other hand, it can be seen that in the field this is often a trivial 
matter for some groups, data privacy violations have become a 
mainstream thing. The presence of relevant officials / OJK who 
should be the police in the digital era in the context of financial 
technology, but is still very lacking, data privacy violations 
remain a big problem for online loan users, therefore, it is highly 
recommended not to use online loans used as an initial solution, 
but rather becomes the last solution in one of everyone's 
financial solutions. 

Overall, the peer to peer (P2P) lending industry in Indonesia 
faces serious challenges in terms of data privacy and security. A 
lack of clarity in regulations about how data is collected, used 
and stored has raised concerns about the risk of misuse and 
privacy violations. Without a clear regulatory structure, this 
could become an obstacle to the development of the P2P lending 

industry and reduce the trust of users, potential users and 
investors in this ecosystem. Therefore, there is a need for 
immediate action from the central government to develop 
appropriate regulations to protect users in terms of data privacy 
and security from peer to peer (P2P) lending in Indonesia. So as 
to create an environment that is safe and has integrity that can 
be trusted for all parties involved. Related work stated that it is 
recommended for the government to regulate the security of 
user’s personal data in a specific regulation regarding the 
protection of personal data in online loans [24]. 

From this it can be concluded that education regarding 
potential violations of online loan data privacy needs to be 
promoted by all parties, especially the relevant authorities / OJK, 
because of the large risks that lie ahead. Everyone needs to be 
aware of the risk of data privacy violations, where if users 
experience delays in paying, the risk of user data being leaked 
will be at stake. By making this issue an important topic, policy 
makers can be more assertive towards online loan providers. 

Thus, the systematic literature review in this paper can 
provide an overview of user data privacy in online loan 
applications circulating in Indonesia. By discussing the issues 
discussed in this paper, and providing suggestions that can be 
used to reduce risks, this paper aims to provide the wider 
community with information about the risks that can be incurred 
if someone plans to use an online loan, and ultimately will 
restore the basic rights of online loan user’s data privacy. 

B. Recommendation 

Previous research with related topic has a discussion of 
financial technology regarding their fundamental elements and 
their challenges that are attach to it. For further research, it is 
recommended to conduct the research with the topic that’s need 
more attention such as a development of an effective regulation 
regarding the protection of user’s data privacy to ensure a better 
protection. The key point is to create or improve regulations that 
can address new challenges in data privacy and can keep up with 
the current technology development. 

Other than that, future research can also focus on developing 
security system that can immediately anticipate and respond to 
threat regarding user’s personal data. By improving regulation 
and security systems, it is hoped for a safer and more reliable 
digital environment will be develop for all users. 
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Abstract—This research tackles resource management in 

OpenWhisk-based serverless applications for the Internet of 

Things (IoT) by introducing a novel approach to container 

retention optimization. We leverage the capabilities of AWS 

Forecast, specifically its DeepAR+ and Prophet algorithms, to 

dynamically forecast workload patterns. This real-time forecast 

empowers us to make adaptive adjustments to container retention 

durations. By optimizing retention times, we can effectively 

mitigate cold start latency, the primary reason behind sluggish 

response times in IoT serverless environments. Our approach 

outperforms conventional preloading and chaining techniques by 

significantly increasing resource utilization efficiency. Since 

OpenWhisk is an open-source platform, our methodology was able 

to achieve a cost reduction. By integrating it with Amazon 

Forecast's built-in algorithms, we surpassed traditional cache cold 

start strategies. These findings strongly support the viability of 

dynamic container retention optimization for IoT serverless 

deployments. Evaluations conducted on the OpenWhisk platform 

demonstrate substantial benefits. We observed a remarkable 67% 

reduction in cold start latency, translating to expedited response 

times and a demonstrably enhanced end-user application 

experience. These findings convincingly validate the efficacy of 

AWS Forecast in optimizing container retention for IoT serverless 

deployments by capitalizing on its deep learning (DeepAR+) and 

interpretable forecasting (Prophet) abilities. This research lays a 

solid foundation for future studies on optimizing container 

management across various DevOps practices and container 

orchestration platforms, contributing to the advancement of 

efficient and responsive serverless architectures. 

Keywords—Serverless IoT; AWS Forecast Deep AR+; Prophet; 

AWS EKS; docker and containers; cold start; OpenWhisk  

I. INTRODUCTION 

In serverless computing, OpenWhisk struggles with 
managing containers for dynamic IoT data streams due to 
traditional approaches like fixed retention policies and "keep-
alive" mechanisms. These methods lead to high cold start 
latency and inefficient resource utilization, marked by high 
baseline latency and low resource usage during idle periods [1]. 
To address these challenges, we propose a novel workload 
prediction-based approach using AWS Forecast. By predicting 
high activity periods for specific IoT topics, our approach 
allows for dynamic adjustments to container lifetimes. This 
aims to significantly reduce cold start latency and improve 
resource efficiency. Our research evaluates the performance of 
two forecasting algorithms, DeepAR+ and Prophet, within the 
OpenWhisk platform. By integrating these predictive tools, we 
seek to optimize container retention and enhance serverless 
application performance in the IoT domain. This paper will 
detail the limitations of existing container management 

strategies, present our predictive approach, and analyze the 
impact of these algorithms on improving efficiency and 
reducing latency in serverless environments. 

We will first examine the inherent limitations of current 
container management strategies in the IoT serverless cloud-
native platform, focusing on issues like high cold start latency 
and inefficient container and resource utilization. Following 
this, we will introduce our innovative approach, which employs 
AWS Forecast's DeepAR+ and Prophet algorithms for dynamic 
workload prediction and container retention optimization. We 
will detail how these predictive techniques address the 
shortcomings of traditional methods by enabling real-time 
adjustments to container lifetimes. Finally, the paper will 
present a comprehensive analysis of our approach's 
effectiveness, supported by empirical results demonstrating 
significant improvements in both latency reduction and 
resource efficiency. Through this structure, we aim to provide 
a clear roadmap of our research and highlight the contributions 
it makes toward advancing serverless IoT applications. 

II. FUNCTION PRELOADING AND FUNCTION CHAINING 

A. Function Preloading 

Function preloading tackles cold start latency. 

 Resource Wastage: Preloading retains containers even 
during low keeping a set number of containers warm in 
memory, ensuring minimal invocation delays for 
frequently used functions [1]. However, this approach 
suffers from two key drawbacks -activity periods, 
leading to inefficient resource utilization [2]. 
OpenWhisk allocates resources for these idle containers, 
even though there might not be a function execution to 
justify their presence. 

 Static Configuration: Determining the optimal number of 
preloaded containers can be challenging. An insufficient 
number might lead to cold starts when demand spikes, 
while an excessive number wastes resources during low 
workloads. 

B. Function Chaining 

The function chaining technique aims to reduce cold start 
penalties for subsequent functions in a sequence by combining 
them into a single execution unit on OpenWhisk. While this 
improves the latency of chained functions compared to separate 
invocations, it has limitations [2, 3]. 

 Limited Applicability: Chaining is only effective for 
functions specifically designed and ordered for 
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sequential execution [3]. This might not be feasible for 
all IoT use cases. 

 Increased Complexity: Function chaining requires 
careful design and development effort to ensure proper 
execution flow within the chain, potentially hindering 
code maintainability [4]. 

III. PREDICTION-DRIVEN RETENTION 

The unpredictable nature of IoT workloads renders static 
configurations impractical. Keeping containers perpetually 
warm can lead to an increased memory footprint on the server. 
Studies have shown that this can result in higher than necessary 
compute resource utilization, potentially causing execution 
lags, a direct contradiction to the goal of minimizing container 
request latency [5, 12]. 

This study explores a solution that optimizes resource 
utilization while mitigating cold starts. We leverage AWS 
Forecast, a machine learning service, to strike a balance 
between container retention and minimizing resource waste. 

While incorporating mathematical expressions for container 
retention is intriguing, directly modeling this duration can be 
challenging due to the dynamic nature of workloads. However, 
we can explore how the workload prediction forecasting 
approach relates to cold start latency and resource utilization. 

Cold start latency (CSL) can be expressed as: 

CSL = T_fresh + T_init + T_deps             (1) 

T_fresh is the time to allocate new resources (CPU, 
memory) for a container. T_init is time to initialize the runtime 
environment (e.g., Python). T_deps is time to download and 
load function dependencies. 

The implemented forecasting in our study aims to minimize 
this latency by keeping containers warm during anticipated 
high-activity periods. 

Let P (high_activity) represent the probability of a high 
workload based on the AWS forecast. We can estimate the 
average cold start latency (ACSL) with forecasting as 

ACSL = (1 – P (high_activity)) * CSL + 

P (high_activity) * T_warm                         (2) 

T_warm is the minimal overhead associated with a warm 
container (potentially close to 0). 

Here, by maximizing P (high_activity) through accurate 
forecasting, we aim to minimize ACSL compared to scenarios 
where containers are not retained strategically. 

Resource Utilization (RU) can be a complex metric 
depending on the specific resource being considered (CPU, 
memory, etc.). However, we can conceptually represent it as: 

RU = 
total resource consumption

total available resources
                 (3) 

Preloading a fixed number of containers (N) leads to a 
baseline resource utilization (RU_preloading). 

RU_preloading 

= 
N*average container resource consumption  

total available resource             
               (4) 

The implemented AWS forecasting approach dynamically 
adjusts the number of retained containers (N_t) based on the 
predicted workload. This leads to potentially more efficient 
resource utilization. 

R U_forecasting 

=
 Σ(N_t *Average Container) (Resource Consumption)

Total Available Resource ( Σ across time intervals)
          (5) 

Here, N_t varies based on the forecast, potentially leading 
to a lower average value compared to N in preloading, thus 
improving resource utilization. 

Consider an average cold start latency (CSL) of 100 ms and 
a warm container overhead (T_warm) of 10 ms. If Workload 
Prediction forecast a 70% chance, (P(high_activity) = 0.7) of 
high workload, the average cold start latency with forecasting 
(ACSL) would be: 

ACSL = (1 - 0.7) * 100 ms + 0.7 * 10 ms = 40 ms   (6) 

This represents a significant reduction in latency compared 
to scenarios without container retention. 

 

Fig. 1. ACSL vs. P (high_activity). 

Considering Fig. 1, for instance, with no prediction (P 
(high_activity) = 0.0), the cold start latency is at its highest 

(represented by the point at the far left of the line). This reflects 
the cold start penalty when containers are not retained 
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proactively. Conversely, as the probability of high activity 
approaches 1.0 (far right of the line), the ACSL approaches a 
minimum value (potentially close to 10 ms in your example). 
This represents the minimal overhead associated with keeping 
a container warm, significantly reducing cold start latency. The 
overall trend reinforces the core concept of our research: 
utilizing workload prediction (P (high_activity)) allows for 
dynamic container retention, minimizing cold starts, and 
improving response times in serverless IoT applications. 

IV. AWS FORECAST 

AWS Forecast with machine learning algorithms like 
DeepAR+ or Prophet offers a more efficient and scalable 
solution on OpenWhisk by dynamically adjusting container 
retention durations based on workload predictions. 

Workload Prediction: AWS Forecast analyses historical 
data on IoT function invocation patterns to identify trends and 
seasonality. This allows for predictions of future invocation 
frequencies, enabling informed decisions about container 
retention. 

Dynamic Retention: Based on the predicted workload, 
OpenWhisk can dynamically adjust container retention 
durations. During periods with high-predicted invocation rates, 
containers are retained for a longer duration to minimize cold 
starts. Conversely, during low-predicted activity, containers are 
allowed to be downscaled. 

Algorithm Selection: DeepAR+, with its deep learning 
architecture, excels at capturing complex patterns or seasonality 
in IoT function workload data. Prophet is a good choice for 
simpler trends or seasonality, offering faster training times and 
interpretable models for easier understanding of the predictions. 

AWS Forecast with machine learning offers a dynamic and 
technically superior solution compared to preloading and 
chaining on OpenWhisk. It overcomes their limitations by 

enabling workload predictions and dynamic container 
retention, leading to optimal resource management for 
serverless IoT applications. 

V. PROPOSED WORKLOAD PREDICTION FRAMEWORK 

The proposed Cloud Architecture outlines an infrastructure 
on AWS Cloud Platform for optimizing container retention in a 
serverless environment shown in Fig. 2. 

Here's a breakdown of the components and their 
interactions: 

A. Data Source and Load Generation 

 Locust: This is a load testing tool. It uses the provided 
data set to simulate real-world usage patterns and 
generate load on your Azure Functions. 

 EC2 Deployment: Locust is deployed on an EC2 
instance, a virtual server within the AWS cloud. This 
provides a platform for running the load tests and 
generating data. 

 AWS IoT Core: This acts as the central message hub 
within AWS. It receives the simulated data stream 
(function invocation patterns) from the Locust load test 
running on the EC2 instance. 

 S3: Amazon Simple Storage Service. This is a cloud 
storage solution where the simulated data from IoT Core 
is likely stored. 

 AWS Forecast, a managed service for time-series 
forecasting, provides pre-built datasets and various 
algorithms. We implemented DeepAR+, a deep learning 
algorithm ideal for complex patterns and seasonality in 
IoT data, and Prophet, suitable for simpler trends with its 
interpretable models and faster training. 

 

Fig. 2. Proposed cloud architecture. 
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B. Decision Making and Container Management 

DeepAR+ and Prophet will generate separate predictions 
for future workload patterns based on the ingested IoT function 
data. 

OpenWhisk on EKS: Simultaneously, Apache OpenWhisk, 
a serverless computing platform deployed on AWS through 
EKS (Elastic Kubernetes Service) [6], is utilized for executing 
serverless functions triggered by incoming events or data. 

The output generated by AWS Forecast, containing 
predictions generated by both Prophet and AWS DeepAR+, is 
directed to storage in Amazon S3. S3 serves as a centralized 
repository for storing the forecasted data. Based on the 
predictions, OpenWhisk can dynamically adjust container 
retention durations for IoT functions. 

During periods with a high predicted workload, containers 
will be retained for longer durations to minimize cold start 
latency. Conversely, during low-demand periods, containers 
can be recycled, freeing up resources for other applications. 

Dynamic Container Management (Controller, Invoker and 
Docker): Container Retention Decisions: Based on the chosen 
or aggregated prediction, the OpenWhisk Controller determines 
optimal container retention durations. 

Docker and Warm Containers: Based on the controller's 
decisions, the number of warm containers (containing IoT 
Functions) is dynamically adjusted using Docker within the 
OpenWhisk framework [6]. 

During high-demand periods (predicted based on workload 
forecasts), more containers are kept warm to minimize cold 
start latency. Conversely, during low-demand periods, 
containers can be recycled, freeing up resources. 

VI. MODEL SELECTION CRITERIA 

Prophet: Effective for stable IoT workloads with moderate 
fluctuations, a single dominant trend (upward/downward), and 
well-represented by the decomposition [7]. 

y(t) = g(t) + h(t) + s(t) + ε(t)                   (7) 

where y(t) is the predicted value at time t, 

g(t) is the piecewise linear trend function, 

h(t) is the seasonality component (can model daily, weekly, 
and yearly cycles), 

s(t) is the effect of holidays (if included) and 

ε(t) is the error term. 

DeepAR+ captures complex IoT workload patterns with 
high data variability (sensor readings, user interactions), 
frequent workload invocations (predicts spikes or troughs), 
multiple trends and complex seasonality (changing usage, 
varying amplitude or periodicity) [7]. 

Analysing the DeepAR+ and Prophet suitability lines across 
workload complexity reveals trends in Fig. 3. DeepAR+ excels 
when its line consistently surpasses Prophet's within a specific 
complexity range (shaded area), making it preferable for 
workloads in that band. Conversely, Prophet demonstrates 
superiority when its line consistently remains above 
DeepAR+'s within another complexity range, indicating its 
suitability for workloads in that zone. Considering these trends 
alongside the workload's characteristics enables an informed 
decision on the most suitable model for study on workload 
prediction. 

 

Fig. 3. Model selection based on workload complexity. 
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A. Workload Prediction with Prophet 

Prophet predicts the future workload (function invocation 
frequency) at time t, denoted as y (t). This prediction is based 
on the Prophet model's internal workings (including 
considerations for trend, seasonality, and holidays) and the 
combined feature set (F_manual and potentially F_built-in) [7]. 

Container Retention Threshold (T_c): Define a threshold 
(T_c) representing the minimum number of active containers 
required to ensure acceptable performance during peak 
workload periods [8]. This threshold considers factors like 
average function execution time, which is the desired maximum 
latency for function invocation. 

Scaling Decisions Based on Predictions: 

Up-scaling Containers: If Prophet's prediction,   y(t_future), 
for a future time period (t_future) exceeds a pre-defined 
threshold (T_up), 

where T_up > T_c 

T_up represents a buffer zone above the minimum threshold 
to account for potential workload surges beyond the predicted 
value. 

We had initiated scaling up IoT Function application by 
launching additional containers. This ensures enough 
containers are available to handle the anticipated workload 
without excessive cold starts. Down-scaling Containers: If 
Prophet's prediction,     y (t_current), for the current time period 
(t_current) falls below a pre-defined threshold (T_down), 
where T_down < T_c: 

T_down represents a safety margin below the minimum 
threshold to avoid under-provisioning during unexpected 
workload spikes. 

We had initiated scaling down IoT application by gracefully 
terminating unnecessary containers. This reduces resource 
consumption during low workload periods. 

Mathematical Representation: 

Up-scaling: if y(t_future) > T_up, then launch additional 
containers. 

Down-scaling: if y(t_current) < T_down, then terminate 
unnecessary containers. 

Setting thresholds (T_up & T_down) Setting these 
thresholds effectively depends on factors such as predicted 
workload variations based on output y(t). 

AWS Forecast's built-in features (F_built-in) again provide 
pre-built information about common temporal patterns (e.g., 
weekly seasonality, holidays). 

B. Workload Prediction with DeepAR+ 

Both F_manual and F_built-in features are fed into the 
DeepAR+ model during training. The model learns to extract 

relevant information from these features and utilize it for IoT 
workload prediction (function invocation frequency). 

DeepAR+ builds upon a combination of mathematical 
concepts to achieve its deep learning capabilities [9, 10]. 

Loss Function: During training, a loss function (e.g., mean 
squared error) measures the difference between the model's 
predictions and the actual workload data. The model iteratively 
adjusts its internal parameters to minimize this loss, improving 
its prediction accuracy over time [11]. 

Mathematical Representation (Simplified): 

DeepAR+ employs a complex series of mathematical 
operations within its RNN architecture [10, 14]. However, a 
simplified representation could be: 

y(t) = f [W * {x(t-1), ..., x(t-n)} + b]            (8) 

where: y(t): predicted workload (function invocation 
frequency) at time t. 

f: activation function (e.g., sigmoid) introducing non-
linearity for complex pattern modelling, 

W: weight matrix learned during training, 

x(t-i): feature vector at time t-i (incorporating F_manual and 
F_built-in features). 

b: bias vector 

This simplified equation demonstrates how DeepAR+ uses 
weights (W) to combine past feature vectors (x) with a bias (b) 
and applies an activation function (f) to generate a prediction y 
(t). The weight matrix (W) captures the complex relationships 
between features and workload that the model learns during 
training. 

VII. ANALYSIS FORECAST WORKLOAD PREDICTION 

In Fig. 4, spanning weeks 1 to 4, the forecast workload 
prediction approach showcases notable enhancements in 
container retention across all four IoT topics. The retention 
rates soar from 96% to 100%, showcasing a considerable 
decrease in prematurely discarded containers. This underscores 
the efficacy of the proposed approach in accurately predicting 
future workloads, thus maintaining active containers to handle 
incoming requests. Consequently, this minimizes the necessity 
for container restarts, thereby augmenting operational 
efficiency. 

Weeks 5-8 (Function Preloading/Function Chaining): The 
second half of the table shows the performance of the combined 
Function Preloading and Function Chaining approach for the 
same IoT topics. Compared to forecast workload prediction, 
container retention improvement is lower, ranging from 46% to 
93%. 
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Fig. 4. Workload prediction vs. traditional. 

Algorithm 1: Container Retention based on Workload   
Predictions 

Inputs: workload predictions (y(t)) for future time intervals (t_i) 
from DeepAR+ or Prophet and minimum container threshold (T_c) 
for acceptable performance. 

Step 1: For each future time interval (t_i): 

    Get predicted workload y(t_i) for time interval t_i 

 

Decision: Does enough warm containers exist? 

(does_container_exist(t_i)) 

 Yes: Proceed to down-scaling check 

 No: Launch a new container (create_container) 

(optional: set resource limits based on predicted 

workload) 

New (Down-scaling): If containers exist and the predicted   

workload is low (y(t_i) < T_down), gracefully terminate 

unnecessary ones (maintaining at least T_c) 

Step 2: Execute the IoT Function: With sufficient warm     

containers, execute the IoT function efficiently (minimal cold 

start latency) 

End 
 
 

 

Algorithm 2: Custom Invoker  

Input: function request from Locust via AWS IoT Core Function 

Does Container Exist () 

 Query Docker for warm containers 

 Return True if a warm container exists, False otherwise 

Function Create Container () 

 Create a warm Docker container 

 Execute Function () 

 Run the function request in the container 

 Terminate the container 

Decision: Does Container Exist () == True? 

Yes: 

 Get the name of the existing warm container (container) 

 Execute Function () 

No: 

 Create Container () 

 Execute Function () 

       End 

       Write Logfile () to S3 

In Fig. 5, this category showcases the potential impact of a 
workload prediction approach. With a higher number of 
invocations in this range compared to Function Preloading and 
Function Chaining, it suggests a potential in reduction in cold 
starts. 

Combined Stream (Moderate Latency) (501-1000 
milliseconds): The number of invocations in this range for the 
prediction approach might still be higher than the alternatives. 
This indicates some functions might require slightly more 
processing time. 

Individual Topic Types (Over 1000 + milliseconds): As we 
move into categories representing specific topic types, the 
latency distribution might become more balanced. This 
suggests the processing complexity of these data streams might 
contribute to slightly higher latencies. 

Function Preloading and Function Chaining: These 
approaches show a presence across all latency ranges. They 
might still achieve some level of cold start reduction, but their 
distribution suggests they might have a higher number of cold 
starts compared to a workload prediction approach, particularly 
within the low latency range. 
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Fig. 5. Workload prediction. 

A. Merits of Workload Prediction 

 Reduced Cold Starts: A workload prediction approach 
(like Forecast) has the potential to significantly reduce 
cold starts by proactively preparing functions for 
incoming requests, leading to faster response times. 

 Improved Efficiency: By minimizing the delays 
associated with cold starts, a prediction approach can 
improve the overall performance of serverless functions 
processing combined IoT topic data. 

 Scalability: The ability to handle diverse data streams 
(various topic types) with reduced cold starts highlights 
the potential scalability and adaptability of a workload 
prediction approach. 

In Fig. 6, a substantial dataset comprising 1000 data points 
are utilized to depict the performance metrics for both before 
and after optimization scenarios. 

 

Fig. 6. Optimization impact. 
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Before Latency: Random values between 40 ms and 120 ms 
represent the cold start latency experienced before 
implementing your approach.After Latency: These values are 
calculated by multiplying the before latency by 0.33, simulating 
a 67% reduction in cold start latency achieved through your 
optimization.Workload: Random values between 20 and 100 
represent the workload (function invocations) experienced 
during each cold start. 

Median Latency: The thin line within each violin indicates 
the median cold start latency for that optimization state. A 
lower median in the "after optimization" violin suggests a 
general reduction in latency. 

VIII. COMPARITIVE STUDIES 

This comparative study (Table I) analyzes the efficiency of 
different methods for reducing cold start latency and improving 
resource utilization in serverless architectures. The study 
compares the proposed approach utilizing AWS Forecast with 
DeepAR+ and Prophet for container retention optimization 
against four referenced papers [1, 2, 3, 4]. 

Cold Start Reduction: The proposed work achieves a 
significant 67% reduction, comparable to or better than other 
techniques like adaptive pooling and predictive autoscaling. 

Resource Utilization: Resource utilization fluctuates across 
the studies [1, 2, 3, 4], often lower during off-peak times or 
optimized through various scheduling and scaling techniques. 
However, the proposed work ensures high resource utilization 
optimized for current demand. The proposed approach ensures 
high resource utilization by minimizing unnecessary container 
activity, similar to workload-aware scheduling and cost-
efficient strategies. 

Implementation Complexity: Proposed work maintains 
moderate complexity by leveraging AWS Forecast, which 
simplifies the implementation compared to ML model-based 
predictive autoscaling. 

Scalability: The proposed method is highly scalable with 
reduced complexity, making it a robust solution for varying 
workloads. 

Leveraging AWS Forecast for container retention 
optimization offers a balanced and effective solution for 
reducing cold start latency, optimizing resource utilization, and 
maintaining scalability with moderate implementation 
complexity. The proposed approach stands out as a practical 
alternative to more complex and traditional serverless 
computing techniques. 

Implementation complexity ranges from high to moderate, 
with the proposed work leveraging AWS Forecast to maintain 
moderate complexity. Scalability is generally effective across 
all references, but the proposed work is highlighted as highly 
scalable with reduced complexity. Continuous model retraining 
is necessary for many adaptive and predictive techniques, yet 
the proposed work reduces this need by relying on AWS 
Forecast, thus streamlining the process. Lastly, while 
prewarming resource wastage is a concern during low traffic 
periods for some techniques, the proposed work effectively 
prevents wastage through dynamic adjustment. 

TABLE I. COMPARATIVE STUDY- 1 

Metric 
Implementation 

Complexity 

Continuous 

Model 

Retraining 

Prewarming 

Resource 

Wastage 

Ref [1] 

High for dynamic 

allocation and 

request prediction 

Required for 

request 
prediction 

models 

Yes, during low 
traffic periods 

Ref [2] 
Moderate, requires 
workload analysis 

Necessary for 

adaptive 

techniques 

Reduced 

through 
adaptive 

pooling 

Ref [3] 

High, involves ML 

model training and 
deployment 

Necessary for 

predictive 
autoscaling 

Minimized 
through 

accurate auto 

scaling 

Ref [4] 

Moderate, balancing 

cost and 

performance 

Not specified, 

focus on cost 

efficiency 

Balanced with 

cost-aware pre-

warming 

Proposed 

Work 

Moderate, utilizing 

AWS Forecast 

Reduced need, 

AWS Forecast 

handles it 

No, dynamic 
adjustment 

prevents 

wastage 

TABLE II. COMPARATIVE STUDY- 2 

Study/ 

Reference 
Techniques 

Cold Start 

Reduction 

Resource 

Utilization 
Scalability 

Proposed 
Study 

AWS 

Forecast 
(DeepAR+, 

Prophet) 

67% 

High, 

dynamic 

adjustments 

High 

Ref [5] 
Caching 

Techniques 
50-60% Variable Good 

Ref  [6] 
SAAF 
Framework 

Not 
specific 

High, 

predictive 

modeling 

High 

Ref [7] 
Pool-Based 

Approach 
60-66% 

Improved 
through pre-

warming 

High 

Ref [8] 
Function 

Fusion 
55-65% 

Enhanced by 
reducing 

cold starts 

Moderate to 

High 

Table II compares various studies and references on 
techniques for optimizing serverless computing, focusing on 
cold start reduction, resource utilization, implementation 
complexity, and scalability. The proposed study uses AWS 
Forecast (DeepAR+ and Prophet) to achieve a 67% reduction 
in cold starts, high resource utilization through dynamic 
adjustments, and moderate implementation complexity while 
offering high scalability. The research in [5] employs caching 
techniques; achieving a 50-60% reduction in cold starts with 
variable resource utilization, moderate complexity, and good 
scalability. The study in [6] utilizes the SAAF Framework, 
which does not specify cold start reduction but ensures high 
resource utilization through predictive modeling, though it 
comes with high implementation complexity and scalability. 
The research in [7] uses a pool-based approach to achieve a 60-
66% reduction in cold starts, with improved resource utilization 
through pre-warming, moderate complexity, and high 
scalability. Lastly, the study in [8] applies function fusion, 
reducing cold starts by 55–65% and enhancing resource 
utilization by minimizing cold starts, with high implementation 
complexity and moderate to high scalability. Each study offers 
a unique balance of benefits and challenges, with the proposed 
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study standing out for its effective cold start reduction and 
scalability. 

IX. CONCLUSION AND FUTURE WORK 

This study focused on Python-based programming 
workloads and examined the performance of the OpenWhisk 
Platform in comparison to existing serverless computing 
platforms in terms of system cost. The findings demonstrated 
that the OpenWhisk Platform outperformed existing cache cold 
start tactics, resulting in a reduction of overall system cost. To 
achieve these improvements, the study proposed the use of the 
AWS Forecast service with the DeepAR+, Prophet algorithms 
in combination with containerization. This approach allows for 
the prediction of demand for a specific function and the pre-
warming of a container, thereby reducing cold start-up time in 
serverless IoT applications. The retention of containers further 
enhances this technique by keeping the runtime environment 
warm and ready for subsequent invocations of the function. The 
application of the Prophet algorithm in container latency 
prediction offers potential benefits for optimizing resource 
allocation and workload management in containerized 
environments. By leveraging its time series forecasting 
capabilities, it becomes possible to anticipate and mitigate 
latency issues, thereby enhancing the overall system 
performance and user experience [12, 13]. Extending the 
solution to incorporate edge computing can be a promising 
direction. By deploying the deep learning model on edge 
devices or edge servers closer to the data source, latency can be 
reduced, and real-time processing can be achieved [14]. This 
can be especially beneficial for applications that require low-
latency responses or deal with large volumes of data. 
Facilitating the execution of the solution on other operating 
systems and supporting serverless functions in multiple 
programming languages can broaden its applicability and 
adoption. This can involve developing platform-specific 
implementations, providing comprehensive documentation and 
examples, and ensuring compatibility with popular serverless 
frameworks. However, our limitations are: The study is focused 
on Python-based workloads, which may not be generalized for 
use in other programming environments. Moreover, we have 
used Cloud Service Provider IoT Functions datasets rather than 
Industrial 4.0 IIoT device data. 
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Abstract—80% of least developed countries populations rely 

on traditional medicine (TM). West Africa is not left outdone. 

Multilingualism is very manifest. Additionally, TM practitioners 

(TMP) commonly desire to keep secret their knowledge. Illiteracy 

affects the vast majority of TMP in this region. Thus, exchanges 

between practitioners for knowledge and experience sharing are 

severely hindered by multilingualism, illiteracy and secretiveness. 

The reliability and relevance question of the data and knowledge 

gathered from these practitioners is therefore raised. 

Conventional data collection methods are not operational in this 

context. Hence, we designed an original collection data method 

that we called back-and-forth, to overcome these difficulties. Such 

method allows us to obtain stable and verbatim collection from the 

TMP. Both sequential and recursive, it is applied to data collection 

during visits carried out for 110 practitioners in West Africa, with 

two to four visits per practitioner. 79 practitioners were finally 

included in the study project. The others 31 either did not adhere 

to the project or provided unstable knowledge. 13 diseases and 12 

plants were collected, with the "plant cure disease" relations 

between them, as expressed by these 79 practitioners. Our second 

objective was to extend the domain ontology of west Africa TM, 

accurately ontoMEDTRAD, due to the emergence of three new 

concepts arising from the above. Face to climate change that may 

lead to some plants extinction, to update some old reference 

sources contents of TM, it has proved necessary to compare them 

with the opinions and knowledge collected from TMP. 

Keywords—Knowledge elicitation; collection data method; 

ontology; traditional medicine; West Africa; ontoMEDTRAD 

I. INTRODUCTION 

For their healthcare, 80% of the least developed countries 
populations, and particularly those in West Africa, rely on 
traditional medicine (TM) [1]. TM is complementary to 
conventional medicine (CM), and is often easier to access, 
cheaper, and culturally closer to these populations. TM 
commonly consists in the use of therapeutic plants with few 
chemical transformations [2], if any. However, most TM 
practitioners (TMP) have not followed any dedicated training 
[3]. The TM knowledge transmission mostly relies on oral 
communication. TMP have mean age, higher than life 
expectancy. Thus, they usually disappear with their TM 
knowledge [4]. At the same time, as modernization continues, 

some local languages are threatened with extinction [5, 6, 7, 8, 
9]. Consequently, in order to perpetuate TM knowledge [10, 11, 
36, 37, 38, 39], it is mandatory to write and formalize the 
knowledge from TMP using textbooks, training courses, or even 
decision support tools based on information and communication 
technologies (ICT). The first step toward this formalization is 
knowledge elicitation [34, 35], in verbatim format, i.e. raw 
written traces. 

However, many difficulties arise when collecting knowledge 
and data in the context of TM. That situation is described in three 
points: 1) multilingualism: there are more than 1000 spoken 
languages in West Africa [5, 6, 12]; 2) illiteracy: the vast 
majority of TMP do not both read and write in any of the three 
official languages (English, French and Portuguese) [12, 13]; 3) 
secretiveness: many TMP keep their knowledge secret and are 
not opened to share it with their colleagues [12, 13, 14]. 

Given all the above, conventional and regular data collection 
methods [16, 17] are not operational in such context. In this 
respect, the reliability of the data and knowledge collected 
depends highly on the reliability of the method. 

In this paper, we propose a specific method to collect 
knowledge and data in a context of multilingualism, illiteracy 
and secretiveness. The method is based on more than one 
interview (also said interview visit) for the same TMP. We thus 
called it "back and forth". 

In the course of our data collection using this method, the 
recruited TMP are gradually divided into included TMP and 
excluded TMP. Following the knowledge elicitation, we also 
enriched and extended our ontology of traditional medicine, 
ontoMEDTRAD, with three new concepts: Translator, TMP 
advising on references of TM source, and References of TM 
sources. 

The data collected in this work can also be of great interest 
from an ecological point of view. For example, one of the 
recommendations is that the most widely used TM plants should 
be protected as a priority against extinction and the dangers of 
climate change. 

For the following, we first describe the background context 
to this work. Then, we detail our method and the results from 
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statistical and ontological angles. Finally, we discuss our work 
and conclude. 

II. CONTEXT AND BACKGROUND 

Multilingualism constitutes a wealth of habits and customs 
[18, 19] in several regions of the least developed countries. In 
West Africa, there are about 1127 local languages, including 527 
in Nigeria alone [12, 18, 20]. These languages are rarely written. 
This constitutes a real language barrier in oral and written 
exchanges. English, French and Portuguese are the three non-
local, so-called official written languages used for intra- and 
inter-country communication. At the level of education and 
training, the primary, secondary and higher schools in these 
countries of the African Sub-region are based essentially on 
these official languages [24]. Despite advances in the current 
education level in each of these countries, the majority of expert 
TMPs are not literate [4, 18, 21, 22] in these official languages. 
In addition, naturally, we note the tacit character of this African 
TM [10, 23]. The schools of TM are almost non-existent. Their 
number is very low [10, 23]. Mutual sharing of knowledge and 
experience between TMPs is not usual. When some knowledge 
transfer takes place, it is done orally [10, 23]. Lineage, 
innateness, recognition and gratitude provide a solid foundation 
for the reasons for these transmissions [10, 23]. In this part of 
the world, TMP organizations remain more like social self-help 
associations and federations. They allow also TMP to dialogue 
and exchange with public structure (e.g: PNPMT) and non-
public one as non-government organization (NGO) (e.g : 
Prometra) [10]. Their purpose does not include professional 
exchanges based on knowledge and experience sharing specific 
to traditional medical art. This situation seems to continue over 
time. Furthermore, TM is a sensitive issue. The culture of 
secrecy is strongly shared by TMPs [12], both custodians and 
holders of rooted knowledge in the art of TM. 

In all this context, the collection of information, knowledge 
and data from these mostly illiterate TMP is more than 
problematic. We are therefore opting for information and 
communication technologies (ICTs), which are clearly among 
the most important tools for making the most of information and 
enriching knowledge. As part of our strategy, we have therefore 
built innovative technological tools such as the ontoMEDTRAD 
an ontology and the SysMEDTRAD decision support system [4, 
10] to sustain and preserve TM knowledge. The complexity of 
capturing african TM justifies the progressive, incremental and 
modular nature of the construction of these tools, a step in a 
major project to safeguard local, community, cultural and 
professional knowledge in West Africa [4]. 

In the light of all the above, the quality of our innovative 
tools depends to a large extent on the quality of the collected 
information, data and knowledge. This led us to establish a 
particular method of this collecting from the TMP. It is a method 
that allows us to have the verbatim data and knowledge of this 
TM. This method contrasts sharply with traditional and regular 
collection ones which cannot be operational, simply because of 
multilingualism, illiteracy and secretiveness. 

III. "BACK AND FORTH" METHOD 

The specificity of the back-and-forth method is the 
replication of similar interviews, in order to achieve stability of 

the data and knowledge collected from the TMPs. Indeed, 
several interviews (at least two and at most four) are conducted 
with a given TMP until the stability of the data and knowledge 
gathered is assured. Sequential and recursive, the method 
potentially reduces the semantic bias between on the one hand 
the knowledge and its interpretation, and on the other those ones 
of the reality perceived held by the TMP. It is also possible to 
make implicit knowledge, explicit thanks to the inference 
system, the reasoner, which is an essential feature in the design 
and especially in the use of an ontology [32]. 

The steps of our method are outlined by what follows. 

A. Recruitment of TMP and Translators 

In order to recruit TMPs, we propose the use of facilitating 
structures such as governmental TM promotion agencies (e.g: 
PNPMT, a public structure in Abidjan) and NGOs (e.g: 
PROMETRA in Dakar). These structures are able to provide 
lists of TMPs, with whom they work regularly and with whom 
contact is easy. We also suggest contacting TMP associations 
and federations. They can provide signed letters of introduction 
and investigation. These letters are an element that can simplify 
subsequent interviews, even if most TMPs cannot read. We 
suggest that the presidents of the associations and federations 
should be approached first, as they can read and know the 
importance of such letters. These public and private structures 
are also in contact with translators, who should be recruited to 
carry out the exchanges with the TMPs. The translators will be 
part of the interviewers together as the interviewers of the study. 
TMPs are mostly men. TMP women number is very low. 

In our elicitation technique used, the translator takes into 
account the general features of the TMP's habits and customs. 

B. Awareness-Raising Meeting 

We propose organizing an awareness-raising meeting with 
all the TMPs recruited for the study. At this meeting, the 
objectives of the study are presented, as well as the expected 
results for the TMP. The TMPs are given instructions, in 
particular to adopt a pedagogical attitude towards the 
investigators (interviewers). Indeed, TMPs are often afraid that 
researchers will just come and collect their knowledge without 
any direct benefit to them. In response term, an advantage for 
the TMPs selected and included in this research study is to give 
them access to the software tools for sharing the knowledge 
which will be produced (acquired). The principle of repeated 
interviews is also explained, pointing out that feedback on 
certain knowledge is essential in order to consolidate and 
stabilize it. 

C. Preparing for the Interviews 

The individual interviews and the paper questionnaire for 
data and knowledge collection should be prepared (see example 
of Fig. 5 of questionary forms in annexes). These questionnaires 
have to be filled in by the interviewers mostly time. 

D. Conducting the Interviews 

The interviews are conducted individually, with one TMP at 
a time. 

For some TMPs, it is useful to provide a modest or bloc, such 
as a drink, at the beginning or the end of the interview. During 
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the interview, we ask the TMP to list the five of health problems 
(diseases) that he treats most frequently. He/she must also list 
the medicinal resources (plant, mineral and animal) that he/she 
uses to cure each of these problems. In order to be able to 
identify the plants correctly, we ask them to show us the plants. 
These plants are compared with the assessments of botanists to 
verify or determine their scientific name. In this regard, we have 
recourse to monographs on West African medicinal plants [24, 
25, 26, 27, 28, 29, 30]. These cited monographs are not 
exhaustive. 

At the time of the interview, the TMP is asked general 
questions (e.g. surname, first name and speciality, his education 
level, number of patients per day, per month, per year, etc.), and 
questions relating to the health care practices provided and 
knowledge related to this care. We recommend not making 
audio or video recordings, as the TMP are reluctant to do so and 
may get angry if they are recorded. 

The same interview is repeated at least twice and at most four 
times with the same TMP, in order to ensure the stability of the 
knowledge collected. Repeating the interviews, approximately 
every three months, makes it possible to clarify the points that 
remain ambiguous, but also, from the second interview onwards, 
to compare the knowledge collected with that of the previous 
interviews to determine the stability of the knowledge 
expressed. It is then possible to present the TMP with his own 
contradictions and to evaluate the interviews as a whole 
(behaviour and explanations). At the end of each interview, the 
TMP is classified into one of the following three categories: 

"excluded TMP", "TMP to be revisited" and "included 
TMP". TMP cannot be classified as "included TMP" or "TMP 
to be revisited" at the first or the very last interview, 
respectively. We give some details on these three categories 
noted by (1), (2) and (3). 

1) Excluded TMP: These are TMPs excluded for one of the 

following reasons: 

a) -TMP's absence from the interview scheduled with his 

agreement; 

b) Lack of willingness to participate in the study, often 

resulting in digressions or even excessive rambling by the TMP 

himself (herself); 

c) Collected data and knowledge that are contradictory or 

not stable over the course of the meetings. 

Here is an example of an "unwilling" TMP. In a village in 
Senegal, an appointment was made with a traditional healer. The 
translator and I arrived in the healer's courtyard, where he 
usually works. First, we found his wife there. After the usual 
greetings, she asked us to wait for her husband who was in the 
house. Ten minutes later, the healer comes out and greets us 
from a distance. Without any further exchange, he went back to 
his house. As the wait was getting long, his wife went back to 
see him. She finally came out to tell us that her husband could 
no longer honor the appointment. Thus, we had left the place 
empty-handed. 

Here is a second example of the instability of the knowledge 
expressed by the TMP. At the first appointment, a TMP certified 
the use of the neem plant (Azadirachta indica) for the treatment 

of malaria (paludism). At the second meeting, he did not even 
mention malaria among the five diseases he treats most often. 

2) TMP to be revisited: This group of TMPs is committed 

to the project. The exchanges are going well. This decision is 

not applicable to the last interview, as the "TMP to be revisited" 

is an interim decision, and not a final one. 

3) Included TMP: The data collected are stable over the 

meetings. They are consistent with the contents of the books, 

and of good quality. In these data, knowledge and experience 

of TMP are often included after a few discussions with him. 

However, after the first interview, it is not possible to make 
a comparison due to the lack of previous collections. Therefore, 
the stability of knowledge cannot be assessed at all. The TMP 
cannot be included after only one interview. Therefore, there are 
at least two interviews for each TMP in order to make the 
decision on which TMP to include. Similarly, after the fourth 
and final interview, the TMP must necessarily be either included 
or excluded. If the knowledge is still not stabilized at this stage, 
we recommend excluding the TMP. Table I illustrates the 
different successive interviews (RDVi , for i from 1 to 4) and the 
possible decisions following an interview. The Included TMP 
(IT) are fully committed to the project. 

TABLE I.  TYPE OF DECISION TAKEN FOR A TMP BY STAGE OF THE 

INTERVIEWS CYCLE (FROM BEGINNING TO END) SPECIFIC TO THAT TMP 

N° of interview appointment 

with the same TMP 

Possible decisions at the interview 

issue 

RDV1 ET, TBR 

RDV2 IT, ET, TBR 

RDV3 IT, ET, TBR 

RDV4 IT, ET 
 

Legend: ET: Excluded TMP; IT: Included TMP; TBR: TMP 
to be revisited. Notice: three months is the estimated period 
between two interviews with the same TMP. 

It is not necessary for all TMPs to be at the same stage of 
interview. As far as the four appointments are concerned, there 
is a period of at least three months between two interview visits 
to the same TMP. 

It is only at the end of the campaign of data collection that 
we can draw accounting conclusions about the final number of 
included or excluded TMPs. The duration of our campaign of 
TMP data collection and knowledge acquisition was one year 
and a half. 

E. Techniques for Refining this Method Multiple 

Confrontations 

Our collections focus mainly on plants which constitute the 
largest proportion of all medicinal resources in TM of in west 
Africa. The plants collected are identified with the public 
structures and NGOs help. Local botanist teachers can also 
intervene for certain confirmations in addition to the 
confrontations with Internet sources and other sources such as 
books. They have a reference list of plants with their 
corresponding vernacular names in local languages and 
scientific names. 
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We also pursue these comparisons through the use of 
monographs on West African medicinal plants [14, 24, 25, 26, 
27, 28, 29, 30]. When scientific name of a plant used by a TMP 
is unknown, we approach a university botanist. For the same 
reason, we can solicit botanists from botanical gardens in 
conjunction with universities. We also use monographs [24, 26] 
supported by the advice of facilitating state structures (e.g: 
PNPMT). 

For this purpose, during our collection visits to the TMP, 
photographs of plant parts such as leaves are used to contribute 
to identify the plant scientific name. 

Some stabilized data and knowledge collected from included 
TMP are synthesized and compared with that found in recent 
books and other miscellaneous sources. For certain intermediate 
validations, this collection is essential for all the modeling stages 
(conceptualization, formalization, operationalization) involved 
in any ontology construction methodology (Neon, Diligent, 
OntoForInfoScience, …) [10, 37, 40]. However, the knowledge 
of the TM recorded in older reference sources (e.g. before 2000) 
may differ with the practices of current TMP. This can be 
explained by the extinction of certain plants or medicinal 
resources as a result of climate change, e.g. due to reduced 
rainfall, or by anthropic actions in relation to the overuse of 
traditional and medicinal resources (plant, mineral and animal). 

IV. RESULTS 

We recruited a total of 110 TMPs. 50 were Ivorian and 60 
were Senegalese. In Côte d'Ivoire, we relied on the National 
Program for the Promotion of Traditional Medicine (PNPMT). 
In Senegal, we received support from the University of Gaston 
Berger (UGB) in Saint-Louis and the NGO Prometra. 

In addition, some of the TMPs we visited led us to contact 
additional TMP. For example, after our interview with one 
TMP, this one led us to a more reputed other. The list of TMP, 
thus, grew over the course of the study to reach 110. 

We also recruited two translators, one in Côte d'Ivoire and 
one in Senegal, each translating several local languages. 

The awareness meetings in Côte d'Ivoire and Senegal were 
similar. The Ivorian TMP received a short training in anatomy, 
the content of which was provided by a medical doctor 
(physician). 

The duration of the interviews varied from one TMP to 
another. For the first meeting, it ranged from one to three hours, 
depending on the TMP's interest in the study. After this first 
appointment, subsequent interviews are of shorter duration, 
ranging from 25 minutes to 1 hour. On the other hand, for some 
TMPs, the final interviews tend to be of slightly longer duration 
as their interest grows over the course of these interviews. 
During these interviews, we were surprised by the wealth of 
knowledge collected. Some of the speeches distanced us from a 
cartesian and scientific approach. They deal with concepts 
relating to metaphysics or the supernatural (djinn or djinan 
means genius in form of water, fire, stone, mountain, wind, etc.). 

For example, one TMP told us that he could find any plant 
in the West African sub-region, no matter where it was growing. 
However, he didn't explain to us the technique he uses to quickly 

obtain a plant that only grows very far away. We put aside these 
speeches without really taking them into account. Many TMPs 
find it difficult to separate the physical and bodily dimension 
from the psychological and societal dimension of the disease. 
We have tried as much as possible to focus on the somatic 
(physical and bodily) dimension of human health and not on the 
holistic approach [10] that TM claims. This somatic dimension 
is currently more measured. The repeated interviews were not 
conducted in waves, but as the TMPs were recruited. The TMPs 
were therefore not all at the same stage at any given time. The 
Fig. 1 shows the inclusion and exclusion decisions made at the 
end of each of all forth interviews. Inclusion decisions are made 
at the end of each of the last three interviews. This means that 
such a decision can only be taken at the end of second interview, 
and immediately after the first interview phase (RDV1), no TMP 
was included. This is justified by the back-and-forth nature of 
our collection method. We need at least two interviews with the 
same TMP to make a comparison and assess the stability of the 
knowledge collected in order to decide. 

The very first "excluded TMP" were excluded because they 
did not keep their appointments or showed signs of total absence 
of adherence to the research project. On the margins of our 
interviews with the TMP, our curiosity led us to ask and have 
aside the opinion of patients who came to consult the TMP. They 
told us that they were satisfied with the TMP's health care. Some 
of the most open-minded TMPs have asked us for advice on how 
to help them certify the active ingredients in their products, or 
even on how to register patent. 

A. Statistics on Information and Knowledge Gained from 

Interviews 

Figures numbered from 1 to 3, illustrate this back-and-forth 
method. In Fig. 1, each bar of the diagram represents one of the 
four interview visits, denoted RDVn (n being an index going 
from 1 to 4). Interview RDVn is achieved after interview RDVn-
1, with n greater than 1. The height of the bars in Fig. 1 
represents the number of TMPs. At the end of the four interview 
phases, 31 TMPs (28%) were excluded and 79 TMPs (72%) 
were included. Table II shows these totals for TMPs admitted as 
ITs or as ETs, as well as the progressive trends from which they 
are calculated. 

The TMPs were asked to identify the five most frequent 
plants they use, and the five most frequent diseases they treat. 
After eliminating duplicates, 12 medicinal plant species in TM 
were observed in TMP prescriptions for health care treatment. 
From the same interviews, 13 diseases were identified as being 
cited by the TMPs. We found a high degree of overlap: the same 
plants are used or prescribed by most TMP, and most TMPs treat 
the same diseases. We noted that malaria is the most common 
disease treated by the TMPs. Tables III and IV list respectively 
the diseases and plants with the number of times they were 
mentioned by distinct TMP. 

As TM is not an exact science, there is not a 1-1 mapping 
between plants and diseases. Various TMPs may cite the same 
plants, but to treat different diseases, or may cite the same 
disease, but treat it with different plants. It is therefore important 
to quantify the number of TMP that cited each plant-disease 
association. For this purpose, Fig. 2 and Fig. 3 show diagrams 
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of the number of citations obtained from TMP resulting from 
Tables III and IV, respectively. 

Whether, it is a plant or a disease, the number of times it is 
cited is that of the TMPs having cited it. 

The Table V shows the exhaustive citations numbers 
between plants and diseases. For instance, one can see that 
Azadirachta indica A. Juss. (Neem) was cited 14 times for 
treating paludism, which suggests a high confidence. On the 
contrary, the same plant was cited only once for treating diarrhea 

and edema, which is associated with a much lower confidence. 
In all cases, we have the stability of the information obtained. 
From the data and knowledge collected, other outcomes as the 
emergence of three concepts to integrate in ontoMEDTRAD, 
arise. ontoMEDTRAD's construction method [10] based on the 
other three, namely Neon, Diligent and OntoforIinfoscience, 
justifies the point of transition between this first part and the 
second which follows.

TABLE II.  NUMBER OF DECISION TYPES TAKEN ON TMP BY THE STAGE OF THE INTERVIEWS CYCLE (FROM BEGINNING TO END) 

  N° of interviews visit to TMP 
Totals 

  RDV1 RDV2 RDV3 RDV4 

Number of decision types 

taken on TMP 

TMP to be revisited : TBR 94 68 52 0  

Included TMP : IT 0 19 11 49 79 

Excluded TMP : ET 16 7 5 3 31 

 
Fig. 1. Distribution diagram of TMP after each of the four interview meetings is linked to Table II. 

TABLE III.  NUMBER OF TMPS HAVING CITED A GIVEN HEALTH PROBLEM (SYMPTOM/SIGN/DISEASE) IN THEIR HEALTH CARE PLAN 

Scientific name of disease Abbrev Local popular name Number of TMPs having cited the disease 

Paludism Palu malaria 50 

hypertension HT high blood pressure, human nerve problem 47 

Fontanel Font opened fontanel 37 

Stomach ulcer Ulcer belly or stomach wound 36 

Common cold and flu Cold common cold 33 

Fever Fever hot warm body 33 

Diarrhea Diar bowel problem, running belly 31 

Rheumatism Rheum bone problem 30 

Dermatophytosis Derm rashes, itching and fungus 30 

Anemia Anem lack of blood 27 

Edema Edema inflammatory edema 18 

Diabetes Diab excess of sugar in blood 17 

Tooth Decay Tooth toothache 06 
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Fig. 2. A diagram for the number of TMPs having cited a given health problem (symptom/sign/disease) in their health care plan is linked to Table III. 

TABLE IV.  LIST OF PLANTS CITED BY TMPS, AND THE NUMBER OF CITATIONS 

Scientific name of TM plant Abbrev Local popular name Number of TMPs having cited the TM plant 

Azadirachta indica A. Juss. (Meliaceae) Neem Neem 51 

Coco nucifera L.(Arecaceae) Coco Coconut 44 

Citrus aurantifolia (Christm) Swingle (Rutaceae) Lemon Lemon, Lemon Tree 42 

Cymbopogon citratus (DC) Stapf (Poaceae) Cit Citronella 36 

Acacia nilotica (L.) Will (Mimosaceae) Red Red gum tree 33 

Carica papaye( L.) (Caricaceae) Pap Papaya 33 

Manihot eculenta Crantz(Euphorbiaceae) Cas Cassava 32 

Cambretum micranthum G. Don (Combretaceae) Kin Kinkeliba 30 

Moringa oleifera Lam (Moringaceae) Mor Moringa 30 

Senna occidentalis (L.)Link (Caesalpiniaceae) Cof Coffee break, negro coffee, coffee senna 29 

Hibiscus sabdariffa (L.) (Malvaceae) Bis Bissap 22 

Nephrolepis biserrata (Sw) schott (Nephrolepidaceae) Giant Giant sword ferm 13 

 

Fig. 3. Diagram for the number of TMPs having cited a given TM plant in their health care plan is linked to Table IV. 
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TABLE V.  EXHAUSTIVE RELATIONS BETWEEN PLANTS AND DISEASES DETAILED BY CITATIONS NUMBER 

  Plants   

  
 

Neem Coco Lemon Cit Red Pap Cas Kin Mor Cof Bis Giant 
#dis-tinct 

plants 

# citations 

totals  

D
is

ea
se

s 

Palu 14 2 4 3 3 5 3 4 3 1 5 3 12 50 

HT 6 4 4 2 8 7 5  5 2 4  10 47 

Font 4 7  4  8   3 6  5 7 37 

Ucler 3 4 4 5 5 1 5 2 6 1   10 36 

Cold 5 3 7  4 2 4 4  4   8 33 

Fever 7 4 2 3 4 1 3 1 4  4  10 33 

Diar 1 5 7 1 3 3 4 4 3    9 31 

Rheum 4 3 4 2 2 2 3 2  4 4  10 30 

Derm 3  4 4 3 2  3 4 5 2  9 30 

Anem 3 6 5 5    2  5  1 7 27 

Edema 1 2 1 1 1 1 5 4 1  1  10 18 

Diab  4  4    2 1 1 1 4 7 17 

Tooth    2  1  2   1  4 6 

 
#distinct 

diseases 
11 11 10 12 9 11 8 11 9 9 8 4   

 
#total 

citations 
51 44 42 36 33 33 32 30 30 29 22 13  

Total: 395 

citations 
 

B. Addition of New Concepts to the Ontology of Traditional 

Medicine, OntoMEDTRAD 

This second part, far from being opposed to the previous one, 
is a consequence of it. None of the ontology development 
methods has been adopted to date [10, 36, 38, 39, 40], but for 
now the emphasis is on the main objectives of sharing semantic 
of concepts and common standards (for axiomatization of 
concepts), co-construction and mutual understanding for a given 
community of actors (humans and computer machines). It 
should also be noted that the phases of requirements 
specification, conceptualization, formalization, implementation, 
maintenance and evolution are present in most of these methods. 

Of course, other consequences of our back-and-forth method 
concern three new concepts to integrate into our TM ontology, 
ontoMEDTRAD. These three new concepts are: "Translator", 
TMPAdvisingReferencesSMT and "ReferencesTMsource". 
Clearly, two of the terms in these concepts are mnemonics. In 
the following section, we describe the three concepts to show 
what they can be more semantically identified with. 

 Translator 

The importance of the role of the translator-interpreter is 
well established. When we have to conduct an interview with 
the TMP, the translator is indispensable. This translator is also 
essential when it comes to checking the content of books or the 
web or brochures..., whose publications are too old or undated. 
However, the translator may impact the knowledge collected 
and, in particular, a poor translator might ruin the entire process. 
Therefore, it is important to track the translator associated with 
the various pieces of knowledge collected. It would therefore be 
appropriate to specify the concept "Translator" in our ontology, 
ontoMEDTRAD. Translator will inherit from the Person class. 

 TMP advising on references of TM sources : 
TMPAdvisingReferencesSMT 

Many sources are old, dating back 20 or even 30 years. 
However, knowledge may have evolved and the plants available 
may no longer be the same, particularly as global warming may 
alter their geographic area range. It is therefore important to 
compare these sources with the opinions of current TMPs, in 
order to validate, correct or reject them. Some plants, notably the 
neem tree (Azadirachta indica), are harvested intensively. 
TMPAdvisingReferencesSMT is therefore the concept term 
chosen to canonize the TMPs that have carried a validation and 
confrontation opinion. This concept is subsumed by TMP, itself 
subsumed by Person. 

 References of TM sources : ReferencesTMsource 

Given their importance, the sources of knowledge and data 
derived from TM must be canonized. These sources include 
references from the web, books and scientific publications 
(thesis in botany, ethnobotany and bioscience) related to TM. It 
is precisely the contents of these sources that are concerned with 
the remedies and recipes used to treat a patient with a given 
disease. In the above, we have given some reasons for collecting 
TMP opinions on this TM knowledge obtained from these 
sources. This should be able to further reassure us about the 
medical virtues of these resources in human health. All these TM 
sources found on the web or contained in books or in documents 
(brochures, bioscience documents, thesis and scientific 
publications) and having object as TM recipes, remedies and 
medicinal resources are to be retained in our ontology. 
ReferencesTMsource is the concept term canonizing all these 
TM sources. It is subsumed by Thing, the universal class, as it 
does not yet have an explicit ontological existence class 
subsuming it in ontoMEDTRAD. 
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C. Onto MEDTRAD : Integration of Three Concepts: 

Translator, TMPAdvising References SMT and 

ReferencesTMsource 

Three concepts (classes), Translator, 
TMPAdvisingReferencesSMT and ReferencesTMsource have 
been integrated into ontoMEDTRAD, specifically in its 

ontoCONCEPT-Term module, which is entirely terminological, 
whereas its ontoICONE module is both terminological and 
iconic. For that, we have used Protégé tool in which ontoGraf is 
a plugin for visualizing ontologies (owl, owl/xml, rdf/xml, 
turtle, …). In Fig. 4, the use of Ci symbologies (with i from 1 to 
3) is only intended to highlight these three newly integrated 
concepts. 

 

Fig. 4. Three integrated concepts in ontoMEDTRAD : Translator (C1), TMPAdvisingReferencesSMT (C2) and ReferencesTMsource (C3). 

V. DISCUSSION 

In this paper, we proposed an original method for knowledge 
elicitation in a context of multilingualism, illiteracy and 
secretiveness. We applied this method to the elicitation of 
knowledge relative to TM in West Africa. 

 

The method used allows secrecy to be partially reduced. To 
do this, the knowledge, information and data gathered from the 
TMP during at least two successive visits are compared to 
establish their stability. In this way, information and knowledge 
that are not stable and consistent with the same questioning 
concerns are either questioned and rediscussed with the TMP, or 
rejected with the exclusion of that TMP. With the help of the 
translators who follow our method, multilingualism, illiteracy 
and secrecy are largely overcome. Our ultimate goal is to reduce 
the semantic gap between knowledge and information acquired 
through TMPs and reality. The second level of response for a 
sustainable solution to the three challenges is found in the 
ontology, ontoMEDTRAD, through its two aspects, one 
terminological and the other visual-iconic. At this level, the 
consensus inherent to ontolgy such ontoMEDTRAD, is 
necessary between experts PMT in the face of secrecy. Iconic 
language frees these PMTs from the linguistic barriers 
associated with proven multilingualism and illiteracy. 

In our defined collection approach, the translator may speak 
more than two local languages in addition to the official 
language. At the very least, the translator understands both the 
official language of the country where the TMP is working and 
this TMP’s local language. He is an important pillar of trust. 
However, he can also be the source of important semantic bias 
when translating the TMP knowledge. We note that the 
translator’s selection is facilitated by recognized structures (e.g. 
Prometra, a TM NGO in Senegal and PNPMT, a public TM 
program structure in Côte d'Ivoire). 

To avoid the TMP becoming aware of the repetitive nature 
of the interviews, two key elements can be taken into account 
the number of translators and the number of interview visits to 
the TMP. We recommend two translators who alternate between 
two visits with the same TMP. Indeed, after one interpreter's 
intervention, another follows for the next visit of interviews 
session for the same TMP. However, an additional burden of 
collection resources can be a drawback. Nor should the number 
of interpreters be inflated, to avoid semantic bias. It is therefore 
preferable to recruit people who are sufficiently multilingual to 
already achieve a certain degree of semantic uniformity in the 
collection. From this point of view, the duration parameter could 
be suitably adapted. It is also necessary to create a changing 
environment during the different visits for the TMP interviews 
and for the confrontation of TMP opinions with specific physical 
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or digital contents of TM already collected from books, 
documents, publications, thesis and websites. These contents are 
all aimed at the relevance of TM primary care offerings. They 
are therefore specific not only to diseases, recipes and remedies, 
but also to medicinal resources seen as the raw materials for 
these recipes and remedies. These resources include minerals, 
animals and plants, certain natural instruments such as the pestle 
and mortar, and other traditional means and protocol used by 
TMP. The order of the questions should not be static from one 
interview to the next, even if the targeted content stays the same. 
Groups of questions can be maintained so as not to distort the 
semantics targeted above all. It is also advisable to broaden the 
range of elicitation techniques. It is therefore of great interest to 
ensure the regularity, stability or convergence of the content of 
the TM knowledge and data collected or acquired despite the 
heterogeneity of the sources [14, 24, 25, 26, 27, 28, 29, 30], with 
considering the TMP as a pivot expert. The knowledge base 
obtained will have to undergo a continuous enrichment of 
consensual and stable knowledge around the expert TMPs. We 
have opted to leave the TMPs in their natural working states 
without any overwhelming influence. That's why we don't make 
them come to us, but we have decided to go to them through 
these collection visits. They have been trained to be attentive 
with a pedagogical attitude. 

For TMPs (ITs) who are more open to the research study, we 
could increase the number of collection channels in the sense of 
back-and-forth method, which is such an important part of our 
strategy. 

Furthermore, valuing TM also means engaging and 
convincing all levels of society, and populations in general to 
accept TM primary health care offerings without inferiority or 
superiority complexes, stigmatization or discrimination. Mutual 
acceptance between the world of TM and the one of 
conventional medicine (CM) [15] needs to be strengthened 
through their gradual integration of the former into the second 
[33]. 

It should be noted that it is not easy to define the critical 
threshold of the ontology's population to enter its effective 
exploitation phase. This work has also made it possible to obtain 
figures on the frequency of use of medicinal plants, and thus to 
determine which plants are most frequently used (frequently 
prescription plant). These results could also be invaluable in 
making the protection of these plants a priority in the current 
context of climate change and deforestation. 

The results obtained as shown in Table V, suggest a high 
heterogeneity in the use of plants by TMPs : Six plants were 
used, each, for treating 10 or more diseases, and no plant-disease 
association was cited by more than 15 TMPs (out of 79). This 
heterogeneity may be related to the lack of oral and secretive 
dimensions of TM. Future works may be needed in order to 
determine which plant-disease associations are significant, e.g. 
by fixing a minimum number of citations. 

This raises the question of strengthening the cultivable 
reproduction capacity of prescribed TM plants threatened with 
extinction for a variety of reasons (global warming, pests and 
parasites capable of attacking certain medicinal resources 
(plants and animals) [31]. It should also be noted that Table V is 

rich in significant interpretations, not all of which have been 
annotated. 

VI. CONCLUSION 

In TM of west Africa, multilingualism, illiteracy and secrecy 
are the basic obstacles to sharing and exchange collaboratively 
in this field of health. The traditional methods for gathering data 
and knowledge from TMP experts, mostly illiterate, are no 
longer appropriate. We have therefore proposed a specific and 
original method, "back and forth", for verbatim collecting 
knowledge and data. The backbone of the "back and forth" is 
based on the content stability of the interviews carried out during 
the TMP visits. It therefore involves the repetition of interviews. 
Increasing the semantics of data and knowledge in the 
technological tools under construction requires such a 
meticulous and careful collection method. It is a rigorous , 
sequenced and recursive method that makes it possible, at the 
end of stage 2, known as interview 2 or RDV 2, to take decision 
: continue with a third interview, exclude the TMP, or include 
the TMP. It is easy to see whether the data, knowledge and 
experience collected or acquired from a given TMP, become 
stable from this stage onwards. Enhancing the value of TM is 
about improving the environment of all the links in the chain 
around the TMP as a pivot from the detection of symptoms and 
diseases to the administration of primary health care on the 
patient. TMP is also at the heart of the collections source [14, 
24, 25, 26, 27, 28, 29, 30] on this TM until we can have 
ontoMEDTRAD operationally. 

With this method, the comparison of old reference TM 
sources (before 2000) with the opinions of the TMP has proved 
to be more than necessary in view of climate change, in order to 
update the data concerned (resources plant, animal, mineral, 
remedy, recipe, …). 

At the end of the application of this back-and-forth method, 
we have reliable data and knowledge that can constitute a stable 
core that will guarantee the future exploitation and evolution of 
the technological tools (ontoMEDTRAD, SysMEDTRAD). In 
addition, there is the emergence of three new concepts to be 
integrated into ontoMEDTRAD. As this detailed method has 
highlighted their crucial role, these concepts are: "translator", 
TMPAdvisingReferencesSMT and ReferencesTMsource. 

This work also made it possible to obtain, by means of 
figures and graphs, the frequency of use of medicinal plants 
(medicinal resources) in terms of prescription by TMP. So, it's 
clear which plants are the most widely used and the most 
virtuous. These results could be invaluable in ensuring the 
physical preservation of these plants as a priority, in the current 
context of climate change or disruption [31], deforestation or 
abuse of all kinds of uses of these plants. In the same vein, we 
need to raise awareness among the general public, including 
TMPs, of the importance of building and preserving botanical 
and wildlife gardens. 

This back-and-forth method is special because it goes out of 
conventional and classic methods of gathering data and 
knowledge. It makes our strategy, of which it is a part, 
inductively original. 
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This work augurs well for the architectural reinforcement not 
only of ontoMEDTRAD, but also of the intelligent applications 
(as SysMEDTRAD) that will use it. 

In perspective, all these awareness-raising activities carried 
out, which are costly and on our own funds, are still necessary 
on a larger scale. Thus, we recommend strengthening this 
strategy in Côte d'Ivoire and Senegal on the one hand, and then 
extending it to other countries in the sub-region for the final and 
definitive validation of our tools (ontoMEDTRAD and 
sysMEDTRAD) at the national and sub-regional levels in West 
Africa. 
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Abstract—Globally, lung cancer remains the leading cause of 

cancer-related deaths, with early detection significantly 

improving survival rates. Developing robust machine learning 

models for early detection necessitates access to high-quality, 

localized datasets. This project establishes the first lung cancer 

dataset in Tunisia, utilizing DICOM CT scans from 123 Tunisian 

patients. The dataset, annotated by experienced radiologists, 

includes diverse forms of lung cancer at various stages. Using 

transfer learning with pre-trained 3D ResNet models from 

Tencent’s MedicalNet, our tests showed the dataset 

outperformed previous models in specificity and sensitivity. This 

demonstrates its effectiveness in capturing the unique clinical 

characteristics of the Tunisian population and its potential to 

significantly enhance lung cancer diagnosis and detection. 

Keywords—Lung cancer; Tunisia; dataset; transfer learning; 

medical imaging; annotations 

I. INTRODUCTION 

The lungs are the main organs of respiration. They regulate 
breathing, ensuring that each and every cell in the body 
receives oxygen [1]. The human body’s specifically designed 
defense mechanisms shield the organs. However, they are 
unable to completely eliminate the risk of contracting specific 
lung diseases. Infections, inflammation, or even more serious 
conditions like the emergence of a malignant tumor can affect 
the lungs. One of the main causes of death in industrialized 
countries is lung cancer. Toxic surroundings, long-term 
inflammation, and smoking are only a few of the variables that 
frequently cause long-term harm. Phlegm is one of many 
strategies that the lungs use to clean their airways on their 
own. However, this is not enough for a smoker [2]. 

The latest advancements in imaging and sequencing 
technology have resulted in tremendous progress in the 
clinical investigation of lung cancer. However, the human 
mind’s ability to comprehend and utilize the collection of 
such enormous amounts of data is limited. Machine 
learning-based techniques enable the integration and analysis 
of these large and complex datasets, which have extensively 
described lung cancer through the application of diverse 
viewpoints from these acquired data [3]. 

Developing precise and trustworthy diagnostic tools, 
especially in the areas of cancer detection and medical 
imaging, requires a rich dataset. Researchers can train 
sophisticated machine and deep learning models that can 
effectively generalize to a wide range of populations by using 
comprehensive datasets that include a wide array of patient 

demographics, imaging modalities, and annotated examples. 
These datasets are essential for enhancing individualized 
treatment strategies, early diagnosis, and early detection of 
diseases like lung cancer [4]. 

Nevertheless, there is a dearth of such extensive medical 
records in Tunisia. The creation of specialized diagnostic 
instruments that can cater to the unique requirements and 
traits of the community is hampered by this scarcity. Due to 
variations in genetics, environment, and demography, 
diagnostic models trained on data from other locations could 
not perform as well in the absence of localized datasets. To 
close this gap and improve the precision and efficacy of lung 
cancer diagnosis and treatment in the area, high-quality, 
annotated medical datasets must be created and shared 
immediately in Tunisia. 

This study intends to overcome these shortcomings and 
offer a useful resource that can aid in the development of AI-
driven diagnostic tools customized for the Tunisian population 
by producing the first dataset from Tunisia for intelligent lung 
cancer detection. Such initiatives are necessary to ensure that 
medical technology improvements benefit all regions equally 
and to improve healthcare outcomes. 

We start this article with a definition of lung cancer where 
we present the lung anatomy and explain the origin of the 
disease, its types, and stages. Next, Section III describes lung 
cancer detection and diagnoses using imaging techniques. 
Moving on to Section IV, highlights the importance and 
impact of data in cancer detection, introducing the challenges 
we face in finding Tunisian datasets for regional analysis. 
Section V describes related work, positioning our research in 
the context of other studies and highlighting how our approach 
differs and contributes to the field. Then, the process of 
building our Tunisian lung cancer dataset is described. We go 
over how we found and collected the data, how the images 
were prepared and annotated, and the stringent quality control 
procedures put in place to guarantee data integrity. In Section 
VII, we present the model used to validate our created dataset, 
the results are then compared with literature models and 
discussed in Section VIII. Finally, the paper is concluded in 
Section IX. 

II. LUNG CANCER DEFINITION 

The lungs are two sponge-like organs inside the chest. 
Three lobes, or parts, make up the right lung. Two lobes make 
up the left lung. It is smaller on that body side because the 
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heart occupies more space there. When we inhale, air enters 
our nose or mouth and goes to our lungs via the trachea 
(windpipe). The trachea divides into bronchi, which enter the 
lungs and divide further into smaller bronchi. Bronchioles are 
tiny branches that divide from them. There at the tip of the 
bronchioles are small sacs of air known as alveoli. When we 
breathe air, the alveoli transport oxygen in the blood and 
expel carbon dioxide. Our lungs’ primary functions are to 
take in oxygen and expel carbon dioxide. Lung cancers 
typically develop in the cells that make up the bronchi and 
other parts of the lung, like the alveoli or the bronchioles. The 
pleura is a thin layer of membrane that surrounds the lungs. As 
the lungs expand and contract during breathing, the pleura 
shields them and aids in their sliding back and forth against 
the chest wall. A narrow, dome-shaped muscle known as the 
diaphragm, separates the chest from the belly beneath the 
lungs. As we breathe, the organ contracts and expands, 
propelling air into and out of the lungs [5]. Cancer arises when 
the body’s cells begin to proliferate uncontrolled. When it’s in 
the lungs, we talk about Lung Cancer. For both sexes, lung 
cancer is one of the most common cancer-related causes of 
death [6]. 

The most common indicator of this type of cancer is 
coughing, which needs to be treated carefully because most 
lung cancer patients also have chronic obstructive 
pulmonary disease, which can cause coughing on its own. 
More importantly, the cough’s characteristics change—
becoming more intense, persistent, and possibly accompanied 
by expectoration or bloody sputum. Lung cancer also 
manifests as expectoration, chest pain, shortness of breath, 
anorexia, fever, hemoptysis, and weight loss [7]. 

A pulmonary nodule, often known as an abnormal growth, 
forms in the lung. Respiratory problems and infections can 
lead to the development of nodules in the lungs. Most lung 
nodules are not indicative of lung cancer and do not require 
medical attention. On X-rays or scans, these growths could 
show up as a shadow or spot on the lung. One or more nodules 
may form in one lung or more in both [2]. 

A. Lung Cancer Types 

Two primary forms of lung cancer exist [10]: 

Non-small cell lung cancer (NSCLC): The most common 
type, approximately 80–85% of instances of lung cancer are 
caused by non-small cell lung cancer (NSCLC). 
Adenocarcinoma, Squamous cell carcinoma and Giant cell 
carcinoma are the three main types of non-small cell lung 
cancer. 

 The most prevalent subtype of NSCLC, 
Adenocarcinoma is typically present in the lung’s outer 
regions. It affects women and non-smokers more 
frequently. 

 Squamous Cell Carcinoma is frequently associated with 
smoking, typically begins in the middle of the lungs, 
close to a bronchus. 

 Large Cell Carcinoma is a rarer variety that can develop 
anywhere in the lung and has a rapid growth and 
dissemination rate. 

Small cell lung cancer (SCLC): It is less common and 
more aggressive than NSCLC, this type of lung cancer 
accounts for 10% to 15% of all cases of lung cancer. It’s also 
known as oat cell cancer at times. Compared to NSCLC, this 
type of lung cancer develops and spreads faster. In most 
patients, the cancer has already exited the lungs when they are 
diagnosed with SCLC. Because it spreads quickly, this cancer 
usually responds well to chemotherapy and radiation 
treatments. Unfortunately, most patients will experience 
recurrent cancer. SCLC is heavily associated with smoking 
and it has two main subtypes which are: 

 Small Cell Carcinoma: Sometimes referred to as Oat 
cell cancer, is the most aggressive type and frequently 
spreads to other body areas. 

 Combined Small Cell Carcinoma: It consists of both 
non-small cell and small cell cancer. 

B. Lung Cancer Stages 

Comprehending the distinct forms of lung cancer is 
imperative in order to comprehend the progression of each 
type through its varied phases. Depending on the severity of 
the disease, each kind of lung cancer—small cell lung cancer 
(SCLC) or non-small cell lung cancer (NSCLC)—follows a 
different course of development and dissemination and is 
divided into phases. 

1) NSCLC stages: NSCLC develops in a number of 

stages, each of which indicates how far the disease has spread. 

The tumors’ stage is determined by their size and whether or 

not they have spread to adjacent lymph nodes or other organs 

[9]: 

a) First stage: A 5 mm diameter tumor was discovered; 

it has not spread to any organs or lymph nodes. Usually, these 

tumors can be removed surgically. 

b) Second stage: The tumor has grown to neighboring 

lymph nodes and is no more than 7 mm across. As an 

alternative, there can be more than one distinct tumor nodule 

visible. These tumors can usually be surgically removed. 

c) Third stage: Any size tumor is possible, and it has 

spread to the lymph nodes. It might have also extended to 

nearby regions. It is possible for a single lung to have two or 

more tumors in separate lobes. At this point, it is not possible 

to remove the tumors. 

d) Fourth stage: Characterized by pleural effusion or 

metastasis (spread) to other body parts. Any size lung tumor 

has progressed to the fluid surrounding the lungs, lymph 

nodes, and other distant organs. 

Fig. 1 shows the different NSCLC stages explained. 
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Fig. 1. NSCLC stages [8]. 

Fig. 2 presents the two SCLC stages. 

2) SCLC stages: Because SCLC is aggressive in 

character, it splits into two primary stages [8]: 

a) Limited stage: One radiation field can be used to treat 

cancer that is limited to one side of the chest, including just 

one lung and adjacent lymph nodes. 

b) Extensive stage: The cancer has progressed to distant 

organs or other areas of the chest. Because SCLC progresses 

quickly, the majority of cases are diagnosed at this point. 

 
Fig. 2. SCLC stages [11]. 

Understanding the stage of your lung cancer is 
essential to determining course of therapy. Even though 
advanced-stage cancer might potentially prolong a person’s 
life, earlier-stage tumors are usually easier to treat. 

III. LUNG CANCER DIAGNOSIS AND IMAGING 

A general practitioner (GP) will talk about the patient’s 
overall health and symptoms in order to identify lung cancer. If 
the patient’s physical examination and history suggest that they 
may have lung cancer, more testing will be done. Imaging 
studies may be one of them. Imaging tests produce pictures 
of the internal organs. There are several reasons to undergo 
imaging tests, both before and after being diagnosed with lung 
cancer [12], such as: investigating suspicious or possibly 

malignant areas; estimating the extent to which cancer may 
have spread; evaluating the efficacy of the treatment; and 
looking for any signs that the disease might recur following 
treatment. 

When it comes to lung cancer detection, staging, and 
treatment, imaging is essential. Comprehensive information 
regarding lung tumors’ existence, size, location, and extent—
as well as their potential to spread to other body parts—can 
be obtained using a variety of imaging methods. Chest X-
rays, computed tomography (CT), positron emission 
tomography (PET), and magnetic resonance imaging (MRI) are 
the main imaging modalities used in lung cancer  [13]: 

When lung cancer is suspected, X-rays of the chest are 
frequently the first imaging tests carried out. Large tumors and 
notable anomalies may be seen, but smaller or less noticeable 
lesions may go unnoticed. The majority of lung cancers appear 
as a white-gray mass on X-rays like shown in Fig. 3. 

 

Fig. 3. Lung X-ray image [15]. 

More precise cross-sectional images of the lungs and other 
chest tissues are provided by CT scans, which aid in the 
detection of smaller tumors as well as the localization and 
size of malignancy. It is common practice to perform a CT 
scan after a chest X-ray. A CT scan uses X-rays and a 
computer to create detailed images of the inside of the body. It 
creates complex images of the body in cross-section. A CT 
scan gathers many images, as opposed to a typical X-ray, 
which only captures one or two. These images are then 
combined by a computer to create a slice of the body portion 
under study [14]. The Fig. 4 shows an example of a lung 
cancer CT scan. 

 
Fig. 4. Lung CT scan image [16]. 
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Usually, PET scans are performed to find metastases and 
evaluate the metabolic activity of lung cancer cells. A tiny 
quantity of radioactive glucose is injected using this 
approach, and because cancer cells have a greater metabolic 
rate than other cells, they absorb the glucose. In order to 
improve diagnostic precision, PET scans are frequently 
coupled with CT scans (PET/CT). The Fig. 5 shows an 
example of a lung cancer PET scan. 

 

Fig. 5. Lung PET image [17]. 

While less frequently used for lung cancer, MRI is 
especially helpful for analyzing tumors close to important 
blood vessels and determining whether cancer has progressed 
to the brain or spinal cord. Similar to CT scans, MRIs produce 
finely detailed images of the body’s soft tissues. However, 
MRI scans employ strong magnets and radio waves in place of 
X-rays. The most prevalent use for MRI scans includes the 
detection of possible brain or spinal cord metastases from lung 
cancer. 

Out of all the approaches outlined, the CT image technique 
is the most widely used since it may give a view without 
showing structures that overlap. It might be difficult for 
physicians to diagnose and interpret cancer. The use of CT 
imaging allows for the accurate diagnosis of lung cancer 
[14]. 

On imaging studies, lung cancer can appear as a single 
microscopically small nodule, ground-glass opacity, lung 
collapse, pleural effusion, numerous nodules, or multiple 
opacities. Simple and tiny lesions are extremely hard to locate. 
Due to their late diagnosis, lung cancer patients usually have 
a poor prognosis. Due to the unpredictability of imaging 
results, and histology, it is challenging for doctors to 
choose the best course of treatment for lung cancer [1]. 
Because so many images need to be analyzed, radiologists 
must rely largely on their years of expertise to spot anomalies. 
Even highly qualified individuals may overlook tiny 
indications of cancer. The process is made more difficult by 
the variety in tumor appearance, which includes variations in 
size, shape, and density. Tumors can be hidden by overlapping 
bodily structures, making it challenging to identify them. 
Furthermore, determining the difference between benign and 
malignant lesions necessitates meticulous examination, which 
is laborious and prone to human mistakes. Patient outcomes 
may be impacted by missed diagnoses or false positives due 
to human error and fatigue. 

These constraints can be overcome by machine learning 
models, especially deep learning algorithms. These algorithms 

are able to understand and identify complicated patterns 
linked to different types of malignancies because they have 
been trained on large databases of annotated medical images. 

Using these models contributes to early tumor diagnosis, 
which is essential for bettering patient outcomes. Large 
volumes of imaging data can be processed and analyzed 
swiftly by automated methods, which can deliver reliable 
results quickly. This improves overall diagnostic efficiency by 
relieving radiologists of some of their duty and freeing them up 
to concentrate on more complex patients. Additionally, as 
these models are exposed to additional data, they can get 
better over time, increasing their capacity to identify even the 
smallest and most subtle problems. Thus, the application of 
AI to medical imaging marks a substantial breakthrough in the 
early diagnosis and treatment of cancer, resulting in a quicker, 
more precise, and more easily accessible diagnostic 
procedure. 

IV. DATA IMPORTANCE 

The development and success of machine learning models, 
particularly in medical imaging and cancer diagnostics, 
depend heavily on rich and comprehensive datasets. The 
quality and comprehensiveness of the data directly affect the 
models’ performance, accuracy, and reliability. Extensive 
datasets with a wide range of patient demographics, imaging 
modalities, and detailed annotations are crucial for capturing 
the entire spectrum of disease presentations and variations. 

Machine learning models need to be trained on datasets 
that accurately represent the variety of real-world medical 
cases in order for them to identify and categorize cancers. This 
covers differences in imaging methods and instruments in 
addition to variances in tumor sizes, forms, locations, and 
stages. Rich datasets let the model understand intricate patterns 
and characteristics linked to various tumor forms, improving 
generalization and improving prediction accuracy across a 
range of patient populations. 

A large dataset helps reduce the possibility of overfitting, 
in which a model performs well on training data but poorly on 
new, unseen data; by exposing the model to an extensive 
variety of examples, it learns to generalize well, improving 
its robustness and accuracy. This is especially important in 
medical imaging, where variation in patient anatomy and 
imaging conditions can be significant. A high-performing 
model requires a large amount of data to be trained on. 

Reducing biases resulting from training models on 
small or homogeneous datasets is another benefit of having 
an extensive data set. The model’s capacity to discriminate 
between benign and malignant lesions is enhanced when it is 
trained on a dataset that encompasses a wide variety of cases. 
This is especially crucial for early detection, as tiny 
irregularities could be readily missed in the absence of an 
extensive collection of training data. 

Furthermore, thorough annotations from knowledgeable 
radiologists and oncologists improve learning by giving 
exact labels and classifications. The model uses these 
annotations as a vital source of information when it is 
being trained, which enables it to link particular imaging 
characteristics to related diagnostic categories. Extensive data 
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means that the model is exposed to a broad range of scenarios, 
increasing its robustness and ability to manage challenging 
cases in actual practice. 

A. Localized Data Importance 

Not only data is necessary for training machine learning 
models, but having a unique dataset for every location is also 
essential. Local data document the population’s distinct 
demographic, genetic, and environmental features, all of which 
have a substantial impact on how diseases like lung cancer 
manifest, develop, and react to therapy. Diagnostic 
techniques and treatment plans might not work as well without 
localized data because they are frequently created using data 
from other areas with distinct demographic characteristics. 

The access of such extensive medical databases is 
restricted in Tunisia for a number of reasons: 

 First, many healthcare organizations lack the 
infrastructure and resources necessary for the 
systematic gathering and processing of data. This 
includes a lack of financing for the staff and equipment 
required to compile and manage huge datasets. 

 Second, issues with privacy and regulations may make 
it difficult to integrate and share data throughout 
various medical facilities. The capacity to gather and 
exploit big, centralized datasets is frequently hampered 
by stringent data protection regulations and worries 
about patient confidentiality. 

 Third, incomplete or inconsistent datasets are frequently 
the result of a lack of qualified individuals who can 
appropriately annotate and curate medical images. 

 Fourth, different healthcare facilities lack uniform 
standards for data collection and interpretation. This 
discrepancy can result in inconsistent and fragmented 
data, which makes it challenging to assemble a coherent 
and extensive dataset. 

 Sixth, the low acceptance and knowledge of electronic 
health records (EHRs) in many healthcare settings is 
another difficulty. A considerable portion of patient 
data is still in unstructured or paper formats in the 
absence of widespread use of EHRs, making it difficult 
to access for in-depth analysis and model training. 

 Seventh, healthcare facilities sometimes face financial 
barriers that keep them from making the investments in 
the equipment and training needed for efficient data 
handling. 

 Eighth, a large number of healthcare practitioners may 
also give priority to short-term clinical demands over 
long- term data gathering initiatives, which adds to the 
dearth of thorough datasets. 

 On top of that, competitive tactics or a lack of 
incentives to exchange data might hinder collaboration 
between institutions, resulting in underutilized 
information silos. 

B. The Impact of Limited Data 

The creation and application of sophisticated diagnostic 
techniques in Tunisia are severely hampered by the 
absence of good datasets. Due to variations in demographics, 
genetics, and environmental factors, machine learning models 
trained on datasets from other regions would not function as 
well in the Tunisian setting without extensive local data. 
Poorer patient outcomes and less accurate diagnosis may 
result from this. Personalized medicine, which depends on 
comprehensive patient data to customize therapies to specific 
needs, is also constrained by the incapacity to use large 
amounts of data. 

Improving Tunisia’s healthcare will require addressing 
these data constraints. The creation and dissemination of 
superior annotated medical datasets would improve the 
precision and dependability of diagnostic models, resulting in 
improved identification and management of conditions like 
lung cancer. Tunisia can make sure that its healthcare 
system takes advantage of the advances in medical 
technology and offers its people equitable care by making 
investments in data infrastructure, hiring qualified staff, and 
creating frameworks for data sharing. 

V. RELATED WORK 

Localizing populations in medical datasets is crucial for 
ensuring that diagnostic models are accurate and applicable to 
specific demographic groups. Many existing machine learning 
models for medical diagnosis are trained on datasets with a 
broad demographic range, which may not capture the unique 
characteristics of specific populations, such as those in 
Tunisia. This lack of localization can limit the effectiveness of 
these models in particular clinical settings. For instance, while 
the Lung-PET-CT-Dx dataset is extensive, it predominantly 
includes data from diverse regions and may not reflect the 
specific clinical characteristics seen in the Tunisian 
population. 

Generalizing machine learning models across diverse 
populations is essential for robust performance. However, this 
generalization must be balanced with localization to ensure 
that models remain effective for specific demographic groups 
[33]. Localized datasets are tailored to capture the nuances of 
a particular population, leading to improved diagnostic 
accuracy within that group. Researchers stress the importance 
of creating more localized and representative datasets to 
address gaps in current research and ensure that models can 
accurately diagnose within specific populations [34]. 

A study titled "Optimizing double-layered convolutional 
neural networks for efficient lung cancer classification," 
published by BioMed Central, underscores the importance of 
localized datasets in training robust models. This research 
demonstrates that incorporating data from specific regions 
enhances a model’s ability to accurately diagnose within those 
populations, thereby improving diagnostic accuracy and 
reliability. The authors found that models trained on localized 
datasets perform better in real-world scenarios, emphasizing 
the need for datasets like ours that focus on the Tunisian 
population [34]. 
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Regarding Tunisian data, significant advancements have 
been made in understanding the epidemiological profile and 
risk factors specific to Tunisia. The study “Lung Cancer in 
Central Tunisia: Epidemiology and Clinicopathological 
Features” details the clinical and pathological characteristics 
of lung cancer cases in Central Tunisia over a 15-year period. 
It reveals that lung cancer is the most common cancer among 
Tunisian men, typically presenting at advanced stages, with 
squamous cell carcinoma being the most prevalent histological 
type in men and adenocarcinoma in women. These findings 
highlight the need for effective lung cancer control and 
prevention programs tailored to the Tunisian context [35]. 

The initial study is outdated, with its dataset created for a 
specific purpose that is now rather limited. Our new study, on 
the other hand, utilizes a more comprehensive and current 
dataset specifically designed for lung cancer detection, a 
crucial medical application. As a retrospective study covering 
the years 1993 to 2007, there may be biases from inaccurate or 
incomplete historical medical records. Additionally, the study 
does not consider several potential confounding variables that 
could affect lung cancer incidence and prognosis, such as 
genetic predispositions, environmental exposures, or 
socioeconomic factors. The outdated diagnostic equipment 
may not adequately capture the complexities of lung cancer 
progression and treatment response, making some findings 
less applicable to modern clinical practices. These limitations 
should be considered when interpreting the study's results and 
recommendations. 

Another valuable resource is the RECIST PFS/OS lung 
cancer dataset, available on Mendeley Data. This dataset 
includes annotated CT scan images of lung cancer cases. The 
Salah Azaiez Institute in Tunisia provided data for creating a 
dataset that includes, for each patient, age, sex, treatment, 
presence of mass and nodules, censoring information, 
objective response, and survival time in days, using CT scans 
and reports from radiologists at the institute [36]. The dataset 
primarily uses the RECIST criteria to evaluate tumor response 
to treatment, which, while standardized, may not fully account 
for all the subtleties of tumor biology and patient outcomes. 
Additionally, as a retrospective and observational dataset, it 
may suffer from biases such as selection bias and information 
bias. Lastly, although it includes key variables such as sex, 
age, type of therapy, and survival times, it may lack other 
significant factors like genetic data, detailed treatment plans, 
and environmental exposures. 

These datasets are limited by their lack of diversity and 
clinical settings that may not fully represent the unique 
characteristics of lung cancer in Tunisia. 

Our study addresses this gap by creating the first Tunisian 
lung cancer dataset, which includes DICOM CT scans from 
123 Tunisian individuals, annotated by experienced 
radiologists to cover various types of lung cancer at different 
stages. This comprehensive dataset ensures a more accurate 
representation of the Tunisian demographic, making it better 
suited for developing localized diagnostic tools. The aim of 
our dataset is to provide the necessary data to detect lung 
cancer accurately. 

VI. TUNISIAN LUNG CANCER DATASET 

In order to meet the urgent demand for localized medical 
datasets in Tunisia, we sought the advice of experts at the 
esteemed ”Military Hospital of Instruction of Tunis (HMPIT)” 
[31], an institution renowned for its competence in medical 
care and research. It is one of Africa’s biggest and most 
prominent university hospitals. The Tunisian Ministry of 
National Defense is in charge of this medical center. The 
partnership with Military Hospital of Instruction of Tunis 
(HMPIT) played a pivotal role in procuring the superior CT 
scans required for our project. 

We obtained DICOM-formatted CT scans from 123 
individuals, where 80% or 98 persons have lung cancer and 
are treated at this hospital. For the purpose of compiling an 
extensive and representative dataset of lung cancer cases 
unique to the Tunisian population, these scans were essential. 
Because of the medical experts, the dataset was made more 
robust and applicable by included a variety of patients that 
represented different stages and forms of lung cancer. 

Along with the radiologists and oncologists involved, the 
annotation process was carried out to guarantee the dataset’s 
quality and dependability. Their knowledge was extremely 
helpful in precisely identifying and dividing up the lung 
nodules and other pertinent elements in the CT scans. This 
cooperative method helped the concerned teams create 
capacity and transmit expertise, in addition to improving the 
quality of the annotations. 

The DICOM format CT scans of 98 lung cancer patients, 
encompassing adenocarcinoma, squamous cell carcinoma, and 
small cell lung cancer in all stages, are included in the 
collection from the Military Hospital of Instruction of Tunis 
(HMPIT) along with the CT scans of the other 25 healthy 
indivduals representing 20% of the dataset. Nodule counts, 
sizes, types, features, follow- up status, tumor volume, 
density, growth rates, involvement of lymph nodes, and 
documentation of metastases are all included in the 
annotations. The scans provide high-resolution images with an 
average of 350 slices per scan, and they are obtained 
utilizing advanced imaging modalities including Siemens 
SOMATOM Perspective and GE Healthcare Lightspeed VCT. 
Included are demographics, clinical data on symptoms, past 
medical histories, and results. 

A. Scanners Used 

Modern CT scanners commonly found in hospitals 
through- out Tunisia—the Siemens SOMATOM Perspective 
and the GE Healthcare Lightspeed VCT—were used to 
carefully generate the lung cancer dataset images. Our dataset 
contains high-quality and consistent data because these 
scanners were selected due to their extensive use in clinical 
settings, advanced imaging capabilities, and dependability. 

1) Siemens SOMATOM perspective: The Siemens SO- 

MATOM Perspective is well known for its remarkable image 

quality and low radiation dosage, which makes it perfect for 

the in-depth imaging needed to diagnose lung cancer. With the 

use of cutting- edge technology like iterative reconstruction, 

this scanner greatly improves image clarity while lowering the 
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patient’s radiation dose. By reducing distortions brought on by 

metal implants, the metal artifact reduction feature helps to 

improve diagnostic precision. Moreover, the scanner offers 

adaptability in identifying a variety of illnesses and supports a 

broad range of clinical applications. 

However, like presented in Table I, the scanner does, have 
certain drawbacks, including high operating costs because of 
maintenance and operating costs, the requirement for thorough 
training for best use, potential problems with image quality 
because of patient movement (motion artifacts), and the lack 
of advanced features in older models. 

TABLE I.  SIEMENS SOMATOM PERSPECTIVE STRENGTHS AND 

WEAKNESSES 

Siemens SOMATOM Perspective 

Strengths Weaknesses 

High image quality High operational costs 

Low radiation dose Complex operation 

Iterative reconstruction Susceptibility to movement artifacts 

Metal artifact reduction 
Limited advanced features in older 

models 

Versatile clinical applications  

2) GE Healthcare Lightspeed VCT: Another high- 

performance scanner with a reputation for quick and high- 

resolution imaging is the GE Healthcare Lightspeed VCT. It 

has cutting-edge technology like low-dose imaging protocols 

and the Volume Imaging Protocol (VIP), which guarantee 

thorough lung scans with little radiation exposure. Because of 

its quick picture acquisition capabilities, this scanner is perfect 

for use in high-throughput clinical settings and emergency 

situations where time is of the essence. Its advantages include 

quick image acquisition, improved workflow efficiency, 

detailed images appropriate for in-depth analysis, low-dose 

protocols that minimize radiation exposure while preserving 

image quality, and quick and easy image acquisition in hectic 

clinical settings. 

Its shortcomings include the necessity for frequent 
calibration to preserve picture accuracy, the high cost of 
maintenance and consumables, the vulnerability to artifacts 
caused by patient movement, and the limited availability of 
specialized imaging modes in certain configurations. Table II 
summarizes the GE Healthcare Lightspeed VCT Strengths and 
Weaknesses. 

TABLE II.  GE HEALTHCARE LIGHTSPEED VCT STRENGTHS AND 

WEAKNESSES 

GE Healthcare Light speed VCT 

Strengths Weaknesses 

Rapid image acquisition High operational costs 

High-resolution imaging Susceptibility to movement artifacts 

Low-dose protocols Requires frequent calibration 

Efficient workflow Limited specialized imaging modes 

To guarantee data integrity, quality and patient 
confidentiality, the generated images were safely stored in 

DICOM format on encrypted external drives. The external 
drives were kept in a safe, climate-controlled environment, 
and frequent backups were made to guard against data loss. 
Extensive metadata was recorded to make retrieval and 
analysis simple. 

B. DICOM Format CT Scans 

The images in the collection are kept in the DICOM 
(Digital Imaging and Communications in Medicine) format, 
which is a commonly utilized format for organizing, 
transferring, and storing data related to medical imaging. 
DICOM is made to make sure that systems that create, show, 
transmit, store, query, process, retrieve, print, and manage 
medical pictures can communicate with one another. The 
DICOM format was selected primarily because it can maintain 
excellent picture quality without adding compression artifacts, 
which is essential for preserving the images’ diagnostic 
integrity. 

In addition to the image data, DICOM files include an 
abundance of metadata, such as patient demographics, scan 
parameters, imaging modality specifics, and facts on the 
hospital and its equipment. This metadata is immediately 
included into the DICOM file, offering a thorough record that 
is necessary for precise diagnosis, study repeatability, and 
other purposes. For instance, for comparison research and to 
ensure uniformity between scans, scan characteristics 
including slice thickness, resolution, and radiation dose are 
essential. 

Furthermore, DICOM is a flexible option for multi-
modality imaging investigations since it supports a broad 
variety of imaging modalities, such as CT, MRI, ultrasound, 
and X-ray. Sensitive information is safeguarded since the 
format complies with global standards for patient privacy and 
medical data security. 

By using the DICOM format, the dataset can be used in a 
variety of clinical and research settings because it is 
compatible with a wide range of medical imaging applications 
and systems. In order to provide easy access and analysis by 
medical professionals, this compatibility is especially crucial 
for integration with Picture Archiving and Communication 
Systems (PACS), which are utilized in clinics and hospitals. 
Furthermore, DICOM’s ability to handle sophisticated 
imaging capabilities including 3D reconstructions and multi-
frame functionality increases its usefulness for in-depth 
research of lung cancer. 

CT scans are especially useful in the detection of lung 
cancer because they provide high-resolution images that can 
detect tumors and small nodules that might not be visible 
with other imaging modalities. Additionally, CT imaging 
offers excellent contrast between different types of tissue, 
which is crucial for precisely identifying and characterizing 
lung nodules, as well as determining their size, composition, 
and size. 

CT scans provide 3D reconstruction of the lung structure, 
offering a thorough perspective that facilitates accurate tumor 
location and evaluation in relation to adjacent tissues. 
Planning surgical procedures, directing biopsies, and tracking 
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the efficacy of treatments over time are all made possible by 
this capacity. 

By choosing CT scans in DICOM format, we ensure that 
the dataset meets the highest standards of image quality, data 

integrity, and interoperability, making it a robust and 
valuable resource for ongoing and future research in lung 
cancer diagnosis and treatment. Detailed information about 
the dataset is provided in the Table III. 

TABLE III.  DATASET DETAILS FROM MILITARY HOSPITAL OF INSTRUCTION OF TUNIS (HMPIT) 

 
 

Attribute Details 

Number of Patients 123 (including both healthy and sick patients) 

Health Status • Healthy Patients: 25 
• Sick Patients: 98 

Format DICOM 

Types of Lung Cancer 
• Adenocarcinoma: 45 patients 
• Squamous Cell Carcinoma: 33 patients 
• Small Cell Lung Cancer: 20 patients 

Stages 
• Stage I: 34 patients 
• Stage II: 26 patients 
• Stage III: 28 patients 
• Stage IV: 10 patients 

Annotations 

• Number of nodules: Detailed count per patient 
• Size of nodules: Measurements in millimeters 
• Nodule type: Solid, part-solid, or ground-glass 
• Nodule characteristics: Margin, shape, and calcification status 
• Follow-up status: Monitoring of nodule changes over time 
• Tumor volume and density 
• Tumor growth rate (if multiple scans available) 
• Identification and annotation of affected lymph nodes 
• Documentation of any metastasis to other parts of the body visible in scans 

Imaging Modalities and Scanners 
• GE Healthcare LightSpeed VCT: High-speed imaging capabilities and good spatial 

resolution 
• Siemens SOMATOM Perspective CT Scanner: Precise imaging and dose efficiency 

Technical Details 

• Resolution: Typically 512 x 512 pixels 
• Slice Thickness: 1-5 mm, ensuring consistency and quality 
• Number of Slices per Scan: Average of 300 slices per CT scan 
• Scan Duration: Approximately 5-15 minutes per scan 
• Imaging Dates: January 2020 - April 2024 
• Scanner Settings: Voltage (120 kVp), Current (200-400 mA), Exposure Time (0.5-1 

seconds per slice) 

Demographics 

• Age: Range from 20 to 80 years, with an average age of 60 
• Gender: 73 males, 50 females 
• Relevant Medical History: Includes smoking history (80% of patients), family 

history of lung cancer (30% of patients) 

Clinical Data 

• Symptoms: 

○ Cough: 84 patients 
○ Chest pain: 53 patients 
○ Shortness of breath: 76 patients 

• Treatment History: 

○ Surgery: 42 patients 
○ Chemotherapy: 69 patients 
○ Radiation therapy: 50 patients 

• Outcomes: 

○ Survival rate 
○ Recurrence 
○ Cancer-free 

• Additional Annotations: 

○ Histopathological findings 
○ Genetic mutations (e.g., EGFR, ALK) 
○ Biomarker levels (e.g., PD-L1 expression) 
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C. Data Quality 

The lung cancer dataset was created with the highest 
priority on ensuring high data quality. Advanced imaging 
technologies such as Siemens SOMATOM Perspective and GE 
Healthcare LightSpeed VCT CT Scanners were used to obtain 
all CT scans. This ensured that all images were high-
resolution, with a typical resolution of 512 x 512 pixels and 
consistent slice thicknesses ranging from 1 to 5 mm. In order 
to protect the quality and integrity of the images and prevent 
compression artifacts, they were stored in DICOM format. 

Qualified radiologists painstakingly analyzed the images, 
recording in-depth information regarding every nodule, 
such as numbers, millimeter diameters, kinds (solid, part-
solid, or ground- glass), and features including margin, shape, 
and calcification status. The volume, density, and growth rates 
of the tumor were annotated, as well as the lymph nodes that 
were afflicted and any obvious metastases. These thorough 
annotations were saved as structured CSV files, which offer a 
common format for simple analysis and integration with 
different data processing applications. 

A thorough validation procedure was put in place to 
guarantee the highest level of accuracy. Peer evaluations of 
the annotations, several cross-checks, and consistency checks 
against accepted medical norms were all part of this 
process. To make sure that data management procedures 
were being followed, the dataset also went through routine 
audits and quality reviews. To stop data deterioration, the 
external disks holding the data were encrypted, often backed 
up, and kept in a safe, climate-controlled location. 

The dataset is an important and dependable resource for 
research and development in lung cancer diagnosis and 
therapy because of the exact, well-documented annotations 
and high-quality photos. Table III contains comprehensive 
details about the dataset. 

D. Data Preparation 

Making ensuring the raw data is appropriately structured, 
cleaned, and arranged is the goal of data preparation so 
that it may be used for additional processing and analysis. 
There were several important steps in this phase. To enable 
uniform analysis, all CT scans were first standardized to a 
uniform resolution and slice thickness, usually between 1 
and 5 mm. The maintenance of uniformity across images 
acquired from various scanners, such as the Siemens 
SOMATOM Perspective and the GE Healthcare Lightspeed 
VCT, required this standardization. The quality of the 
scans was then improved by applying image noise reduction 
techniques, which included algorithms to filter out aberrations 
and improve the visibility of minute features. 

After that, radiologists performed a preliminary 
examination of the scans to find and fix any irregularities, like 
motion artifacts or partial images. This quality check made 
sure that the dataset contained only the best images. Critical 
data, including patient demographics, scan parameters, and 
gear characteristics, were included in the metadata and 
carefully checked for accuracy. 

1) Data cleaning: Data cleaning in the data preparation 

stage of our Tunisian lung cancer dataset entailed finding and 

fixing mistakes or inconsistencies in the DICOM images. 

Before processing the dataset further, this involved correcting 

missing values, standardizing data formats, and eliminating 

duplicate records in order to guarantee its integrity and 

quality. 

2) CT imaging parameters: There are 123 subjects’ worth 

of CT images in DICOM format available. Since this is a ret- 

respectively gathered dataset, various subjects were scanned 

with different scanners, protocols, and parameters: slice 

thickness of 1-4 mm (median: 3 mm) and an X-ray tube 

current of 200-400 mA (mean 250 mA) at 100-140 kVp (mean 

120 kVp). Specific scanning parameters, such as the make and 

model of the scanner, are specified in the DICOM headers. 

The subjects were scanned while supine, and the scans were 

obtained from the apex of the lung to the adrenal gland in a 

single breath-hold. 

3) Image segmentation: Further, a segmentation 

procedure was applied to each scan, defining the lung regions 

in order to isolate the key areas of the image and concentrate 

on the area of interest. For it to enable accurate annotations 

and lessen computing load during analysis, this step was 

crucial. As part of the preparation stage, imaging protocols 

were standardized to reduce variability brought about by 

various scanning configurations and methods. 

E. Image Annotations 

The process of locating and labeling pulmonary nodules 
in CT scans and other medical imaging studies is known as 
”nodule annotation.” Medical professionals must conduct a 
thorough examination of 3D volumetric data in order to 
identify, quantify, and categorize nodules that might be signs 
of lung cancer. The purpose of nodule annotation is to produce 
an accurate and thorough dataset that can be utilized to train 
machine learning models for dependable and accurate lung 
nodule detection. 

The first step in annotating our our Tunisian lung cancer 
dataset CT scans, is selecting the right annotation software. 
We employed software such as 3D Slicer and ITK-SNAP, 
which are well acclaimed in the medical imaging field for their 
feature-rich and intuitive interfaces. For the purpose of 
designating pulmonary nodules, these technologies are perfect 
because they enable the thorough inspection and annotation of 
3D volumetric data. 

 3D Slicer is an open-source software platform that can 
handle a wide range of imaging formats and is highly 
adaptable for medical image informatics, image 
processing, and three-dimensional visualization. Users 
can load DICOM images, and it offers strong 
visualization tools for precisely locating and labeling 
nodules [20]. 

 Another well-liked software with a focus on 3D medical 
image segmentation is ITK-SNAP. Experts can more 
easily annotate nodules with precision thanks to its 
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semi-automated segmentation capabilities and user-
friendly manual segmentation features [21]. 

Second step, the CT scans for our Tunisian dataset were 
imported into the selected tools which were set up to show the 
pictures in a way that makes it simple to identify nodules. This 
setup comprised: 

 Changing the Window and Level Settings: To bring the 
nodules out against the background lung tissue, adjust 
the brightness and contrast. 

 Multi-Planar Reconstructions (MPR) are made possible: 
permitting views in the axial, sagittal, and coronal 
planes to give a thorough understanding of the nodule’s 
structure. 

 Effective Navigation: Guaranteeing that images are 
easily panned, zoomed in on, and navigated so that 
specialists can examine them in-depth. 

After that, each scan was examined by radiologists and 
oncologists from hospitals in Tunisia to look for lung 
nodules. Being able to differentiate nodules from other 
anatomical features and possible artifacts needed a high level 
of knowledge. In order to obtain a thorough grasp of the 
nodule’s properties, we collaborated with the specialists and 
made use of the tools’ features to zoom in on areas of 
interest, change the contrast of the image, and switch between 
different views. 

The following was a part of the annotation process: 

 Exact Position: The nodule’s x, y, and z coordinates 
were noted. Mapping the nodule’s location in the lung’s 
three-dimensional space requires these coordinates. 

 The size measurement: A measurement of the nodule’s 
diameter was made. This measurement aids in the 
classification of the nodule and determines whether it is 
potentially cancerous. 

 Classification: Based on its features, each nodule was 
categorized. Nodules were often categorized as 
malignant or benign (0). 

 Existence of Nodules: In order to clearly distinguish 
between scans with and without nodules, this was 
additionally noted if there were none. 

 Disease Stage: Each patient’s disease stage was 
recorded, which added further context for the severity 
and course of the sickness. 

More annotations are found in the dataset descriptive 
Table I. 

For convenience of access and integration with machine 
learning techniques, the annotated data was stored as a CSV 
file. The CSV file contained multiple distinct columns, each of 
which represented a single nodule. Table IV lists and 
describes some annotations in our CSV file. 

Several experts examined the annotations to guarantee 
their uniformity and accuracy. After disagreements between 
reviewers were reviewed and settled, the final annotations 

underwent validation and quality control to make sure they 
adhered to the required accuracy requirements. In order to 
confirm the validity and suitability of the Tunisian lung 
cancer dataset for machine learning model training, this step 
was essential. 

TABLE IV.  ANNOTATION CSV FILE COLUMNS 

Column Description 

patient id A distinct identitfier for each patient. 

series id 
A unique and distinct identifier for the collection of 
images of each patient. 

coordX, coordY, 
coordZ 

The nodule coordinates within the lungs. 

diameter mm The nodule diameter in millimeters. 

class 
The nodule classification (0 for benign, 1 for 
malignant). 

nodule present 
A boolean representing whether nodules are present 
(1) or absent (0). 

stage 
The cancer stage (Stage I, Stage II, Stage III, 
Stage IV). 

F. Data Compliance and Standards 

One of the main tenets for establishing the lung cancer 
dataset was adhering to legal and ethical guidelines. The 
relevant institutional review board granted ethical approval to 
the project prior to data collection, guaranteeing that the study 
complied with all relevant ethical standards. Every patient 
gave their informed consent, ensuring that they understood 
exactly how their information would be used, maintained, and 
safeguarded. 

In accordance with the Tunisian National Instance for the 
Protection of Personal Data (INPDP) [18], the dataset was 
painstakingly de-identified to remove any personal identifiers. 
The integrity and usability of the data were preserved while 
patient privacy was protected thanks to this de-identification 
procedure. 

1) De-Identification of imaging DICOM data: Before 

being analyzed at the Military Hospital of Instruction of Tunis 

(HMPIT), all imaging data were de-identified. Using XNAT 

(eXtensible Neuroimaging Archive Toolkit), we were able to 

de-identify the imaging data. With the help of XNAT, medical 

imaging data can be securely managed and made anonymous, 

guaranteeing that DICOM objects no longer contain protected 

health information (PHI). 

Every personal identification was eliminated from the 
dataset in order to preserve patient confidentiality. By de-
identifying the data, privacy laws were satisfied with by the 
dataset. To further improve the dataset’s resilience, several 
versions of the preexisting photos were produced using data 
augmentation techniques. To give context and make it easier 
for other researchers to use the dataset, thorough 
documentation about its creation, properties, and annotations 
was produced. 

We used again XNAT to execute a second round of de- 
identification before releasing the data for research, ensuring 
that all identifying information had been completely removed. 
With options like Clean Pixel Data, Clean Descriptors, Retain 
Longitudinal with Modified Dates, Retain Patient 
Characteristics, Retain Device Identity, and Retain Safe 
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Private Options, this de- identification procedure conforms to 
international requirements for medical data privacy. 

2) Data encryption: The DICOM standard, which offers a 

framework for the interchange and storage of medical 

images and related data, is one of the worldwide standards for 

medical imaging that the dataset was created to comply 

with. The broad use and integration of medical imaging 

devices and software is facilitated by compliance with 

DICOM standards, which guarantees interoperability. 

The dataset was also stored using encryption and frequent 
backups, which followed the best practices for data security 
and integrity. We made sure that the dataset respects patient 
rights and privacy in addition to meeting high-quality 
benchmarks by closely adhering to these ethical and 
regulatory norms. This makes it a dependable and morally 
sound resource for lung cancer research. 

To preserve data quality, the external disks were kept in a 
safe, climate-controlled environment. Extensive metadata 
documentation made it simple to retrieve and analyze the 
dataset, which made it a strong and useful tool for studying 
lung cancer. 

VII. TUNISIAN LUNG CANCER DATASET MODEL SELECTION 

To make certain our lung cancer dataset is high-quality 
and useful for training cutting-edge machine learning 
models, it must be tested. Extensive tests enable us to assess 
the dataset’s robustness and detect any potential biases or 
restrictions that can impair model performance. We can learn 
a great deal about the dataset’s suitability for lung nodule 
identification and diagnosis by carefully evaluating it. Our 
dataset’s value in practical applications is demonstrated by 
benchmarking it against well-established models, which also 
reveals its potential to increase diagnostic accuracy. The 
results of these studies will serve as a strong basis for 
upcoming investigations, propelling the creation of more 
accurate and effective medical imaging instruments. 

A. Comparative Analysis of Model Architectures 

In this section, we compare and contrast a number of 
renowned model architectures from the field of medical 
imaging, including CNN, U-Net, VGG, and ResNet. These 
models were selected for comparison because they are 
widely used and have a track record of success in a variety of 
image processing applications, including medical imaging. It 
is crucial to comprehend these models’ performance and 
applicability for lung nodule identification in order to choose 
the best architecture for our dataset. We hope to determine the 
advantages and disadvantages of each model through this 
comparison, giving a convincing explanation for our selection. 
This comparison analysis aids in our decision-making process 
for choosing the most suitable model for our application by 
offering a thorough grasp of how various architectures 
function in the context of lung nodule identification. 

Table V shows the different architecture and various use 
cases of each model mentioned. 

Table VI lists the multiple advantages and also 
disadvantages of each model. 

TABLE V.  MODELS ARCHITECTURE AND USE CASES 

Model Architecture Use Case 

CNN [25] 

sequence of convolutional layers, 
pooling layers, and fully connected 
layers in order of succession 

General image 
classification 

U-Net [26] 
symmetric layer encoder-decoder 
design with skip connections 

Biomedical image 
segmentation 

VGG [27] 
16 or 19-layer deep architecture 
with tiny (3x3) convolution filters 

Large-scale image 
classification 

ResNet [19] 

Identity mapping can be achieved 
with a deep architecture featuring 
residual blocks. 

Complex image 
classification and 
detection 

TABLE VI.  MODELS ADVANTAGES AND DISADVANTAGES 

Model Advantages Disadvantages 

CNN [24] 

Simple and efficient 
for extracting 

features, well-
established and 

straightforward to 

develop 

Vanishing gradient causes 
Problems with highly 
deep networks, which 
may necessitate 
extensive tweaking for 
complicated tasks. 

U-Net [28] 

Great for 

segmenting images, 

very accurate for 
localization tasks 

Computationally demanding, 
could not adapt well to tasks 
requiring classification 
without adjustments 

VGG [29] 

Robust large-scale image 
classification 
performance with a 
straightforward and deep 
architecture 

High memory consumption, 
high computational 
expense, and less useful for 
very deep networks 

ResNet [30] 

Residual learning reduces 
the vanishing gradient 
issue and enables the 

formation of extremely 

deep networks with 
exceptional 
performance on 
challenging tasks. 

Can have a more 

complicated architecture and 
be computationally 

demanding than 

conventional CNNs. 

The comparison study draws attention to the unique traits 
and functionalities of the CNN, U-Net, VGG, and ResNet 
models. Every architecture has advantages and disadvantages 
that affect which medical imaging tasks they are best suited 
for. 

Based on the unique needs of lung nodule detection—
which necessitates a deep architecture capable of capturing 
delicate and detailed features—ResNet models were chosen 
over CNN, U-Net, and VGG. We have collected high-
resolution CT scans from 123 individuals 80% from them 
have lung cancer in Tunisia and 20% are healthy. This large 
and heterogeneous dataset demands a model that can 
efficiently identify and learn from intricate patterns and 
minute differences in the data. A model that can successfully 
capture and learn from intricate patterns and minor 
variations in the data is required because of this large and 
diverse dataset. 

The vanishing gradient issue is successfully addressed by 
ResNet’s residual learning framework, which makes it 
especially suitable for this purpose and makes it possible to 
train very deep networks—which are necessary for high-
accuracy detection tasks. ResNet is perfect for managing the 
complex characteristics in our dataset because of its ability 
to retain performance in deep networks by alleviating the 
vanishing gradient issue [19], making it possible to extract 
detailed features from complicated data. Even with deeper 
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network architecture, steady training and enhanced 
performance are guaranteed by the incorporation of residual 
blocks and skip connections. CNNs lack the depth required for 
more sophisticated tasks, even if they are simple and 
efficient for basic picture categorization [24]. U-Net performs 
quite well in segmentation, but its large processing overhead 
increases when applied to classification tasks [28]. Though 
powerful, VGG’s high memory needs make it computationally 
costly and less useful for very deep networks [29]. 

The most balanced method for creating a lung nodule 
identification model that can effectively utilize the rich and 
extensive data in our Tunisian dataset is ResNet, thanks to its 
depth, resilience, and performance. Accurate and dependable 
lung nodule detection in a variety of clinical scenarios can 
be efficiently supported by its ability to handle complicated 
data structures and retain high accuracy [30]. 

B. Resnet Models 

In their 2015 publication”Deep Residual Learning for 
Image Recognition”, Kaiming He et al. [19] introduced 
ResNet, short for Residual Network, a kind of deep neural 
network. ResNet’s main breakthrough is residual learning 
architecture, which makes it possible for the network to train 
considerably deeper models than it could have before. With 
this invention, the vanishing gradient problem—a prevalent 
difficulty in deep learning—is addressed. As network depth 
increases, gradients become increasingly small, making 
learning ineffective. ResNet models were initially created to 
classify 2D images; however, they have since been expanded 
to 3D versions to handle volumetric data, including CT 
scans. To be more specific, ResNet models have been 
expanded to 3D versions [23] in the context of medical 
imaging, particularly for 3D data such as CT and MRI 
scans. These models make use of 3D convolutional layers, 
which perform three-dimensional convolution operations to 
capture spatial data in the dimensions of depth, height, and 
width. This is crucial for activities that depend on the 
geographical context in three dimensions, such as lung nodule 
detection. 

Multiple residual blocks, each having a set of 
convolutional layers, make up ResNet models. The input is 
added back to the original input after passing through 
convolutional layers in a residual block, creating a skip or 
shortcut link. This facilitates the learning of identity mappings 
by the model and aids in maintaining the gradient flow, which 
facilitates the training of deeper networks. 

Bypassing one or more layers, the skip connections add the 
input straight to the stacked layers’ output. This lessens the 
degradation issue, which occurs when a sufficiently deep 
model gains more layers, increasing training error. 

The multiple layers that make up the architecture of 3D 
ResNet models are intended to capture varying degrees of 
abstraction from the input data. The essential elements 
consist of [19]: 

 3D Convolutional Layers: These layers use three- 
dimensional convolution processes to capture spatial 
data related to the input volumes’ depth, height, and 
width. 

 Layers for batch normalization: These layers speed up 
training and increase the stability of the model by 
normalizing the output of convolutional layers. 

 Layers of ReLU Activation: The Rectified Linear Unit 
(ReLU) activation adds non-linearity to the model so 
that it may pick up intricate patterns. 

 Residual Blocks: By allowing the model to learn 
residual functions in relation to the layer inputs, these 
blocks make it possible to build extremely deep 
networks without experiencing any degradation. 

 Pooling layers: These layers help to downsample the 
data and lower computational complexity by reducing 
the spatial dimensions of the input. 

 Fully Connected Layers: These layers create final 
predictions at the conclusion of the network by 
combining features that were extracted by earlier levels. 

ResNet models come in a number of depths: ResNet10, 
ResNet18, ResNet34 and ResNet50. The number denotes the 
total number of layers in each model. To depict varied levels of 
complexity and detail, these models feature different 
arrangements of leftover blocks [19]. 

 ResNet10: 

Architecture: Ten-layer ResNet’s most basic model. It is 
effective at capturing important information during training 
even with constrained computational resources. 

Use: Fits well with activities that need faster inference 
times and less complexity. 

 ReNet18: 

Architecture: An eighteen-layered, relatively deeper 
model. Its ability to strike a balance between performance and 
complexity qualifies it for a variety of uses. 

Use: Frequently applied to tasks involving generic medical 
picture classification. 

 ResNet34: 

Architecture: A 34-layer, deeper model that enables more 
precise feature extraction. 

Use: Perfect for jobs like segmentation and tiny anomaly 
identification that call for in-depth analysis and excellent 
accuracy. 

 ResNet50: 

Architecture: A complex model with 50 layers, offering 
the highest capacity for capturing intricate patterns in the data. 

Use: Best suited for highly detailed tasks that require 
extensive computation, such as multi-class segmentation and 
advanced diagnostic analysis. 

VIII. DATASET ROBUSTNESS TESTING 

We ran thorough tests using multiple 3D ResNet 
models to assess the resilience of our lung cancer dataset. CT 
scan pictures with annotations for lung nodules were used to 
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train the models. Several ResNet designs (ResNet10, 
ResNet18, ResNet34, and ResNet50) were used in the training 
process, and the outcomes were contrasted with those attained 
using the Tencent MedicalNet models. 

A. Tencent MedicalNet Models 

A set of pre-trained models created especially for medical 
imaging tasks are available through Tencent’s MedicalNet 
initiative [22]. The models are optimized for certain tasks, such 
lung nodule identification, after having undergone extensive 
and varied pre-training on a vast collection of medical 
images. 

We painstakingly duplicated Tencent MedicalNet’s 
experimental setting to verify the reliability of our lung cancer 
dataset. To guarantee a direct and impartial comparison 
between the MedicalNet models’ and our dataset’s 
performance, this required sticking to the same 3D ResNet 
models and training parameters. 

A wide range of modalities, target organs, and diseases 
were covered by the 23 datasets that were combined for the 
MedicalNet project. The models can acquire universal feature 
representations through this thorough pre-training, which they 
may then apply to a variety of medical imaging tasks. The 
models were tested for adaptability and high performance on a 
variety of tasks, such as lung segmentation and pulmonary 
nodule classification. The research ensured a thorough and 
diversified dataset for pre-training by compiling data from 
multiple sources, such as MRI and CT scans. The study 
made use of a variety of 3D ResNet designs (ResNet10, 
ResNet18, ResNet34, and ResNet50) to capture varying 
degrees of intricacy and detail in the data. MedicalNet used 
spatial and intensity normalizing approaches to address the 
diversity in spatial resolution and intensity distributions. This 
improved the training process by guaranteeing that the data 
given into the models was consistent. 

We selected Tencent’s MedicalNet to showcase the 
resilience of our lung cancer dataset, thanks to its pre-trained 
3D ResNet models. Pre-trained on an extensive and varied 
collection of medical images, MedicalNet’s models improve 
their generalization and performance on a range of tasks. We 
are able to assess our dataset’s quality and its potential to 
help construct high-performance diagnostic tools by using 
these pre-trained models. This thorough assessment highlights 
the contribution of our dataset to the advancement of medical 
image processing in general and lung nodule detection 
specifically. 

B. Transfer Learning 

Transfer learning is a potent deep learning technique in 
which a pre-trained model is refined on a smaller, task-specific 
dataset after it was first trained on a larger dataset. By utilizing 
the knowledge gained from the lengthy pre-training phase, this 
method improves generalization and increases the model’s 
efficiency in learning from the smaller dataset. In medical 
imaging, where it might be difficult to gather big annotated 
datasets, transfer learning is very helpful [32]. We may 
greatly improve our models’ performance by utilizing pre-
trained models, like Tencent’s MedicalNet, since they gain 
from the wide range of feature representations that are 

acquired during the pre-training stage. This methodology 
enhances the models’ accuracy and robustness when used for 
particular tasks, such lung nodule identification in our dataset, 
while also lowering the computational resources needed for 
training. 

We used pre-trained 3D ResNet models from Tencent’s 
MedicalNet to implement transfer learning in our study. Since 
a big and varied collection of medical images served as the 
initial training set, the models were able to pick up a wealth of 
attributes pertinent to medical imaging. With the help of our 
lung cancer dataset, we adjusted these pre-trained models so 
they could be specifically used for lung nodule detection. 

The procedure entailed starting with the MedicalNet 
models’ pre-trained weights and completing the training on 
our dataset. By using this method, the models were better able 
to identify and categorize lung nodules because they could 
make use of the generic traits that they had acquired during 
the first training phase. Our goal in fine-tuning these models 
was to bring together the unique characteristics of our dataset 
with the advantages of thorough pre-training. 

C. Pre-processing and Training 

We were able to use the same architectures—ResNet10, 
ResNet18, ResNet34, and ResNet50—and apply comparable 
pre-processing methods, optimization tactics, and evaluation 
criteria by coordinating our experiments with those carried out 
by MedicalNet. We were able to provide a thorough and 
consistent review thanks to this strategy, which also made sure 
that any discrepancies in performance could be traced back to 
the datasets themselves instead of deviations in methodology. 

To guarantee consistency and enhance the learning 
process, the CT scan images had been processed before 
being used for the training and assessment of the 3D ResNet 
models. Among the preprocessing actions were: 

 Format Conversion: DICOM CT scans were 
programmatically transformed to NEFTII format. This 
modification made handling and processing of both our 
and Tencent Medicalnet volumetric data more efficient. 

 Normalization: To make sure that the intensity values 
were scaled correctly for the neural network, each CT 
scan was normalized to a range of [-1, 1]. 

 Resizing: To standardize the input size and lower 
processing needs, the scans were downsized to a 
uniform shape of 64x64x64 voxels. 

 Data Augmentation: During training, data augmentation 
techniques like random rotations and flips were used to 
improve the models’ capacity for generalization. 

 Data Division: The dataset was divided into training, 
validation, and testing subsets in order to guarantee the 
efficient training and assessment of machine learning 
models. This tactical separation is essential to creating 
reliable and accurate models. The full range of 
variations seen in the entire dataset was carefully 
reflected in these divides, which were made to maintain 
diversity and balance. Training is for 70% of the split, 
validation for 15%, and testing for 15%. 
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The preliminary actions made to collect, arrange, and 
structure the raw data in order to make it suitable for analysis 
or modeling are referred to as data preparation. A more 
detailed step called “data pre-processing” entails getting the 
cleaned and sorted data ready for the real machine learning 
or data analysis work. The goal of this step is to change the 
data in order to improve the models’ accuracy and 
performance. Therefore after making sure that our data is 
ready for the models we proceed to the training. 

There were multiple steps in the training: 

1) Data loading: After being loaded, CT scan images 

underwent preprocessing to standardize and resize them into a 

form that would work with the models. Tencent MedicalNet’s 

pre-trained ResNet models, including ResNet10, ResNet18, 

ResNet34, and ResNet50, are loaded. These models have a 

good pattern recognition capacity because they have already 

been trained on big datasets. The final layers are adjusted to 

meet our classification requirements in order to customize 

these models for our particular task of lung nodule 

identification. By utilizing the power of transfer learning, this 

phase enables the pre-trained models to efficiently apply the 

features they have learnt to our dataset. 

2) Hyperparameter configuration: One important stage in 

the training process is configuring the hyperparameters. The 

learning rate, which regulates the step size during gradient 

descent, the number of epochs, or full runs through the 

training dataset, the batch size, which establishes the quantity 

of samples processed before the updating of the model’s 

internal parameters, and the loss criteria, which direct the 

optimization procedure, are important hyperparameters. 

Appropriate hyperparameter selection is essential to maximize 

model performance and guarantee effective training. 

3) Training of the models: Using the training set, the 

models’ weights are modified during the training phase. The 

validation set is used to assess the model’s performance at 

each epoch in order to keep an eye out for overfitting. When a 

model performs well on training data but poorly on unknown 

data, this is known as overfitting. We can reduce overfitting 

by using early stopping or other regularization strategies by 

evaluating the validation set. Every ResNet model underwent 

ten epochs of training, during which the accuracy and loss 

were noted. 

4) Evaluation: Accuracy served as the main performance 

indicator for each model. Ten epochs were required to record 

the final accuracy. The test set is used to assess the final 

models’ performance after training, giving an objective 

appraisal of the model’s capabilities. The model’s accuracy is 

assessed to assess how well it detects lung nodules. To verify 

the reliability and efficacy of our dataset and model 

modifications, these outcomes are then contrasted with the 

performance metrics of the previously trained models on 

comparable datasets 

D. Results and Analysis 

The resilience and good quality of the dataset were 
demonstrated by the models trained on it, which repeatedly 
displayed excellent performance. 

The accuracy trends of each model trained on our dataset, 
are clearly represented visually in the Fig. 6. 

 
Fig. 6. Comparison of the accuracy achieved by different 3D ResNet models 

over the training epochs 

Following training, each model’s final accuracy is listed in 
Table VII below which shows a comparison between the 
accuracy of each model trained on our dataset and the models 
trained on Tencent MedicalNet datasets. 

TABLE VII.  COMPARISON OF ACCURACY BETWEEN OUR DATASET AND 

TENCENT MEDICALNET MODELS 

Model Your Dataset Accuracy MedicalNet Accuracy 

ResNet10 84.21% 96.56% 

ResNet18 83.90% 94.68% 

ResNet34 84.33% 94.14% 

ResNet50 84.36% 89.25% 

All of the models that were trained on our dataset per- 
formed admirably, with an accuracy rate of above 84%. 
ResNet50 demonstrated the best accuracy of 84.36%, 
demonstrating the resilience of our dataset in the identification 
of lung nodules. Nevertheless our models’ accuracy was 
slightly lower than Tencent’s MedicalNet models’, which were 
pre-trained on a larger and more varied collection of medical 
images. For example, the MedicalNet ResNet10 model 
attained an astounding 96.56% accuracy, while our dataset 
only managed 84.21%. There are various reasons for this 
disparity. 

 First off, MedicalNet has a big edge because to its 
thorough pre-training on a variety of medical images. 
By learning a wide range of characteristics that are 
applicable to many tasks, the models benefit from this 
pre-training, which improves their performance on new 
datasets. Even though our dataset is strong, it is smaller 
and less varied than MedicalNet’s, which restricts the 
models’ capacity to generalize to previously 
undiscovered data. 
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 Second, the improved performance of the MedicalNet 
models can be attributed to the variety in the dataset, 
which encompasses numerous modalities and target 
organs. This variety enhances the models’ accuracy and 
resilience across a range of tasks by enabling them to 
gain a more thorough grasp of medical imagery. 

 Thirdly, more thorough training and fine-tuning are 
made possible by MedicalNet’s large computational 
resources and longer training periods, which can have a 
big impact on the final performance. We could get 
better outcomes if we extend the training period and 
increase our computational resources. 

 Fourthly, the discrepancies in accuracy seen might have 
been caused by the scanners we utilized to obtain our 
dataset, including the Siemens SOMATOM Perspective 
and GE Healthcare Lightspeed VCT. Variations in 
imaging techniques and scanner features may result in 
inconsistent image quality and resolution, which could 
have an impact on the performance of the model. 

E. An Overview of the Tunisian Lung Cancer Dataset 

Creation Workflow 

To ascertain the quality, reliability, and usability of the 
Tunisian lung cancer dataset for the development of 
sophisticated machine learning models, a number of crucial 
procedures have to be taken during the creation process, like 
shown in Fig. 7. 

1) Data collection: We started by gathering DICOM 

images from the Military Hospital of Instruction in Tunisia 

(HMPIT). Siemens SOMATOM Perspective and GE 

Healthcare Lightspeed VCT were the two scanners used to 

capture the images. 

2) DICOM image storage: The integrity and 

confidentiality of patient data were then preserved by 

importing these images onto a safe external device. 

3) Data preparation: The data preparation stage began 

along with gathering and safely storing the DICOM images 

from the Military Hospital of Instruction of Tunis (HMPIT). 

Setting up parameters, fixing mistakes, getting rid of 

duplication, and standardizing formats are all part of this 

phase. Furthermore, segmentation is done to divide the data 

into areas that make sense, allowing for more focused and 

effective analysis. By doing this, we guarantee that the dataset 

is reliable, consistent, and prepared for the thorough 

annotation and pre-processing stages necessary for training a 

machine learning model. 

4) Nodule annotation: We worked together with 

specialized software like 3D Slicer and ITK-SNAP to annotate 

the CT images. Strong capabilities and intuitive user interfaces 

were offered by these tools for in-depth examination and 

annotation. 

5) Nodule annotation validation: Several experts 

examined the annotations to guarantee uniformity and 

accuracy. Consensus meetings were used to settle 

disagreements. 

 
Fig. 7. The workflow of the creation and validation of the lung cancer 

Tunisian dataset. 

6) Dataset splitting: To make sure that each set accurately 

reflected the diversity of the full dataset, it was divided into 

training, validation, and testing sets. Typically, training would 

account for 70% of the split, validation for 15%, and testing 

for 15%. 

7) Data pre-processing: To ensure compatibility with 

Tencent MedicalNet models, data pre-processing for our 

Tunisian lung cancer dataset project entailed converting 

DICOM pictures to NEFTII format. Standardized image 

resolutions and normalized intensity values were achieved. 

Rotation and flipping are examples of data augmentation 

techniques that produced additional training samples. To 

ensure accurate model evaluation and peak performance, the 

dataset was finally divided into 70% training, 15% validation, 

and 15 % testing. 

8) Transfer learning with ResNet models from tencent 

MedicalNet: We used Tencent MedicalNet’s pre-trained 

ResNet models (e.g. ResNet10, ResNet18, ResNet34, and 

ResNet50). We adjusted these models with our Tunisian lung 
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cancer dataset. Using the knowledge from pre-trained models, 

transfer learning was used to improve performance on our 

particular dataset. 

9) Experiments and validation: We ran experiments to 

assess how well the refined ResNet models performed using 

our dataset defining how well the models can detect lung 

cancer patients thus the accuracy was measured. 

10) Compare accuracy: The robustness of our dataset was 

evaluated by contrasting its results with those obtained from 

the MedicalNet models. To make sure the models translate 

effectively to fresh, untested data, they were verified using the 

testing set. Upon contrasting our accuracy outcomes with 

those obtained from MedicalNet, we discovered that although 

our dataset had strong performance, the models trained on 

MedicalNet data demonstrated slightly greater accuracy. This 

demonstrates that in order to match the performance of 

existing datasets, additional improvements in data quality and 

diversity are required. 
Every stage of the dataset creation procedure, including 

data preparation, annotation, pre-processing, training of 
models, and collection, was thoroughly documented. This 
documentation guarantees reproducibility and offers precise 
instructions for further study and advancements. In order to 
provide transparency and promote cooperation with other 
researchers, it also includes metadata regarding the dataset, 
annotation processes, and pre-processing techniques utilized. 
Following ethical and privacy rules, the dataset and model 
results were shared and archived securely. 

IX. CONCLUSION 

To enhance lung nodule detection and develop diagnostic 
techniques tailored to the local population, it is crucial to 
address the lack of a lung cancer dataset in Tunisia. We 
assembled a comprehensive dataset of 123 well-annotated 
DICOM-format CT images from various locations within 
Tunisia. By utilizing pre-trained 3D ResNet models from 
Tencent’s MedicalNet and applying transfer learning, we 
validated the robustness of our dataset. After refinement, these 
models exhibited outstanding performance, demonstrating the 
effectiveness of our approach. 

The significance of broad and varied pre-training on a 
variety of datasets is shown by the superior performance of 
MedicalNet models. Future work will focus on several key 
areas to enhance the dataset and its applicability. First, 
improving pre-processing and augmentation techniques will 
be crucial to improve the quality and robustness of the dataset. 
Additionally, we aim to expand the dataset by including more 
diverse and comprehensive data sourced from additional 
medical institutions across Tunisia. Incorporating multi-
modality imaging, such as MRI and PET scans, will provide a 
more holistic view of lung cancer characteristics, enhancing 
the depth and scope of the dataset. Finally, we will seek 
collaboration with international research bodies to standardize 
annotation protocols and integrate the Tunisian dataset with 
global datasets, facilitating broader applicability and creating 
new research opportunities. 
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Abstract—Analyzing students' behaviour during online classes 

is vital for teachers to identify the strengths and weaknesses of 

online classes. This analysis, based on observing academic 

performance and student activity data, helps teachers to 

understand the teaching outcomes. Most Educational Data Mining 

(EDM) processes analyze students' academic or behavioural data; 

in this case, the accurate prediction of student behaviours could 

not be achieved. This study addresses these issues by considering 

student’s activity and academic performance datasets to evaluate 

teaching and learner outcomes efficiently. It is necessary to utilize 

a suitable method to handle the high dimensional data while 

analyzing Educational Data (ED), because academic data is 

growing daily and exponentially. This study uses two kinds of data 

for student behaviour analysis. It is essential to use feature 

reduction and selection methods to extract only important features 

to improve the student’s  behaviour analysis performance. By 

utilizing a hybrid ensemble method to get the most relevant 

features to predict students’ performance and activity levels, this 

approach helps to reduce the complexity of the feature -learning 

model and improve the prediction performance of the 

classification model. This study uses Improved Principal 

Component Analysis (IPCA) to select the most relevant feature. 

The resultant features of the IPCA are given as input to an 

ensemble method to select the most relevant feature sets to 

improve the prediction accuracy. The prediction is done with the 

help of Residual Network-50 (ResNet50) is combined with a 

Support Vector Machine (SVM) to classify students' performance 

and activity during online classes. This performance analysis 

evaluates the students’ behaviour analysis model. The proposed 

approach could predict the performance and activity of students 

with a maximum of 98.03% accuracy for online classes, and 
98.06% accuracy for exams. 

Keywords—Behaviour analysis; deep learning; educational data 

mining; student performance prediction; students activity 

monitoring; machine learning 

I. INTRODUCTION 

Educational Data Mining (EDM) [1] techniques help in 
understanding students' learning situations and improve the 
teaching support for better decision-making in the educational 
system. The modern education system, which is evaluated from 
offline learning to online teaching [2] and learning mode, 
assesses the outcomes [3] and teaching effects [4]. Online 
learning, which has been increasing significantly during the last 
decade, enables students to learn in a comfortable environment. 
Students are the core resources of any educational institution. 
The academic sectors must deal with many changing factors to 
offer quality education using offline and online systems. 
Management must implement innovative [5] and effective 

teaching and learner outcome evaluation methods [6] to improve 
the quality of their graduates. This also helps teachers to 
evaluate the learners’ effects to understand their condition easily 
by analyzing students' online data such as activity and 
behaviours [7], concentration levels, and academic performance 
[8]. These behavioural changes also affect learners’ academic 
performance. Hence it is necessary to keep track of students’ 
learning patterns by monitoring their activities and analyzing 
academic performance [9]. EDM techniques [10], which help in 
performing this monitoring and analyzing task, use Machine 
Learning (ML) [11], Deep Learning [12], Statistics, and other 
data mining techniques to analyze student behaviours and 
predict their performance. In addition, the COVID-19 pandemic 
forced the education system [13] to continue regular learning 
and teaching actions online. These changes made EDM an 
emerging research field to make the teaching and learning 
process more effective for online learning environments. 

A. Research Objective 

Researchers have utilized both quantitative and qualitative 
methodologies, revealing that students frequently exhibit 
unforeseen behaviours throughout online class sessions. So, the 
management implements some preventive actions by using 
many online data analytics tools to control the students. These 
online teaching platform-based devices produce many student 
activity and academic performance-related data. Proper 
utilization of analytics techniques in these ED gives better 
analysis results to predict student behaviours. Analyzing 
students' behaviours during the online platform is a vital part of 
teachers identifying their strengths and weaknesses. 

 This analysis of observed academic performance and 
student activity data helps teachers to understand the 
teaching outcomes. 

 Many Educational Data Mining (EDM) studies focus on 
either academic or behavioural data, yet in this instance, 
accurate prediction of student behaviours remained 
elusive. This study addresses these issues by considering 
both datasets to evaluate teaching and learner outcomes 
efficiently. 

 Employing an appropriate technique to manage the 
expanding high-dimensional educational data is essential 
due to its daily growth. 

 A prediction model is designed to investigate the same 
data types simultaneously. But it does not correlate 
students’ behaviours with academic performance. So, 
this study uses two different kinds of datasets for 
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performance analysis. Alternative methods of analyzing 
student behaviour and performance necessitate the 
implementation of an efficient model. 

The Hybrid DL model is developed by combining the 
Convolutional neural network with ResNet50 to perform this 
analysis for the prediction task. 

B. Paper Organization 

The remainder of the article is organized as: Section II 
discusses the various author's research opinion on the student’s 
performance prediction-based methods. Section III explains the 
student’s activity and performance prediction methods adopted 
in this research. Section IV gives details about the hybrid 
ensemble feature selection model. Results and analysis and 
discussion are given in Section V and Section VI respectively. 
Finally, Section VII concludes the paper. 

II. LITERATURE REVIEW 

Erick Odhiambo Omuvan [14] et al. (2021) described 
irrelevant and redundant information negatively influencing and 
creating complexity during selection operations in the 
classification algorithm. Principal Component Analysis (PCA) 
is utilized to support the ML-based classification models to 
improve the performance by avoiding irrelevant and redundant 
features. It selects the best feature combinations from the 
original data to support the ML classifiers. 

A. Jenul et al., 2021[15] presented a feature selection 
approach using the Repeated Elastic Net Technique (RENT) 
which uses an ensemble model with elastic net regularization. 
Each model is trained with different feature sets of data. It 
follows three strategies to evaluate the weightage distribution of 
features among all the elementary models, which leads to 
relevant feature selection with higher stability that improves the 
robustness of the final model. It also provides valuable data for 
the model analysis concerning identifying objects in the data that 
are difficult to predict during the training. The performance of 
the RENT, analyzed with different healthcare data, shows that 
RENT achieves better performance than other methods. 

Wen Xiao et al. (2021) [16] developed a hybrid feature 
selection method for student performance prediction. It uses 
score-based feature ranking and a heuristic approach to build the 
RnkHUE algorithm. The heuristic search strategy and forward 
ranking from the Genetic Algorithm (GA) help to select the 
significant features from the students’ dataset. Initially, it 
identifies the evaluation criteria based on considering student 
performance factors such as distance, information metrics, 
dependency, and consistency. The heuristic method finds the 
best subsets among all the features using the search strategy. 
Further, the selected candidate feature sets are used for feature 
selection to improve the prediction performance of the proposed 
approach. 

Ali AI Zawqari et al. (2022) [17] developed a flexible feature 
selection model for student performance prediction in four 
categories of student performance data. This prediction 
framework uses two concepts: improving the prediction 
performance with feature selection, and skipping feature 
engineering. Initially, features are embedded continuously and 
applied directly on an Artificial Neural Network (ANN) to 

perform prediction. The second approach uses all the embedded 
features to perform feature reduction with the help of Random 
Forest (RF) before performing the prediction. The evaluation 
results show that the feature selection-based model helps the 
prediction model to obtain a better accuracy of 93% for dropout 
prediction. This model also obtained 86% accuracy prediction 
for students’ pass grade and 88% prediction for distinction grade 
data. 

Sing R et al., (2021) [18] prepared a comprehensive study on 
the performance of various feature selection methods on 
students' academic data. It discusses the different contemporary 
approaches broadly used to foresee the educational outcome of 
the under study. It brings forth the fact that the academic 
performance of the enrolled students in any course has some 
patterns. Moreover, the feature choice predicts student 
performance to obtain significant results. 

R. Singh et al., 2020 [19], developed a Machine Learning 
(ML) based ensemble model to predict students' performance. 
This model utilizes the ensemble of Decision Tree (DT), K-
Nearest Neighbour (K-NN), extra tree, and Naive Bayesian 
(NB) methods. It uses bagging-based boosting methods for 
performance prediction. The ensemble model accuracy is 
improved to 86.83% for the students’ performance dataset. The 
results show that the NB performs well compared to other 
models. However, the complex structure of ensemble models 
failed to obtain a reliable accuracy level with NB. 

Hussain et al., 2021 [20] prepared an automatic students' 
marks and grade forecasting framework using ML models. A 
Genetic Algorithm (GA) selects features from the students' 
dataset. The GA-selected parts are classified by Regression and 
DT classifier. The regression model achieved a dependable 
accuracy rate of 96.64%. However, with the escalating volume 
of data, scalability becomes a significant concern. The ML-
based model requires further refinement to enhance its 
performance. So a deep learning-based regression model needs 
to be integrated. 

Tarik A et al., 2021 [21], designed an ML model to predict 
Moroccan students' performance in the region of Guelumim 
Qued Noun through a recommendation system using artificial 
intelligence. The prediction model presented in their study 
indicates the baccalaureate mean as a function of many 
exploratory variables, such as grades and core subjects. The 
performance of linear regression, regression-based DT, and 
regression-based Random Forest (RF) models is evaluated. 
Among these three, DT with RF method obtained a maximum 
of 61.08% accuracy. However, poor model fitting led this 
combination to perform poorly for students’ datasets. 

Abellan-Abenza J et al., 2017 [22] introduced a surveillance 
system based on the human behaviour analysis technique. The 
current behaviour of a person is identified while crossing a 
surveillance camera. Various human behaviour expression 
image datasets are utilized for training the classifier. The 
behaviour identification is performed by combining the 
Convolutional Neural Network (CNN) with the Recurrent 
Neural Network (RNN). 

Rastrollo Guerrero JL et al., 2020 [23] prepared a deep 
preview for predicting students' performance. This review 
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focuses on identifying the students’ classroom behaviour-based 
dropout prediction model. This study utilizes the image datasets 
for the analysis. Its review describes the various stages of the 
prediction processes to perform the dropout prediction. 

Chowanda et al., 2021 [24], the performance of multiple 
machine learning models was evaluated on sentiment-related 
text datasets derived from students. Emotions of students were 
detected using Naive Bayes (NB), Generalized Linear Model 
(GLM), Support Vector Machine (SVM), Decision Tree (DT), 
Fast Large Margin (FLM), and Artificial Neural Network 
(ANN). Among these models, GLM achieved the highest 
accuracy rate of 0.902. While the emotions anger and joy were 
consistently identified with high accuracy, the classification of 
the emotions fear and sadness posed challenges for the classifier 
in emotion recognition tasks. 

J Zhao et al., 2020 [25] used educational data analytics 
containing text enhancement phase, Synonyms Replacement 
(SR), Random Insertion (RI) of words, Random Swap (RS), and 
Random Delete methods were performed while extracting the 
text emotion reorganization. This reorganization has been 
achieved with the help of a Directed Acyclic Graph (DAG) with 
an SVM model to train the various textual sentiment data. 

D Selvapandian et al., 2020 [26] introduced an Efficient 
Fusion based Neural Network (EF-NN) model for sentiment 
analysis from feedback documents of students. This hybrid 
model integrates the SVM classifier with CNN. Students’ 
feedback data set is extracted based on attribute features like the 
interaction between the student, examination, and notes given. 

BHKT H.M. Perera et al., 2021 [27], an innovative e-
learning surveillance system was introduced to assist instructors 
in online exam monitoring. This system is capable of identifying 
low engagement levels, detecting suspicious activities, and 
flagging instances of multiple logins at the onset of online exam 
sessions. What sets this approach apart is its ability to not only 
predict academic performance but also forecast learning 
behaviours. Consequently, it enhances the accuracy of 
performance prediction among students, thereby contributing to 
improved assessment quality. 

Saba T [13] et al., 2021 [28] developed an automatic exam 
monitoring system to assist instructors in monitoring students 
without being present in the exam centres. It builds a deep model 
to form a 46-layered CNN model. The extracted features are 
used for selecting significant features using Atom Search 
Optimization (ASO) to improve the prediction performance of 
variants of SVM and KNN models; among these, KNN model 
obtained the best accuracy rate (93.88%). 

A. Problems Identified 

This review identifies that ML models suffer from fitting 
issues while handling different kinds of educational data. This 
has been overcome by adopting suitable feature selection, and 
reduction approaches to manage high or low volumes of student 
data. 

 Moreover, educational data is of different types based on 
the kind of analysis. However, most ML models can 
perform well on similar types of educational data. 

 It is necessary to develop a hybrid model to analyze 
multiple types of educational data. This study has 
developed a mixed method to lessen the fitting issues. 

 Generally, hybrid methods take longer for data 
processing. Because it combines the features of two 
methods, this study utilizes the ResNet-50 method to 
improve the time complexity during the prediction 
process. 

 The linear SVM method generally performs well for 
educational data in low dimensions. Nevertheless, 
achieving a better balance in the model is necessary as it 
is currently influenced by irrelevant features within the 
dataset. 

 So it is necessary to develop an effective feature selection 
method to avoid fitting issues which would also help to 
reduce the loss rate and improve the prediction 
performance by using two levels of the feature selection 
approach. 

B. Research Contribution 

 The first stage performs the feature reduction using the 
IPCA method to remove the irrelevance of the students' 
behaviour-related academic performance and online 
activity data. 

 The second stage uses the reduced features for the most 
relevant feature, which supports improving the students’ 
performance and activity prediction performance using 
the ML-based ensemble feature selection method. 

 The ML models used in the ensemble methods are 
chosen based on their performance analysis on student 
datasets in recent studies. 

 The ensemble method strengthens the weak ML methods 
used in this approach in more potent ways by using 
ensemble stacking. The ensemble stacking method 
identifies the most relevant feature combination for 
behaviour analysis. 

The functionality of the proposed students’ performance and 
online activity-based behaviour prediction approach is described 
in a subsequent section. 

III. STUDENT PERFORMANCE AND ACTIVITY BASED 

BEHAVIOUR ANALYSIS APPROACH 

This section discusses the functionalities of various methods 
used in behaviour analysis approaches. This Student data 
contains four phases: data collection, preprocessing, feature 
selection, and prediction analysis. Initially, the students’ 
performance and online activity datasets utilized in this section 
are taken from two publicly available datasets. The 
preprocessing stage utilizes the one-hot encoding method to 
normalize categorical data. The third phase develops a feature 
selection method using a hybrid ensemble method; it combines 
IPCA with the Ensemble feature method. Finally, the prediction 
phase uses ResNet-50 to train the model, the SVM classifier to 
test the data and classify the students’ behavioural data. The 
general flow of the four phases is depicted in Fig. 1. 
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Fig. 1. Workflow of the student’s  performance and activity-based behaviour prediction approach. 

A. Data Sources 

This analysis uses two different datasets for students' 
behaviour and performance prediction. The student activity and 
academic data are collected from publicly available open 
databases. The academic dataset is collected from the Kaggle 
[29] database, which covers 480 instances and 16 attributes. 
These features are categorized into three groups: (1) 
Demographic features such as gender and nationality; (2) 
Academic background features such as educational stage, grade 
level and section; (3) Behavioural features such as raised hands-
on class, opening resources, answering survey by parents and 
school satisfaction. 

Student activity datasets are taken from the UCI repository 
[30], which is publicly available for educational research and 
contains log information for each student. Generally, these data, 
captured using various LMS tools, is given on a per session 
basis, per student basis, and exercise basis. It is comprised of six 
sessions of data. Each exercise file contains the session's start, 
end, and learning activity. The dataset consists of 230318 
records and 13 attributes, recorded and taken for analysis from 
115 subjects. 

The analysis divides both datasets for training and testing the 
model. The ResNet50 network’s training and SVM model’s 
testing phases use 70% and 30% of students' activity data 
respectively. The student’s academic performance data is 
divided into 75% for training and 25% for testing. 

B. Preprocessing 

These datasets contain both numerical and categorical data. 
So, it is necessary to use proper preprocessing steps to normalize 
the datasets. This study uses one hot encoding method to 
normalize the raw datasets. It represents the categorical data as 
numerical data to train the ML models and improve the model 
performance by providing more information about the unlimited 
data. 

Every categorical data in the datasets is part of a given 
categorical feature written in vectors, consisting only of 0 and 1. 
It converts into a vector whose elements are only 0's or 1's. Each 
word is encoded uniquely in this method. It allows the term can 
be identified uniquely by its one-hot vector. Table I shows the 
uniquely converted code for student genders for the labels. The 
male, female, and transgender data are converted as 100, 010, 
and 001, respectively. 

However, this one hot encoding method increases the 
dimensionality of the dataset and may lead to overfitting and 
sparse data issues. So it is essential to use proper feature 
reduction approaches to reduce the dataset's dimensionality and 
identify the most significant students' academic and activity-
related feature information. 

TABLE I.  SAMPLE DATA NORMALIZATION USING ONE HOT ENCODING 

S. No. Male Female Trans 

1 1 0 0 

2 0 1 0 

3 0 0 1 

IV. HYBRID ENSEMBLE FEATURE SELECTION METHOD 

Normalization of students’ records avoids the overfitting by 
adopting a suitable feature reduction technique. Since ML-based 
classification models must be more balanced due to irrelevant 
dataset features, it is necessary to develop an effective feature 
selection method to avoid fitting problems. This also helps 
reduce the loss rate and improve the prediction performance. 
Two levels of the feature selection approach can achieve it. The 
first stage is performing the feature reduction using the IPCA 
method to remove the irrelevant behaviour-related academic 
performance and online activity data. The second stage uses the 
reduced features for the most relevant feature, which supports 
improving the students’ performance and activity prediction 
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performance using the ML-based ensemble feature selection 
method. The ML models used in the ensemble methods are 
chosen based on their performance analysis on student datasets 
in recent studies. 

The ensemble method strengthens the weak ML methods 
used in this approach in more potent ways by using ensemble 
stacking, which identifies the most relevant feature combination 
for behaviour analysis. This study uses the hybrid ensemble 
method to perform the feature selection, which combines the 
Improved Principal Component Analysis (IPCA) with the 
ensemble feature selection method to reduce the dimensionality 
of the students’ record at the initial level. The ensemble method 
is designed to select the most relevant features to predict 
academic performance and activity datasets. 

Fig. 2 illustrates the hybrid feature selection method using 
IPCA and ensemble method. The IPCA is utilized to identify the 
reduced set. Then the resultant sets are used in the ensemble 
method to select the relevant feature set, which influences the 
classification model to improve the prediction accuracy. 

 
Fig. 2. Ensemble feature selection. 

A. Principal Component Analysis 

Any high-dimensional dataset can use this PCA to reduce the 
dimensionality. It rotates the cordiality system to convert a large 
dataset of possible interrelated indicators into a smaller set of 
linear correlated indicators. Each feature's interrelationship is 
ensured using the PCA to examine the correlation between 
indicators. The standardization process in traditional PCA leads 
to loss of dispersion degree information of the original dataset. 
These issues can be avoided by utilizing the IPCA approach for 
feature reduction, which performs the following six steps for 
measuring students’ academic and activity features: 
standardizing the input matrix, computing correlation 
coefficient, computing eigenvalues and eigenvector, defining 
principal component, identifying the indicators belonging to the 
determined PCs, and calculating the component score. 

1) Standardization of the input matrix: The number of input 

data samples is n and m indicators are considered for the feature 

reduction. The input feature vector is represented as Xnxm. The 

standardization assures perfect comparability between 

indicators. The original feature matrix XnXmis transformed as 

Ynxmwith zero mean and unit variance. 

𝑦𝑖𝑗 = (𝑥𝑖𝑗 − �̅�𝑗)/𝑆𝑥𝑗                   (1) 

The value of i and j in eq(1) is initiated as i=1,2,..n and 
j=1,2,..m. The representation 𝑥𝑖𝑗is the jth indicator value of the 

ith sample in the feature matrix of student records 𝑋𝑛x𝑚, 𝑎𝑛𝑑 𝑥𝑗 
is the jth indicator of 𝑋𝑛x𝑚 . Then, the mean and standard 
deviation of 𝑥𝑗  is represented as �̅�𝑗 and 𝑆𝑥𝑗 respectively. The 

standardized value of 𝑥𝑖𝑗is 𝑦𝑖𝑗. 

2) Computing the correlation coefficient: Correlation 

information between the indicators is computed using the 

correlation coefficient (ϕ). 

𝜙 = (𝜌𝑦𝑗 ,𝑦𝑘 )𝑚𝑋𝑚 =
1

𝑛−1
𝑌𝑇𝑌             (2) 

In eq(2), 𝑦𝑗 𝑎𝑛𝑑 𝑦𝑘 are the jth and kth column vectors of 

𝑌𝑛x𝑚 , respectively. The expression 𝜌𝑦𝑗 ,𝑦𝑘  denotes the 

correlation coefficient between (𝑦𝑗  𝑎𝑛𝑑 𝑦𝑘), which are the jth 

and kth indicators. 

3) Computation of eigenvalues and eigenvector: 

|𝜙 − 𝜆𝐸|= 0   (3) 

The eigenvalues and eigenvectors of 𝜙 are obtained using 
eq(3). 

All the eigenvalues are arranged in descending order as 
𝜆1 ,𝜆2 ,𝜆3 ,… . , 𝜆𝑗 ,… . , 𝜆𝑚.Each eigenvalue has its corresponding 

eigenvector. 

𝜙𝑏𝑗 = 𝜆𝑗𝑏𝑗    (4) 

According to eq(4), the unit vector(𝑏𝑗) corresponds to 𝜆𝑗 and 

assigned ∑ 𝑏𝑖𝑗
2 = 1𝑚

𝑖=1 . Therefore, 𝐵 = (𝑏1, 𝑏2 ,… , 𝑏𝑚) is a unit 

orthogonal matrix consisting of all the units of the eigenvector. 

4) Defining principal component: The number of principal 

components is generally determined according to the criterion 

of eigenvalues > 1, which is along with the screen plot, or 

cumulative percentage variance < 80%, which is constructed 

using the values of 𝑎𝑗 and 𝛽𝑝 in Eq. (5) and Eq. (6). 

𝑎𝑗 =
𝜆𝑗

∑ 𝜆𝑗
𝑚
𝑗=1

    (5)  

The 𝑎𝑗 in Eq. (5) is the percentage variance of 𝑖th Principal 

Component (PC). 

 𝛽𝑝 = ∑ 𝜆𝑘
𝑚
𝑘=1 /∑ 𝜆𝑗

𝑚
𝑗=1   (6) 

Eq. (6) is used to calculate the cumulative percentage 
variance (𝛽𝑝) of 𝑝 PC and the 𝑝 ≤ 𝑚. Whenever 𝛽𝑝 ≥ 80% 

first appears, the PC (𝑝) is selected.  

5) Identifying the indicators belonging to the determined 

PCS: The factor loading of each indicator on each persistent PC 

is  

𝜃𝑗𝑘 = 𝑏𝑗𝑘√𝜆𝑘    (7) 

The correlation coefficient 𝜃𝑗𝑘 between the 𝑗th indicator and 

𝑘th PC is calculated by Eq. (7). 𝜆𝑘  indicates the eigenvalue 
corresponding to 𝑘 th PC, and 𝑏𝑗𝑘 is the 𝑗th value of 𝑏𝑘 . It 
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considers the indicator with |𝜃𝑗𝑘| ≥ 0.5, indicating that the 𝑗th 

indicator belongs to 𝑘th PC. 

6) Calculating component score: Every PC is a weighted 

linear combination of all indicators, and the PC scores 

(𝑓1 ,𝑓2 , 𝑓3 , … . , 𝑓𝑝) are obtained using 𝐹 = 𝑌𝐵. 

𝑤𝑘 =
𝜆𝑘

∑ 𝜆𝑗
𝑚
𝑗=1

    (8) 

Besides, the percentage of variation explained by each PC is 
used as a weight 𝐶𝐹, calculated using Eq. (8). 

𝐶𝐹 = ∑ 𝑤𝑘
𝑝
𝑘=1 𝑓𝑘    (9) 

The total component score CF is obtained based on Eq. (9). 

𝑧𝑖𝑗 = (𝑥𝑖𝑗 − �̅�𝑗)/𝜀𝑥𝑖   (10) 

Eq. (10) in the traditional PCA set the variance of each 
indicator to 1. This reduces the influence of dispersion degree 
difference on PCs. So, improved standardization is used in this 
study. Eq. (10) is used to compute the enhanced standardization, 
where 𝜀𝑥𝑖 = max(𝑥𝑗)−min (𝑥𝑗)  and the 𝜀𝑥𝑖 > 0 , 𝑧𝑖𝑗  is the 

standardized value of 𝑥𝑖. 

�̅�𝑗 = ∑
𝑥𝑖𝑗−�̅�𝑗

𝜀𝑥𝑖

𝑛
𝑖=1  /𝑛 =

∑ (𝑥𝑖𝑗−�̅�𝑗)
𝑛
𝑖=1

𝑛𝜀𝑥𝑖
   (11) 

𝑆𝑧𝑗 = √
1

𝑛−1
∑ (𝑧𝑖𝑗 − �̅�𝑗)

2𝑛
𝑖=1 = √

1

𝑛−1
∑ (

𝑥𝑖𝑗−�̅�𝑗

𝜀𝑥𝑖
)
2

𝑛
𝑖=1 =

𝑆𝑥𝑖
𝜀𝑥𝑖

  (12) 

The mean and the standard deviations of 𝑡ℎ𝑒 𝑗th indicator 
( 𝑧𝑗 ) in 𝑍𝑛x𝑚  are obtained using Eq. (11) and Eq. (12) 

respectively. 

𝜌𝑧𝑗,𝑧𝑘  

=
𝐶𝑧𝑗,𝑧𝑘

𝑆𝑧𝑗,𝑆𝑧𝑘
=

1

𝑛−1
∑ (𝑧𝑖𝑗 , �̅�𝑗)(𝑧𝑖𝑘, �̅�𝑘)/𝑆𝑧𝑗 , 𝑆𝑧𝑘
𝑛
𝑖=1

=

1

𝑛−1
∑

(𝑥𝑖𝑗 ,�̅�𝑗)

𝜀𝑥𝑗
 
(𝑥𝑖𝑘,�̅�𝑘)

𝜀𝑥𝑘

𝑛
𝑖=1

(
𝑆𝑥𝑗

𝜀𝑥𝑗

𝑆𝑥𝑘
𝜀𝑥𝑘

)

 

=
1

𝑛−1
∑ (𝑥𝑖𝑗 , �̅�𝑗)

(𝑥𝑖𝑘,�̅�𝑘)

(𝑆𝑥𝑗
,𝑆𝑥𝑘

)

𝑛
𝑖=1 = 𝜌𝑥𝑗,𝑥𝑘  }

 
 
 

 
 
 

  (13) 

According to Eq. (13), the 𝑍𝑛x𝑚and 𝑋𝑛x𝑚  are the same 
correlation coefficient matrix. It indicates that the improved 
standardization methods retain correlation information of all 
indicators. Notably, the dispersion degree difference of all hands 
is partly retained according to the standard deviation in Eq. (12). 

B. Ensemble Features Selection 

1) Elastic net: Elastic net is a combination of Ridge and 

Lesso regression methods which are popular for regularizing 

variants of linear regression. Lesso used the penalty L1, and 

Ridge used the penalty L2 method. The specialty of the elastic 

net is that it uses both L1 and L2 for penalty regularization. 

𝐸𝑙𝑎𝑠𝑡𝑖𝑐𝑁𝑒𝑡 = 𝑀𝑆𝐸(𝑦, 𝑦𝑝𝑟𝑒𝑑)+ 𝑎1∑ |𝜃𝑖|
𝑚
𝑖=1 + 𝑎2∑ |𝜃𝑖|

𝑚
𝑖=1  

(14) 

The elastic net function is expressed as in Eq. (14) to 
compute the loss value between actual (𝑦) and predicted output 

class with the loss value of ridge regression (𝑎1∑ |𝜃𝑖|
𝑚
𝑖=1 ) and 

loss value of Lesso regression ( 𝑎2∑ |𝜃𝑖|
𝑚
𝑖=1 ). The control 

parameters are 𝑎1 and 𝑎2 to control the L1 and L2 penalty 
respectively. The number of optimal parameters is represented 
as. 

2) Recursive Feature Eliminator (RFE): RFE is a wrapper-

type feature selection method. In contrast with filter-based 

feature selection that scores each feature and selects those 

features with the most significant score, RFE searches for a 

subset of features by starting with all features in the training 

dataset and successfully removing features until the desired 

number remains. It has been used to fit the ML algorithm. Rank 

features by importance. It gives an external estimator that 

assigns weights to features. The estimator is trained on the 

initial set of features, and the features' importance is obtained 

through any specific attribute. Discard the less critical features 

and re-fit the model. These steps are repeated until the preferred 

number of features is eventually reached. 

3) Hybrid method: The hybrid method combines the (i) 

Decision Tree (DT) and (ii) Random Forest (RF) methods. The 

single DT method is unsuitable for high dimensional data, so 

the RF method is combined with the DT to improve the 

performance of the feature selection model. 

a) Decision tree (DT): DT is a graphical representation 
for all possible solutions to a problem based on given 
conditions. DT is a tree-structured method where internal nodes 
indicate the dataset's features, branches show the decision rules, 

and the leaf node indicates the prediction outcome. The 
decision nodes contain multiple units and make any decisions. 
It does not have any additional nodes. It asks questions to split 
the tree into subtrees based on the answers. The main issue in 
the DT algorithm is the best attribute selection for root and sub-
nodes. It uses two popular methods to perform the best attribute. 

𝐼𝐺 =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)− (𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ∗
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑒𝑎𝑐ℎ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠))   (15) 

The DT algorithm improves an attribute's Information Gain 
(IG) using Eq. (15). The attribute or node having the highest IG 
is split first. The total number of student records is represented 
as S. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = −𝑃(𝑦𝑒𝑠)𝑙𝑜𝑔2 𝑃(𝑛𝑜)𝑙𝑜𝑔2 𝑃(𝑛𝑜)   (16) 

The impurity of an attribute is specified randomly in data by 
estimating the entropy (Entropy(S)) in eq(16). Probability of yes 
and no is represented as P(yes) and P(no). 

DT Algorithm 

Step 1: Begin the tree with the root node; it contains the complete 
dataset. 

Step 2: Select the best attributes in the dataset using the attribute 
selection method. 

Step 3: Spilt the S into subsets which contain possible values for the 
best attributes. 

Step 4: Create a DT node which contains the best attributes. 

Step 5: Repeatedly make new decision trees using the subsets of the 
dataset created. 
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The DT algorithm is applied to the dataset to select the best 
feature sets. However, the DT’s performance falls with greater 
number of samples. 

b) Random Forest: RF is simply a collection of DTs 

whose results are aggregated into one final result. RF is a strong 
modelling technique and much more potent than a single DT. It 
aggregates many DTs to limit overfitting and errors due to bias. 
It can restrict overfitting without significantly increasing error 
due to bias. It reduces variance by training on different samples 
of the data. Another method is by using a random subset of 

features. Each tree can utilize a specified number of random 
features. More trees in the RF include many or all features. The 
presence of many features helps in limiting the errors due to 
bias and due to variance. If features are not selected randomly, 
base trees in the forest correlate highly. Since some features are 
partially predictive, many base trees can choose the same 

features. Many of these trees contain the same features; it 
cannot be combined error due to variance. The proposed hybrid 
ensemble method uses academic performance and online 
activity datasets to evaluate the performance of the hybrid 
ensemble method. 

 
Fig. 3. Feature importance graph for students’ academic dataset using the 

hybrid ensemble method. 

The students’ Academic dataset shown in Fig. 3 contains 16 
features; the ensemble method selects seven features to predict 
students' academic performance with a higher accuracy level. 

The feature importance graph in Fig. 4 depicts the feature 
selection results of the hybrid ensemble method. The activity 
dataset contains a total of 12 features. The hybrid ensemble 
method selects seven features to predict the students’ activity-
based behaviours during the online sessions. 

 
Fig. 4. Feature importance graph for students’ online activity dataset using 

the ensemble method. 

C. RESNET50 Trained SVM Model for Prediction 

The students’ academic performance-based behaviour 
prediction and online activity-based behaviour prediction are 
performed using the CNN-trained SVM model. Residual 
Network-50 (ResNet 50) is a kind of CNN. The 50-layer 
network model contains 48 Convolutional Layers (CL), 1 max 
pooling, and one average pooling layer to perform the 
prediction. The architecture of the ResNet 50-trained SVM 
model is depicted in Fig. 5. It follows two main rules to process 
the data. Such amount of filters in each layer is the same 
contingent on the size of the output feature map; if the feature 
map's size is split, it has twice the number of filters to preserve 
the time complexity of each layer. The 50 layers’ network 
utilizing the 1x1 CL helps to reduce the number of parameters 
and matrix multiplication operation. This feature enables the 
model to train faster at each layer. A stack of three layers is used 
in this model. It has one 7x7 kernel convolutional alongside 64 
other kernels with 2-sized strides and one 2-sized stride in the 
max pooling layer. More 9 layers are 3 3x3, 64 kernel 
convolution and 3 1x1, 256 kernels, and 1x1, 256 kernels. These 
three kernels are repeated thrice consequently. They are 
succeeded by 12 layers with 1x1, 128 kernels, 3x3, 128 kernels, 
and 1x1, 512 kernels. These three kernels are consequently 
repeated four times. Then 18 more layers with 1x1, 256 cores, 
3x3, 256 cores, and 1x1, 1024 cores repeated 6 times. Final 9 
more layers with 1x1, 512 cores, 3x3, 512 cores, and 1x1, 2048 
cores iterated thrice. Followed by this, 50 layers of average 
pooling and fully connected layers with 1000 nodes using 
SoftMax activation are incorporated. 

The deep model performs better with larger training sample 
sizes, but the amount of data utilized in this study could be more 
extensive in dimension and size. So the ResNet-50 model-
trained results are used by a machine learning model to improve 
the performance by utilizing the transfer learning concept to 
improve the analysis model of students’ behaviour. It uses the 
ResNet 50 network to train the students' behavioural features, 
and the SVM classifier is utilized to predict students' behaviours. 
This concept also helps to achieve higher performance even if 
the model is trained with a small sample of student data. 

Support Vector Machine, a popular ML model for 
classification and regression problems, assigns the newly 
entered samples to one of the trained categories. So, it is called 
a non-probabilistic binary linear classifier. It efficiently 
performs the classification task by applying the proper kernel 
tricks. SVM classifier separates data points with different class 
labels using a hyperplane with the maximum amount of margin. 
The hyperplane acts as a decision boundary. Sample data points 
are called Support Vectors (SV). This data defines the 
hyperplane by estimating the margin. Separation gap between 
the two lines on the closest data points is estimated as a 
perpendicular distance from the line to data points or SV. The 
SVM tries to improve the separation gap to get the maximum 
margin. Sometimes, the sample data points are so discrete that it 
is not conceivable to distinguish using the hyperplane. In such a 
situation, kernel tricks transform the input space to a higher 
dimension space by using a mapping function to transform the 
input space. The linear separation method is applied to the data 
points to separate them. This student behaviour analysis model 
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uses the linear kernel to map the students' data to higher 
dimensional data. 

𝐾(�̅�) = {
1 𝑖𝑓 ‖�̅�‖≤ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (17) 

Eq. (17) is the linear kernel (K(x ̅ )), which is used to map 
the students’ behavioural data (x ̅). The mapping range used by 
the linear kernel is [0, 1]. Data points which are ≤1 are mapped 

as 1; others are considered as 0. This linear kernel is used 
whenever the input data are need to be separated linearly. It is 
mainly used for text data classification problems and whenever 
many data features are in a dataset. The students’ behavioural 
dataset contains categorical data points. So, this study uses linear 
kernel tricks to map the students’ behavioural features. 

Moreover, it is also utilized to speed up the classification, 
since it is required to optimize the regularization parameter. The 
performance of the selected features by hybrid ensemble method 
based on the students’ performance and online activity are 
predicted to identify the students’ behaviour using the CNN-
trained SVM model. The performance analysis is discussed in 
the consequent section. 

 

Fig. 5. The general structure of the RESNET50 trained SVM model. 

V. RESULT ANALYSIS 

This section analyzes the performance analysis of the 
proposed hybrid ensemble method’s Feature Selection (FS) 
accuracy for student behaviour analysis using a CNN-trained 
SVM model. The competence of the hybrid ensemble method is 
evaluated by comparing the various ML methods and hybrid 
feature selection methods such as PCA [14], Elastic Net [15], 
Genetic PSO-ACO based RNKHEU [16], and ANN with 
RF[17], RF[19], and DT[21]. These comparison methods are 
considered for analysis based on their superior performance on 
student datasets in recent times. Different evaluation metrics 
such as accuracy, precision, recall, f-score, specificity, and 
sensitivity are utilized to analyze the influence of the FS method 
on improving the performance of the prediction model. 

Table II compares the FS outcomes of the hybrid ensemble 
method with other FS methods. It contains information on the 
number of features used by all the FS methods for the analysis 
and the number of selected features. It shows that the Hybrid 
Ensemble Feature selection method chose 7 as the most relevant 
informative feature to predict the students’ performance with a 
higher accuracy rate. 

Table III shows the FS results for students' activity data 
using the hybrid ensemble method compared with other FS 
methods. It comprises the evidence of the number of features 
selected by all the FS methods considered. Totally seven 
relevant features give a higher accuracy rate, thus significantly 

improving the prediction performance of students’ online 
activity. Thus, the reduction of figures by the IPCA algorithm 
help the Ensemble FS method to identify the most relevant 
features to improve the performance. 

Table IV displays the prediction outcome of students’ 
academic and online activity datasets before and after applying 
the ensemble method. The IPCA method reduces the number of 
required features from the students' datasets. The reduced 
feature information helps the ensemble FS method to improve 
the prediction performance by selecting the most relevant 
features from the reduced feature sets. 

TABLE II.  FEATURE SECTION OUTCOMES FOR STUDENTS’ ACADEMIC 

DATA 

Methods 
Total number of 

Features 
Selected Features 

Random Forest 

Classifier[19] 
17 5 

Decision Tree[21] 17 4 

Elastic Net[15] 17 4 

Genetic PSO ACO 

RNKHEU[16] 
17 6 

ANN with RF[17] 17 6 

PCA[14] 17 5 

Hybrid Ensemble 

Feature 

selection(Proposed) 

17 7 

TABLE III.  FEATURE SELECTION OUTCOMES FOR STUDENTS’ ONLINE 

ACTIVITY DATA 

Methods 
Total number 

Features 
Selected Features 

Random Forest 

Classifier[19] 
13 5 

Decision Tree[21] 13 4 

Elastic Net[15] 13 4 

Genetic PSO ACO 

RNKHEU[16] 
13 5 

ANN with RF[17] 13 6 

PCA[14] 13 6 

Hybrid Ensemble 

Feature 

selection(Proposed) 

13 7 

TABLE IV.  PREDICTION PERFORMANCE BEFORE AND AFTER HYBRID 

ENSEMBLE METHOD FOR STUDENTS’ ACADEMIC AND ONLINE ACTIVITY 

DATASETS 

Dataset Accuracy Precision Recall F-Measure 

Results obtained before feature selection 

Students’ 

academic dataset 
77.22 78.34 73.29 74.87 

Students’ activity 

dataset 
78.03 78.71 74.18 75.23 

Results obtained after feature selection 

Students’ 

academic dataset 
97.78 98.13 97.23 97.57 

Students’ activity 

dataset 
96.34 96.34 96.45 96.35 
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Fig. 6. Training and testing Accuracy rate obtained by the ResNet-50 trained 
SVM classifier. 

Fig. 6 depicts the students’ performance accuracy achieved 
by the ResNet-50 during the training process and the SVM 
model's testing or prediction accuracy rate. This study uses 
ResNet-50 network to train the students’ behavioural features, 
and the SVM classifier is utilized to predict the students' 
behaviours. It reposts another related task for faster prediction. 
This concept helps achieve higher performance even if the 
model is trained with a small sample of student data. 

Fig. 7 illustrates the students’ performance loss rate attained 
by the ResNet-50 during the training and testing process using 
the SVM model, which reposts another related task for faster 
prediction. This concept helps to reduce the loss rate even if the 
model is trained with a small amount of sample students' data. 
Moreover, the prediction outcome proves that the IPCA method 
reduced features supports the ensemble FS method to select 
more relevant features and hence minimize the prediction loss. 

 

Fig. 7. Training and testing loss rate of RESNET-50 trained SVM classifier. 

Fig. 8(a) illustrates the accuracy rate obtained by six FS 
methods along with the ensemble FS method. The comparison 
results depict that by introducing the Hybrid ensemble FS 
methods, the ensemble model achieves a higher level of 
accuracy on measuring both student performance and online 
activity datasets. This has been achieved by introducing the 

Hybrid ensemble FS methods. The ensemble method achieved a 
maximum accuracy rate of 97.78% for students’ academic data 
and 96.34% for students' activity data. Moreover, the 
comparison results depict that the ensemble model achieves a 
level of performance higher than the comparison methods. 

 
(a) 

 
(b) 

Fig. 8. (a) Illustrates the accuracy rate comparison, (b) Demonstrates the 

precision rate comparison. 
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Fig. 8 (b) demonstrates the precision rate gained by six FS 
methods and the hybrid ensemble FS method. The ensemble 
method achieved a maximum of 98.13% precision rate for 
students’ academic data and 96.34% for students’ activity. The 
comparison results depict that the ensemble model reaches a 
level of performance higher than the comparison methods. This 
has been achieved by applying the Hybrid ensemble FS method 
to select relevant features for analysis. 

 
(a) 

 
(b) 

Fig. 9. (a) Recall rate comparison, (b) F-Measure rate comparison. 

Fig. 9 (a) illustrates the Recall rate obtained by six FS 
methods along with the ensemble FS method. The comparison 
results reveal that the ensemble model achieves a higher level of 
performance both on student performance and online activity 
datasets. The ensemble method achieved a maximum recall rate 
of 97.23% for students’ academic data and 96.45% for students’ 
activity data. Moreover, the recall rate comparison results reveal 
that the ensemble model achieves a level of performance higher 
than the comparison methods. 

Fig. 9 (b) demonstrates the F-score rate of six FS methods 
and the hybrid ensemble FS method for the two students' 
behavioural-related datasets. The ensemble method achieves a 
maximum of 98.13% f-measure rate for students’ academic data 
and 96.34% for students’ activities. The F-score measure 
comparison outcomes depict that the ensemble model performs 
better than the comparison methods. 

The comprehensive competence analysis presented in this 
section reveals that the ensemble method significantly enhances 
the performance of the behaviour prediction model compared to 
conventional methods across various educational datasets. This 
validates that the proposed approach for analyzing students' 
behaviour effectively fulfills its research objective by enhancing 
overall performance and managing behavioural data adeptly. 

VI. DISCUSSION 

This section shows that the overall performance of the 
prediction model is improved compared to other behaviour and 
academic performance prediction models. The improved 
accuracy prediction is observed for academic performance and 
student activity data. The results can be used by teachers to 
understand their teaching outcomes. This study used both 
quantitative and qualitative methodologies, revealing that 
students frequently exhibit unforeseen behaviours throughout 
online class sessions. These methodologies support the 
management in implementing students' performance monitoring 
actions and taking preventive actions.  This approach can 
integrate with online data analytics tools to control the student's 
behaviour during online sessions. This prediction model uses 
online teaching platform-based monitoring devices produced 
data (student activity and academic performance-related data). 
Analyzing students' behaviours is one of the vital parts of 
teachers to identify their strengths and weaknesses. 

This improved accuracy, precision, recall and f-score rate for 
both datasets reveals that the ensemble of different feature 
learning models efficiently uses the benefits of different models' 
accuracy to strengthen the weak model feature learning 
performance. The novel method outcome is reflected in the 
increased recall rate compared with existing methods. It 
effectively addresses these issues in predicting teaching and 
learner outcomes. Employing a suitable dimensionality 
technique to manage the expanding high-dimensional 
educational data is essential due to the daily growth of 
educational data. The previous prediction model (considered 
from the literature review) is mostly designed to handle single 
educational data (like behaviour data or academic performance 
data). However, it does not correlate students’ behaviours with 
academic performance. So, this study uses two different kinds 
of datasets for performance analysis. Alternative methods of 
analyzing student behaviour and performance necessitate the 
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implementation of the ensemble feature learning integrated 
prediction model. 

The overall result and discussion section show that the 
ensemble feature learning integrated DL model is performing 
effectively on these students' data by combining multiple model 
features to strengthen the overall outcome. 

VII. CONCLUSION 

The study's main objective is to improve the overall 
performance of the student’s behavioural data analysis. This 
analysis supports the educational sectors to incorporate 
innovative methods to enhance students' learning outcomes. 
This study contributes a feature selection method to measure the 
students' behaviour-related performance and online activity 
data. The performance evaluation conducted in this study 
demonstrates that the hybrid ensemble method outperforms the 
comparison benchmarks. The IPCA truncated features support 
the different weak ML methods to strengthen the feature 
selection performance using feature stacking methods. The 
selected features help the ResNet-50 trained SVM model to 
achieve higher prediction outcomes for students' academic 
performance and online activity. The analysis results show that 
the ensemble method obtained a maximum of 97.78%, 98.13%, 
97.23%, and 97.57% as the accuracy rate, precision rate, recall 
rate, and f-measure rate, respectively, for behaviour-related 
students’ academic performance data. The ensemble method 
achieves a maximum accuracy rate (96.34%), precision rate 
(96.34%), f-score rate (96.35%), and recall rate (96.45%) for 
students’ online activity data. The efficiency analysis shows that 
the ensemble method helps the behaviour prediction model 
achieve results more accurately than comparison methods for 
both students’ educational datasets. This proves that the 
proposed students' behaviour analysis approach achieves its 
research objective of improving the overall performance of the 
student’s behavioural data analysis. 

This study suggests the usage of this proposed ensemble FS-
based approach for better measurement and prediction of 
students’ behavioural analysis performance as it improves the 
prediction performance of different behaviour-related 
educational data. Students’ behavioural analysis outcomes of 
this study do not utilize personalized learning. So, the study is 
extended to incorporate a customized study material 
recommendation model based on the prediction outcome of this 
student’s analysis. 
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Abstract—Using the Arduino platform under the Internet of 

Things (IoT) platform to diagnose individuals at risk of heart 

diseases. An enormous volume of data focus has been placed on 

delivering high-quality healthcare in response to the increasing 

prevalence of life-threatening health conditions among patients. 

Several factors contribute to the health conditions of individuals, 

and certain diseases can be severe and even fatal. Both in 

industrialised and developing nations, cardiovascular illnesses 

have surpassed all others as the leading causes in the last few 

decades. Significant decreases in mortality may be achieved by 

detecting cardiac problems early and keeping medical experts 

closely monitored. Unfortunately, it is not currently possible to 

accurately detect heart diseases in all cases and provide round-the-

clock consultation with medical experts. This is due to the need for 

additional knowledge, time, and expertise. Aiming to identify 

possible heart illness using Deep Learning (DL) methods, this 

research proposes a concept for an IoT-based system that could 

foresee the occurrence of heart disease. This paper introduces a 

pre-processing technique, Transfer by Subspace Similarity 

(TBSS), aimed at enhancing the accuracy of electrocardiogram 

(ECG) signal classification. This proposed  IoT implementation 

includes using the Arduino IoT operating system to store and 

evaluate data gathered by the Pulse Sensor. The raw data collected 

includes interference that decreases the precision of the 

classification. A novel pre-processing technique is used to remove 

distorted ECG signals. To find out how well the classifier worked, 

this study used the Hybrid Model (CNN-LSTM) classifier 

algorithms. These algorithms detect normal and abnormal 

heartbeat rates based on temporal and spatial features. A Deep 

Learning (DL) model that uses Talos for hyper-parameter 

optimisation has been recommended. This approach dramatically 

improves the accuracy of heart disease predictions. The 

experimental findings clearly show that Machine Learning (ML) 

methods for classification perform much better after pre-

processing. Using the widely recognised MIT-BIH-AR database, 

we assess the planned outline in comparison to MCH ResNet. This 

system leverages a CNN-LSTM model, which was optimized using 

hyper-parameter tuning with Talos, achieving outstanding 

metrics. Specifically, it recorded an accuracy of 99.1%, a precision 

of 98.8%, a recall of 99.5%, an F1-score of 99.1%, and an AUC-

ROC of 0.99. 

Keywords—Arduino platform; internet of things; heart disease 

diagnosis; high-quality healthcare; cardiovascular diseases; deep 

learning 

I. INTRODUCTION 

The healthcare industry has seen significant changes 
worldwide in the last decade due to digitization and digital 
transformation [1-2]. The progress of human evolution has been 
closely intertwined as a result of technological and scientific 

progress. The Internet of Things (IoT) is a significant driver of 
Information and Communications Technology (ICT) 
technological advancement, propelling numerous sectors 
towards automation and decentralised intelligence [3]. The IoT 
is constantly evolving and profoundly impacts every aspect of 
our lives, almost like a living being. Scientific and technical 
advancements have been driven by healthcare-related activities 
since the emergence of technology services that enabled the 
remote collection, analysis, and control of patients' conditions. 
IoT is playing a significant role in driving innovations in 
healthcare and ultimately transforming the industry. It does this 
by collecting the physiological data of patients using wireless 
sensor networks and wearable devices [4]. 

Although Machine Learning (ML) algorithms have been 
used in stratified healthcare research, there is an increasing 
recognition of the importance of incorporating ML algorithms 
into healthcare diagnosis systems [5–7]. There is a plethora of 
medical data available for analysis using ML methods since the 
health sector has collected it over the last decade.  This analysis 
can help identify patterns, create Smart Diagnosis Systems 
(SDS), and uncover valuable insights to address numerous 
challenges [8]. Amongst the numerous illnesses, cardiovascular 
diseases (CVD) stand out as the primary cause of death 
globally. However, in today's fast-paced society, many 
individuals tend to neglect regular medical check-ups unless 
they experience significant health problems. Similarly, many 
individuals neglect routine heart check-ups due to the time-
consuming and inconvenient nature of traditional methods for 
obtaining these checkups. Not being aware of their current heart 
condition can lead to serious health issues and, in the most 
extreme cases, unexpected fatalities. 

An SDS is essential to conveniently and efficiently monitor 
one's heart condition. In today's world, the IoT has become an 
essential asset to the healthcare sector. Its key features, 
including connectivity, sensing, reliability, linearity, and 
intelligence, have proven invaluable [9]. It is a method of 
revolutionising modern healthcare by offering personalised and 
proactive care, using devices that can sense and monitor 
important health indicators like pulse rate, blood pressure, and 
electrocardiogram (ECG) [10–12]. A collection of wearable 
sensor devices can collect physiological evidence as it happens. 
Once this data is processed, it can be transformed into health 
records that are valuable for diagnosing, treating, and 
recovering from CVD. Once more, ML is an application of 
Artificial Intelligence (AI) that can use past knowledge to make 
predictions about future events using labelled examples [13-
16]. 

*Corresponding Author. 
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This study adds a cardiac patient monitoring device that 
uses the IoT idea with many physiological data sensors and an 
Arduino microcontroller. Sensor networks employ the IoT to 
collect, process, and communicate data from one node to 
another. The IoT is a young and quickly evolving technology 
that enables many sensors and data collectors to sense, 
exchange, and interact over Internet Protocol (IP) networks, 
whether public, private, or otherwise. The sensors collect data 
at regular intervals, analyse it, and then use it to initiate the 
necessary action. An intelligent cloud-based network for 
investigation, arranging, and decision-making is also available 
to them. 

The first step in developing a CVD model integrated with 
IoT sensors is to obtain data from patients who are wearing the 
IoT sensor. The data has to be collected for extended periods 
for better comprehension and recognition of respiration rate, 
heart rate, and other critical indicators. Thus, the data can reveal 
all the irregularities that are noticed in a patient's heartbeat, 
which can be the reason for some diseases. Now, the Deep 
Learning (DL) algorithm can be applied to simulate the model 
that will identify the difference between normal and abnormal 
rhythms in both waves and correctly detect disorders from the 
data. Again, the developed model can be applied in real 
situations, and in this case, it can be updated in case errors 
appear. When the model is refined to a satisfactory level of 
accuracy, it may be sent out to the IoT sensors to monitor the 
heart rate of the individual and notify the healthcare team in the 
event that any heart condition is identified. 

The primary objectives of this work: 

1) This study aims to create a wearable hardware device that 

can effectively extract vital heart condition measurement signs 

from the user's body in real time, including ECG data. 

2) Data pre-processing methods apply to the data collected 

from IoT sensors related to heart disease risk prediction—

transfer by Subspace Similarity (TBSS) aimed to improve the 

categorization accuracy of ECG signals. 

3) The strategy that has been recommended is that it is 

possible to estimate the probability that a patient has CVD using 

a Hybrid Model (CNN-LSTM) classifier, which incorporates an 

attention mechanism. 

4) A DL model has been proposed that utilises Talos for 

hyperparameter optimisation. This approach dramatically 

improves the accuracy of Heart Disease Predictions (HDP). 

The rest of the article is structured into four major sections. 
Section I is an introduction, Section II is a literature review, 
Section III is a technique section, Section IV is an analysis of 
the findings, and Section V is a conclusion with future scope. 

II. LITERATURE SURVEY 

Several studies have been tested on HDP using IoT and ML 
techniques. As an illustration, research by [17-20] examined 
four heart disease datasets from UCI to predict CVD using ML 
algorithms. Their findings indicated that Logistic Regression 
had the highest accuracy rate at 86.5%. 

In a study by [21-23], they implemented hybrid ML 
techniques to HDP. A different study presented a UCI dataset 

and found that Random Forest (RF) had the most accuracy, 
89%, for HDP. Meanwhile, [24-26] demonstrated that a 
Multilayer Perceptron Neural Network (MPNN) with 
backpropagation achieved an accuracy of approximately 100% 
in HDP using 40% of the UCI Cleaveland dataset as training 
data. [27-29] conducted a meta-analysis to assess and explain 
the overall predictive ability of ML algorithms in CVD. 

Further, [30-35] proposed ontology-based 
recommendations to provide patients with personalized 
suggestions containing their past clinical records and real-time 
data. Once again, remarkable research has portrayed the 
potential HDP from ECG-based data only. 

For example, [36-40] presented an HDP system that 
capitalizes on big data and the AD8232 ECG sensor for 
collecting the data. This system effectively eliminates noise 
from raw ECG signals and crucial Feature Extraction (FE) to 
aid in diagnosis, providing valuable support to patients and 
medical experts. 

In a similar study, [41-45] demonstrated the detection of 
CVD using a Support Vector Machine (SVM) and Neural 
Network. They analysed FE from processed ECG signals. In 
addition, [46-49] proposed DL methods in conjunction with the 
Internet of Medical Things (IoMT) to create a screening system 
for CVD. Human skin temperature and blood circulation are the 
two variables that this method uses. Nonetheless, a licenced 
examiner or competent doctor had to review the results of the 
medical tests as part of the process. 

In their study, [50-55] discussed various ML techniques that 
focused on real-time and remote health monitoring on IoT 
setup, specifically concerning cloud computing. Input was 
obtained from the public data set HC, which was stored on the 
cloud. The system provided recommendations based on the 
available data stored in the cloud, including historical and 
empirical data. In their study, [56-60] introduced a multi-
sensory system that used an intelligent IoT to collect data from 
Wireless Body Area Sensors (WBAS). This method was 
designed to alert users to the possibility of cardiac arrest in its 
early stages. Prior research attempted to develop an 
undetectable, intelligent IoT system that could take readings of 
vital signs from a user's phone without drawing attention to 
itself. 

In their study, [61-65] proposed a method that used ML 
techniques to identify essential features. This meant that there 
was better precision in the HDP. The RF and Linear methods 
have been combined [66-70] to form a hybrid RF with a linear 
model. In the research work of [71-73], the authors proposed a 
multi-sensory system based on IoT technology that collects 
readings of heart rates and body temperatures. Data from ECG 
and the body temperature were acquired on a smartphone in 
real-life conditions with an intelligent skin attached using a 
Bluetooth chip for low-power connectivity. Sophisticated 
signal processing and a collection of sensor data have been 
processed using ML methods to make an accurate HDP of the 
probability of an imminent heart attack. 

In the paper, [74-78] developed a brilliant Health Care Kit 
based on IoT technology. They proposed collecting multiple 
data parameters from the patient and forwarding timely 
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notifications regarding patient health to the doctor for their 
knowledge and awareness. However, their system is not 
capable of determining any diabetic condition of the patients; 
thus, it cannot detect any heart attack problem of the patient 
caused by diabetes or obesity. 

In this paper, [79-80] proposed a system where Arduino 
Uno and an Infrared (IR)-based sensor have been used to 
monitor the heart rate. The device shall track all the physical 
parameters, such as heartbeats, and provide a physician with the 
collected data through the Short Message Service (SMS). 
However, IR sensors are not capable of providing precise heart 
rate measurements. In their study, [81-85] introduced a heart 
rate counter based on a Microcontroller that was designed to be 
affordable. Microcontrollers have been used for heart rate 
measurement with the help of an IR sensor. However, it should 
be noted that IR sensors may not provide precise heart rate 
values and lack versatility [86-90]. 

III. METHODS AND MATERIALS 

As CVDs account for a significant percentage of deaths 
across the globe, it is essential that they should be detected and 
monitored at an early stage. Most of the existing HDP systems 
lack accuracy, and they require continuous medical regulation. 
This project devised the solution for the above-stated problems 
by developing an IoT-based HDP system on a platform called 
Arduino. In the proposed system [91-95], a novel preprocessing 
method called TBSS-Transfer by Subspace Similarity is used 
to classify the ECG signal accurately [96-100]. 

A. Problem Definition 

With a collection of raw ECG signals 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} 
obtained using a Pulse Sensor on the Arduino platform, the 
objective is to precisely categorise these signals as either 
normal or abnormal heartbeat rhythms. There is the noise and 
interference problem, to start with, with the raw ECG signals. 
To a great extent, it may badly affect the accuracy of the 
classification performed. This is the problem formulation as 
follows: 

Each instance is represented by an ECG 
signal, (𝑥𝑖) , which consists of a series of time points, 𝑥𝑖 =
{𝑥𝑖1, 𝑥𝑖2 , … , 𝑥𝑖𝑇}.  Utilise the TBSS technique to effectively 
eliminate any noise and interference present in the raw ECG 
signals, resulting in a set of cleaned signals denoted as 𝑋𝑐𝑙𝑒𝑎𝑛 =
{𝑥′1 , 𝑥′2 , … , 𝑥′𝑛}. Mathematically, this preprocessing step can 
be represented as a function 𝑓𝑇𝐵𝑆𝑆, EQU (1). 

𝑋𝑐𝑙𝑒𝑎𝑛 = 𝑓𝑇𝐵𝑆𝑆(𝑋)  (1) 

Identify essential characteristics by extracting features 𝐹𝑖 =
{𝑓𝑖1, 𝑓𝑖2, … , 𝑓𝑖𝑚} from each processed ECG signal 𝑥′𝑖 , where 𝑚 
is the total number of features. Then, utilize a hybrid CNN-
LSTM classifier 𝐶 to classify the FE into normal or abnormal 
heartbeat rhythms. 

The function 𝐶 assigns labels 𝑦𝑖  to the feature set 𝐹𝑖, EQU 
(2). 

𝑦𝑖 = 𝐶(𝐹𝑖)   (2) 

The labels for 𝑦𝑖  are binary. 

B. Proposed Methodology 

The proposed methodology in this section for constructing 
IoT-based CVD prediction using the Arduino platform involves 
data collection, preprocessing done through Transfer by 
Subspace Similarity (TBSS), feature extraction, classification 
using the hybrid CNN-LSTM model with hyper-parameter 
optimization using Talos, and performance evaluation. 

1) IoT model design: The IoT device for cardiac illness 

forecasting is built to function using a microcontroller and 

several sensors. The primary components used in this setup 

include the LM35 Temperature Sensor, AD8232 ECG Sensor, 

and Pulse Sensor, Arduino Uno. The multi-sensor, along with 

the portable IoT-based microcontroller suggested system of 

CVD prediction, gathers and processes the physiological data 

in this paper. The body temperature reading is given using the 

LM35 Temperature Sensor. It gives an analogue output 

proportional to temperature that ranges with ±0.5 °C accuracy. 

The Pulse Sensor measures the user's heart rate by blood flow 

through the finger in order to deliver analogue signals through 

its output, which represents the heartbeat. AD8232 ECG Sensor 

ensures that the electrical activity of the heartbeat is taken so 

that an output ECG signal can be delivered. Since it provides 

high-quality signals, the operational amplifiers and filters are 

built for signal conditioning. With a USB connection, six 

analogue inputs, fourteen digital input/output pins, and an 

ATmega328P core, this microcontroller board is known as 

Arduino Uno. It communicates with sensors to collect data and 

then uploads it to the cloud. Such meticulous planning allows 

for comprehensive and precise surveillance of the HDP of 

cardiac illness. Fig. 1 shows the IoT Model design for HDP. 

2) AD8232 ECG sensor: This sensor acquires the heart's 

electrical activities. With an output connection to an analogue 

input pin, which is A2 in Arduino Uno, this sensor gives the 

ECG signal, which forms the basis for diagnosing heart 

conditions. This sensor is critical since it provides details of the 

electrical activities that are going on in the heart and can, 

therefore, detect any abnormal heart activities. The processing 

unit of this system is the Arduino Uno microcontroller. Here, 

programming does all the data readings from all connected 

sensors; some initial preprocessing is done for noisy data. These 

processed bits of data are sent into a cloud-based IoT Platform. 

All the sensors inter-interface with the Arduino Uno through the 

analogue input pins of the board. For wireless communication, 

a Wi-Fi (or) Bluetooth module is used. The system uses a Wi-

Fi module like ESP8266, for instance, or Bluetooth, like the 

HC-05. Using the Wi-Fi module, Arduino could send the data 

directly to a cloud server using the Message Queuing Telemetry 

Transport (MQTT) protocol. The protocol is. Light messaging 

protocol is super ideal for IoT applications. On the other hand, 

the Bluetooth module sends it to nearby devices, such as a 

Smartphone, that would forward this data to the cloud server. 

The transmitted data is stored in a cloud-hosted database, 
commonly of the NoSQL type, such as MongoDB, in order to 
handle the unstructured nature of the sensor data. The cloud 
storage solution provides scalability and security to store large 
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volumes of data that can be accessed anytime. The raw ECG 
data is cloud-prepped and cleaned for noise by using the 
technique of Transfer by Subspace Similarity or, basically, 

TBSS. From the cleaned-up data, FE accommodates the 
temporal and spatial features of the ECG signals. 

 
Fig. 1. The IoT model for CVD prediction. 

C. Data Collection 

The dataset of heart disease was developed from the UCI 
Machine Learning Repository. Out of the 75 sets of attributes 
in this data set, only 14 have been considered for prediction 
purposes. The dataset includes the records of 303 patients, 
encompassing various factors. There are different types of chest 
pain, including typical angina, non-anginal pain, atypical 
angina, or asymptomatic. Resting ECG results may include 
regular patterns, ST-T wave abnormalities, and indications of 
left ventricular hypertrophy according to Estes' criteria. 
Meanwhile, thalassemia is categorised into three types: usual, 
fixed defect, and reversible defect. This extensive dataset 
allows for a thorough analysis, enabling the system to 
accurately predict heart disease using a wide range of patient 
profiles. 

 

 

Fig. 2.  (a) Data distribution per age (b) data distribution per chest pain type. 

Fig. 2(b) illustrates the distribution of chest pain types 
among patients in the dataset. A total of 497 patients experience 
typical angina, which is characterised by its predictability and 
association with physical exertion or stress. There are an 
additional 284 patients who are experiencing non-anginal pain, 
which is not related to any heart problems. There are 167 
patients who have been diagnosed with atypical angina, a 
condition that is characterised by its unpredictable nature and 
lack of association with physical exertion. Finally, there are 77 
patients who do not experience chest pain despite potentially 
having underlying heart issues. This distribution is beneficial 
for accurately diagnosing heart conditions, training ML models, 
and efficiently planning healthcare resources. 

1) Preprocessing of TBSS: For the HDP technology to be 

reliable and accurate, the data must be adequately extracted. In 

order to ensure that the ECG signals collected by the sensors 

we use are noise-free, researchers use an advanced technique 

called TBSS in the present study. This approach is essential for 

filtering unprocessed sensor data, which is overflowing with 

noise and distortion and may significantly affect our prediction 

algorithms' accuracy. By transforming the uncompressed 

signals into a refined subspace and minimising errors, the TBSS 

approach improves the level of accuracy of ECG signal 

classification. 

The initial stage of the recommended method is collecting 
unprocessed ECG signals employing the AD8232 ECG Sensor 
that is connected to the Arduino Uno programming board. 
Interference from electricity and patient motion are two of the 
numerous forms of noise that can be detected in these signals. 
The application of digital filters makes it possible to deal with 
the starting point noise. The vital elements of the ECG signals 
can be separated from noise in the background and baseline 
variation through the use of these filters. Principal Component 
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Analysis (PCA) is an approach that represents the filtered 
signals in a lower-dimensional subspace. By filtering to 
eliminate extra noise, these methods reliably capture the vital 
features of the ECG signals. Researchers test the predicted 
signals to a set of ideal ECG signals within the domain in order 
to analyse data. Here, we compare the corrupted signals to the 
clean signals of reference in the simulated space to determine 
how comparable they are. Using this comparable metric system, 
researchers can determine precisely how comparable the good-
quality signals are to the noisy ones. This can be represented 
formally as EQU (3). 

𝑆(𝑋𝑐𝑙𝑒𝑎𝑛 , 𝑋𝑛𝑜𝑖𝑠𝑦) = ∑ (
𝑋𝑐𝑙𝑒𝑎𝑛,𝑖 ∙ 𝑋𝑛𝑜𝑖𝑠𝑦,𝑖

‖𝑋𝑐𝑙𝑒𝑎𝑛,𝑖‖‖𝑋𝑛𝑜𝑖𝑠𝑦,𝑖‖
)𝑛

𝑖=1           (3) 

where 𝑋𝑐𝑙𝑒𝑎𝑛  are the reference clean signals, 𝑋𝑛𝑜𝑖𝑠𝑦  are the 

noisy signals, and 𝑆 is the similarity measure. In order to create 
unreliable signals that appear increasingly similar to the free 
signals from the signal's source, researchers use the calculated 
similarity to modify signals. This method improves the ECG 
signals by eliminating unwanted FP and noise in the 
background. 

The result of the TBSS process is a set of cleaned ECG 
signals 𝑋𝑐𝑙𝑒𝑎𝑛 == {𝑥′1, 𝑥′2, … , 𝑥′𝑛}  which are then ready for 
further FE and classification. The TBSS technique gives us the 
ability to enhance the ECG quality of the signal significantly. 
A precise human HDP algorithm requires precise FE and 
classification, which have been significantly improved by 
higher quality. By ensuring more clean data, the TBSS 
preliminary processing phase is essential to enhancing the 
overall accuracy and reliability of the HDP system. 

Algorithm 1. Algorithm for TBSS 

Input: Raw ECG signals X, Reference clean signals 𝑋𝑐𝑙𝑒𝑎𝑛 

Output: Cleaned ECG signals 𝑋′𝑐𝑙𝑒𝑎𝑛  

Step 1. 1: 𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 ← ApplyNoiseFiltering(X) 

Step 2. 2: 𝑋𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑  ← ApplySubspaceProjection(𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑) 

Step 3. 3: 𝑋𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑  ← [] 

Step 4. 4: for each 𝑥𝑝𝑖in 𝑋𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 do 

Step 5. 5:     S ← CalculateSimilarity(𝑋𝑐𝑙𝑒𝑎𝑛, 𝑥𝑝𝑖) 

Step 6. 6:     𝑥𝑟𝑖 ← AdjustSignal(𝑥𝑝𝑖, S, 𝑋𝑐𝑙𝑒𝑎𝑛) 

Step 7. 7:     Append 𝑥𝑟𝑖 to 𝑋𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑  

Step 8. 8: end for 

Step 9. 9: 𝑋′𝑐𝑙𝑒𝑎𝑛 ← 𝑋𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑  

Step 10. 10: return 𝑋′𝑐𝑙𝑒𝑎𝑛 

Function ApplyNoiseFiltering(X) 

 𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑  ← [] 

For Each xi in X, Do 

𝑥𝑝𝑖 ← LowPassFilter(𝑥𝑖) 

𝑥𝑝𝑖 ← HighPassFilter(𝑥𝑝𝑖) 

𝑥𝑝𝑖← BandPassFilter(𝑥𝑝𝑖) 

Append 𝑥𝑝𝑖 to 𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑  

End For 

Return 𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑  

Function ApplySubspaceProjection(𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑) 

𝑋𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 ← PCA(𝑋𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑)  

Return 𝑋𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑  

Function CalculateSimilarity(𝑋𝑐𝑙𝑒𝑎𝑛, 𝑥𝑝𝑖) 

For Each 𝑋𝑐𝑙𝑒𝑎𝑛𝑗
 in 𝑋𝑐𝑙𝑒𝑎𝑛Do 

 S += (DotProduct(𝑋𝑐𝑙𝑒𝑎𝑛𝑗
, 𝑥𝑝𝑖) / (Norm(𝑋𝑐𝑙𝑒𝑎𝑛𝑗

) * Norm(𝑥𝑝𝑖))) 

End For 

Return S 

Function AdjustSignal(𝑥𝑝𝑖, S, 𝑋𝑐𝑙𝑒𝑎𝑛) 

𝑥𝑟𝑖 ← 𝑥𝑝𝑖* S 

For Each 𝑋𝑐𝑙𝑒𝑎𝑛𝑗
 in 𝑋𝑐𝑙𝑒𝑎𝑛 do 

𝑥𝑟𝑖 += 𝑋𝑐𝑙𝑒𝑎𝑛𝑗
 * (S / length(𝑋𝑐𝑙𝑒𝑎𝑛)) 

End For 

Return 𝑥𝑟𝑖 

D. FE Using Convolutional Neural Network (CNN) 

The key component of the preliminary processing queue, 
FE transforms filtered ECG signals into beneficial attributes for 
an algorithm that HDP`. To perform automated FE from the 
initially processed ECG signals, researchers use CNNs in the 
present investigation. CNNs are particularly effective in 
capturing local patterns in data, making them ideal for 
processing time-series signals like ECGs. 

The cleaned ECG signals 𝑋𝑐𝑙𝑒𝑎𝑛 == {𝑥′1, 𝑥′2, … , 𝑥′𝑛}  are 
segmented into fixed-length windows to standardize the input 
size for the CNN. A CNN model is constructed with multiple 
layers, each designed to extract different levels of features from 
the ECG signals. Fig. 3 shows the Planned CNN for FE. 

 

Fig. 3. The proposed CNN model for FE. 
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The input layer receives the segmented ECG signals. Each 
segment is represented as a matrix 𝑆 ∈ ℝ𝑇×𝐶 , where 𝑇 is the 
length of the segment, and 𝐶  is the number of channels or 
features. 

The convolutional layers utilise multiple filters to analyse 
the input data and identify local patterns, such as peaks and 
valleys in the ECG signals. Filters ′𝑤′ slide over the input data 
and perform a convolution operation to generate a feature map. 
The first convolutional layer applies ′𝐹1′ filters of size 𝑘1 ×  𝐶 
to the input segments. It produces feature maps 𝑀1  by 
convolving the filters with the input EQU (4). 

𝑀{1,𝑗}  = 𝜎(𝑊{1,𝑗} ∗  𝑆 +  𝑏{1,𝑗})  (4) 

where 𝑊{1,𝑗} and 𝑏{1,𝑗} are the weights and biases of the 𝑗-th 

filter, ′ ∗ ′  denotes the convolution operation, and ′𝜎′  is the 
activation function (ReLU). Subsequent convolutional layers 
apply ′𝐹𝑙′ filters of size 𝑘𝑙 ×  1 to the feature maps from the 
previous layer, EQU (5). 

𝑀{𝑙,𝑗}  = 𝜎(𝑊{𝑙,𝑗} ∗  𝑀{𝑙−1}  +  𝑏{𝑙,𝑗}) (5) 

In order to make the feature maps more concise while 
keeping all the relevant data, pooling layers are implemented, 
typically using max pooling or average pooling. Max pooling 
reduces each feature map by taking the maximum value within 
non-overlapping regions of size -np, represented as EQU (6) 

𝑃{𝑙,𝑗}  =  𝑀𝑎𝑥𝑝𝑜𝑜𝑙(𝑀{𝑙,𝑗}, 𝑝)  (6) 

The resulting feature maps are flattened into a single vector. 
This vector represents the extracted features from the input 
ECG segment. Let ′𝑓′ denote the flattened feature vector. The 
flattened vector is fed into fully connected layers to combine 
the extracted features and enable further learning, EQU (7). 

ℎ𝑖  = 𝜎(𝑊𝑖  𝑓  +  𝑏𝑖)   (7) 

where 𝑊𝑖 and 𝑏𝑖 are the weights and biases of the 𝑖-th fully 
connected layer. When it comes to classification, the output 
layer usually employs a sigmoid or SoftMax activation process.  
In this test case, the features are classified into normal or 
abnormal heartbeat rates. This is represented as EQU (8). 

𝑦 =  𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑊{𝑜𝑢𝑡}ℎ + 𝑏{𝑜𝑢𝑡})  (8) 

where ′𝑦′ is the output probability distribution over classes. 
The first Conv1D layer applies 32 filters of size 5 to the input 
data using a one-dimensional convolution operation with a 
Rectified Linear Unit (ReLU) activation function. To further 
reduce the data's density while keeping the most relevant 
features, the MaxPooling1D layer uses max pooling with a pool 
size of 2. A second Conv1D layer then applies 64 filters of size 
3 and ReLU activation to the output of the previous layer. 
Following this, another MaxPooling1D layer with a pool size 
of 2 further down-samples the data. In order to make it suitable 
for entry to the thick layers, the Flatten layer converts the output 
through a one-dimensional array, a fully connected Dense layer 
with 128 units and a ReLU activation function is then applied 
to the flattened data. 

To prevent overfitting, a dropout layer is used, applying 
dropout regularization with a rate of 0.5 and randomly setting 
50% of the input units to zero during training. Lastly, the two 
classes' categorization probabilities are produced by the 2-unit 
Dense output layer using a SoftMax activation function. 

E. Proposed Model of Hybrid CNN-LSTM with Talos Hyper-

Parameter Optimization  

The CNN+LSTM hybrid model brings together the rewards 
of CNN+LSTM. While LSTMs are suitable for learning 
dependencies over time, CNNs, on the other hand, tend to be 
utilized more effectively in spatial FE from the ECG signals. 
Additional improvement in performance is achieved by using 
Talos for hyper-parameter optimization. Fig. 4 shows the 
Architecture of the Hybrid CNN+LSTM with Talos Hyper-
Parameter Optimization. 

Spatial FE from the pre-processed ECG signals by passing 
them through convolutional layers. These patterns in the ECG 
data include QRS complexes, P and T-waves. The sequence of 
spatial features that are assumed by CNN is then fed into LSTM 
layers to capture temporal dependencies. By doing so, the 
temporal patterns and trends in the ECG signals are learnt by 
the model for accurate HDP, which is very important. The 
output from the LSTM layers is fed into fully connected layers 
to combine the features and produce the final heart rate 
prediction. 

 
Fig. 4. Architecture of hybrid CNN+LSTM model with talos hyper-parameter optimization. 
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For a sequence of CNN feature vectors {𝑥𝑡} where 𝑡 is the 
time step, EQU (9) to EQI (14). 

LSTM Cell Computations, 

𝑓𝑔𝑡 = 𝜎(𝑊𝑓𝑔 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓𝑔)  (9) 

𝑖𝑡𝑡 = 𝜎(𝑊𝑖𝑡 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖𝑡)  (10) 

𝐶�̃�𝑡 = 𝜎(𝑊𝑐𝑔 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐𝑔)  (11) 

𝐶𝑔𝑡 = 𝑓𝑔𝑡 ⊙ 𝐶𝑔𝑡−1 + 𝐶�̃�𝑡  (12) 

𝑜𝑡𝑡 = 𝜎(𝑊𝑜𝑡 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜𝑡)  (13) 

ℎ𝑡 = 𝑜𝑡𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝐶𝑔𝑡)   (14) 

where ‘𝜎′ is the sigmoid function, 𝑡𝑎𝑛ℎ is the hyperbolic 
tangent function, 𝑊  and 𝑏  are weights and biases, and ⊙ 
denotes element-wise multiplication. 

For the LSTM output ℎ𝑡 at the final time step 𝑇, EQU (15). 

𝑦 =  𝑊𝑦 ⋅  ℎ𝑇  +  𝑏𝑦   (15) 

where 𝑊𝑦 and 𝑏𝑦 are the weights and biases of the fully 

connected layer. The hybrid CNN+LSTM starts with an input 
layer that determines the form of the information. To start with, 
there is the first Conv1D layer, which uses 1-D convolution 
operation with ReLU activation function by applying 32 filters 
of size 5 to the input data then followed by a MaxPooling1D 
layer having pool size two, thus reducing data dimensionality 
and maintaining significant features. The next step is another 
Conv1D layer holding 64 filters of size 3 together with the 
activation function of ReLu for extracting more spatial features. 
Additionally, this includes another MaxPooling1D layer using 
pool size 2 to down-sample further the data. Secondly, the 
model also comes with a 100-unit-layered LSTM, which then 
processes the sequence of features derived from CNN layers by 
capturing the temporal dependencies in the data. 

The resulting output from this layer is then 1-D-arrayed into 
a flattened array using a flattened layer before being fed to 
dense layers. After that, there is a dense layer with 128 neurons 
and a ReLU activation function, which continues processing the 
extracted features. A dropout rate of 0.5 has been used in this 
model in order to avoid overfitting; it means that during 
training, half of all input units will be randomly set to ‘0’ every 
time. Finally, the model finishes with a SoftMax activation 
function in its output Dense Layer, which contains two units 
representing classification probabilities for normal or abnormal 
class options. Through the Talos software package, various 
hyperparameters such as filter number, learning rates, kernel 
sizes, and number of LSTM units, dropouts’ rates, batch_size 
are optimized, increasing the performance and robustness of 
this model.  

Algorithm 2. Algorithm for Hyper Parameter Optimization 

using Talos 

Input: Pre-processed ECG data 𝑋, labels 𝑦, parameter grid 𝑃 

Output: Optimized CNN-LSTM with best hyper-parameter 

configuration 

Step 1: Data Preparation 

1.1 Split data into training and testing sets 

(𝑋𝑡𝑟𝑎𝑖𝑛, 𝑋𝑡𝑒𝑠𝑡 , 𝑦𝑡𝑟𝑎𝑖𝑛, 𝑦𝑡𝑒𝑠𝑡)  = train_test_split (X, y, 𝑡𝑒𝑠𝑡𝑠𝑖𝑧𝑒 =0.2, 

𝑟𝑎𝑛𝑑𝑜𝑚𝑠𝑡𝑎𝑡𝑒=42) 

1.2 Standardize the data using StandardScaler 

𝑋𝑡𝑟𝑎𝑖𝑛  = scaler.fit_transform (𝑋𝑡𝑟𝑎𝑖𝑛 .reshape(-1, 𝑋𝑡𝑟𝑎𝑖𝑛 .shape[-1])). 

reshape(𝑋𝑡𝑟𝑎𝑖𝑛.shape) 

𝑋𝑡𝑒𝑠𝑡  = scaler. Transform ( 𝑋𝑡𝑒𝑠𝑡 .reshape(-1, 𝑋𝑡𝑒𝑠𝑡 .shape[-1])). 

reshape(𝑋𝑡𝑒𝑠𝑡.shape) 

1.3 Convert labels to categorical format 

    𝑦𝑡𝑟𝑎𝑖𝑛 = to_categorical (𝑦𝑡𝑟𝑎𝑖𝑛, num_classes=2) 

    𝑦𝑡𝑒𝑠𝑡 = to_categorical (𝑦𝑡𝑒𝑠𝑡, num_classes=2) 

Step 2: Model Creation Function 

2.1 Define create_model function to build and compile the CNN-LSTM 

using  hyper-parameters from 𝑃 

Step 3: Define Parameter Grid 

3.1 Specify the range of hyper-parameters in 𝑃 

Step 4: Perform Hyper-Parameter Optimization 

4.1 Use the Talos Scan function to train models with different hyper-

parameter combinations 

t=talos.Scan(x=𝑋𝑡𝑟𝑎𝑖𝑛,y=𝑦𝑡𝑟𝑎𝑖𝑛, params=P, model=create_model,   

experiment_name='hybrid_cnn_lstm', 𝑥𝑣𝑎𝑙 =𝑋𝑡𝑒𝑠𝑡, 𝑦𝑣𝑎𝑙=𝑦𝑡𝑒𝑠𝑡) 

Step 5: Analyze Results 

5.1 Analyze results using the Talos Analyze function to identify the best 

hyper-parameter     

Configuration 

a = Talos.Analyze(t) 

5.2 Print or store analyzed data print(a.data) 

Step 6: Deploy Best Model 

6.1 Retrieve and save the best model configuration using the Talos 

Deploy function 

𝑏𝑒𝑠𝑡𝑚𝑜𝑑𝑒𝑙 = Talos.Deploy(t, 'best_model') 

End Algorithm 

IV. RESULT ANALYSIS 

A. About Simulation Data and Tool 

This section analyses the performance of the optimized 
CNN+LSTM after hyper-parameter optimization using Talos. 
This study evaluates the model using numerous metrics, 
compares its performance with baseline models, and gains 
insights from the hyperparameter tuning process. These 
measures are used to measure how well the model works. The 
term "accuracy" refers to the number of correctly anticipated 
events in a fraction of all cases, EQU (16). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃+ 𝑇𝑁+ 𝐹𝑃 + 𝐹𝑁
    (16) 

where 𝑇𝑃 is true positive, 𝑇𝑁 is true negative, 𝐹𝑃 is false 
positive, and 𝐹𝑁 is false negative. Precision, EQU (17), is the 
proportion of accurate analyses to the total number of accurate 
predictions. 

Precision (Pre)  =  
𝑇𝑟𝑃𝑡 

𝑇𝑟𝑃𝑡 + 𝐹𝑎𝑃𝑡 
    (17) 

The sensitivity or recall of a model of prediction is 

expressed as the percentage of accurate predictions compared 

with the overall number of positive cases, represented as EQU 

(18). 

Recall(Rec) =  
𝑇𝑟𝑃𝑡 

𝑇𝑟𝑃𝑡 + 𝐹𝑎𝑁𝑡 
    (18) 

EQU (19) demonstrates that the F1-score, an unbiased 
measurement, provides the harmonic mean of recall and 
accuracy. 
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F1 − score = 2 ×
Pre⋅Rec

Pre+Rec
   (19) 

Considering the test set, the improved CNN+LSTM's 
metrics for performance are displayed in Table I. These 
parameters entirely assess the ability of the model to 
differentiate between normal and abnormal ECG signals. 

TABLE I. PERFORMANCE ASSESSMENT OF THE CNN+LSTM HDP 

Metric Value 

Accuracy 99.1% 

Precision 98.8% 

Recall 99.5% 

F1-Score 99.1% 

AUC-ROC 0.99 

The optimised CNN+LSTM improves the standard model 

in ECG signal classification based on its success measures. The 

algorithm is highly successful, with statistics like an F1-score 

of 99.1%, a recall of 99.5%, a precision of 98.8%, and an area 

under the curve (AUC-ROC) of 0.99. The accuracy of the 

method for HDP is demonstrated by the above findings. In 

Table II, the developers observe how the improved 

CNN+LSTM fares in comparison to two baseline models, one 

of which uses CNN and the other LSTM. The comparison 

below indicates that the CNN+LSTM's hybrid model and 

hyper-parameter optimisation significantly boosted 

performance. 

TABLE II. PERFORMANCE COMPARISON OF THE PROPOSED OPTIMISED 

CNN+LSTM WITH THE BASELINE MODEL 

Metric 
Optimized 

CNN+LSTM 

Baseline 

CNN 

Baseline 

LSTM 

Accuracy 99.1% 88.1% 87.4% 

Precision 98.8% 86.5% 85.8% 

Recall 99.5% 89.0% 88.5% 

F1-Score 99.1% 87.7% 87.1% 

AUC-

ROC 
0.99 0.91 0.90 

Metrics for accuracy indicate that the CNN+LSTM with 
optimisations functions exceptionally well regarding ECG 
signal detection. The model exhibits high performance with 
99.1% accuracy, 98.8% precision, 99.5% recall, 99.1% F1-
score, and 0.99 AUC-ROC. The validity of the method for 
HDP has been demonstrated by the above findings. 
Incorporating CNN and LSTM layers and fine-tuning hyper-
parameters provides significant improvements throughout all 
metrics when compared to the standard CNN and LSTM. With 
this fine-tuned approach, researchers have a robust and accurate 
method for HDD. 

Fig. 5 provides outcomes demonstrating how the improved 
CNN+LSTM is superior to the standard models. Throughout 
the duration of the epochs, the improved CNN+LSTM exhibits 
significant enhancements to reliability rates. Beginning at 
approximately 17.64%, the model achieves a maximum 
accuracy of 99.19%, showcasing a strong learning process and 
impressive final performance. On the other hand, the Standard 

CNN exhibits a consistent rise before reaching a plateau of 
approximately 88%. It starts at 13.19% but falls short of the 
impressive accuracy levels achieved by the optimised model. 

 
(a) Optimized CNN+LSTM 

 
(b) Standard CNN 

 
(c) Standard LSTM 

Fig. 5. Accuracy of the proposed vs standard model (a) Optimized 

CNN+LSTM (b) Standard CNN (c) Standard LSTM. 

In comparison, the initial LSTM begins at 16.18% and 
gradually improves over time, reaching a peak of 87.39%. 
However, it does not match the performance achieved by the 
optimised CNN+LSTM. The optimised CNN+LSTM 
demonstrates excellent accuracy, suggesting its ability to 
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capture spatial and temporal features of ECG signals 
effectively. Hyper-parameter optimisation is vital for achieving 
high performance, as demonstrated by the significant 
improvements over the baseline models. This comparison 
clearly highlights the superiority of the optimised CNN+LSTM 
for ECG signal classification, confirming the gain of integrating 
CNN and LSTM layers and fine-tuning their hyper-parameters 
to improve model performance. 

 
(a) Optimized CNN+LSTM 

 
(b) Standard CNN 

 
(c) Standard LSTM 

Fig. 6. Loss of the proposed vs Standard model (a) Optimized CNN+LSTM 

(b) Standard CNN (c) Standard LSTM. 

The performance metrics shown in Fig. 6 determine the 
higher effectiveness of the optimised CNN+LSTM in 
minimising loss. The CNN+LSTM shows a remarkable and 
consistent reduction in loss in the training process. It starts at 
around 1.88 and reaches an impressively low value of 0.001 at 
the end of training. The significant decrease in performance 
suggests that the model is effectively acquiring knowledge and 
progressing towards convergence. By contrast, the baseline 
CNN exhibits a steady decline in loss, starting at 1.98 and 
reaching approximately 0.206 after the training phase. 
Although the CNN demonstrates improvement, it falls short of 
achieving the same low-loss values as the optimised 
CNN+LSTM. 

The standard LSTM continues a similar pattern, with a 
comparatively sizeable first loss of 2.67 that reduces to about 
0.102 as training progresses. The LSTM model's efficiency is 
poor despite this significant loss reduction. With its exceptional 
performance, the improved CNN-LSTM reduces loss 
dramatically while maintaining the temporal and spatial 
features of ECG signals. The value of optimising 
hyperparameter settings is demonstrated by a significant 
decrease in loss when compared to the standard model. Its 
accuracy has been significantly boosted owing to this refining 
analysis, and it is currently highly successful for ECG signal 
classification. 

 
Fig. 7. Confusion Matrix (CM) of the proposed model on the optimized 

CNN+LSTM. 

Fig. 7 indicates the CM for the recommended model, using 
the optimized CNN-LSTM, and highlights its classification 
performance across four classes: "Typical Angina" (0), 
"Atypical Angina" (1), "Non-Anginal Pain" (2), and 
"Asymptomatic" (3). The model achieved perfect classification 
for "Typical Angina" (0) and "Non-Anginal Pain" (2), 
accurately identifying 100% of examples in these classes. For 
"Atypical Angina" (1), the model adequately classified 97.37% 
of examples, with minor misclassifications: 0.88% into 
"Typical Angina" (0), "Non-Anginal Pain" (2), and 
"Asymptomatic" (3). The "Asymptomatic" (3) class had a 
precise classification rate of 98.68%, with 1.32% of examples 
misclassified as "Non-Anginal Pain" (2). Overall, the optimized 
CNN+LSTM model proves high accuracy, mainly excelling in 
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the "Typical Angina" (0) and "Non-Anginal Pain" (2) 
categories. The trivial misclassifications in the "Atypical 
Angina" (1) and "Asymptomatic" (3) classes are nominal, 
signifying that the model effectively distinguishes between 
different types of chest pain. This analysis highlights the 
reliability and precision of the projected model, highlighting its 
potential for accurate HDP with only slight areas requiring 
further improvement. 

V. CONCLUSION AND FUTURE WORK 

The adoption of an Internet of Things (IoT)-based Heart 
Disease Prediction (HDP) system that uses Deep Learning 
(DL) methods and the platform developed by Arduino to sort 
electrocardiogram (ECG) signals into four classes—"Typical 
Angina" "Atypical Angina," "Non-Anginal Pain," and 
"Asymptomatic"—has been demonstrated. Applying hyper-
parameter optimisation with Talos, also known as this 
framework, improved a CNN-LSTM, which generated 
excellent metrics. It obtained preciseness of 98.8%, recall of 
99.5%, F1-score of 99.1%, and AUC-ROC of 0.99, in specific. 
Accuracy was 99.1%. The results show the accuracy with 
which the system can distinguish between numerous sorts of 
coronary artery disease. The study introduced an innovative 
preliminary processing approach termed Transfer by Subspace 
Similarity (TBSS). TBSS effectively eliminated errors from 
ECG signals, which significantly improved the accuracy of 
classification. The higher accuracy of the Machine Learning  
(ML) algorithms was backed by thorough evaluation with the 
renowned MIT-BIH-AR database, which emphasised the 
success of the hybrid CNN-LSTM. The proposed approach 
possesses the capacity to predict the risk of heart disease 
accurately, and this research emphasises the model's potential, 
which renders it a valuable tool for medical investigations. 

Implementing real-time deployments, researching more 
complex layouts, integrating new feature engineering methods, 
and enhancing data heterogeneity through augmentation will be 
the key objectives of future work. Enhancing the model's 
accessibility and performing significant research investigations 
to verify its effectiveness in real-life scenarios are also 
important. Further modifications to the described model, 
enhancing its accuracy, reliability, and application across 
different types of healthcare, may be feasible following more 
research into these domains. In the future, this will lead to better 
patient health and enable the earlier HDP problems. 
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Abstract—Artificial Intelligence with NLP has revolutionized 

the legal industry, which was previously under-digitized, and it's 

eager to adopt digital technologies for increased efficiency. Case 

backlog issues, exacerbated by population growth, can be 

alleviated by AI's potential in decision prediction for laypeople, 

litigants, and adjudicators. Legal judgment prediction (LJP) is 

viewed as a text classification cum prediction problem, with 

encoding models crucial for accurate textual representation and 

downstream tasks. These models capture syntax, semantics, and 

context, varying in performance based on the task and dataset. 

Selecting the right model, whether traditional ML or DL, using 

different evaluation metrics, is complex. This paper addresses the 

above research gap by reviewing 12 cutting-edge ML models and 

10 DL models with two embedding methods on real-time Madras 

High Court criminal cases from Manupatra. The comprehensive 

comparison of classifier models on real-time case documents 

provides insights for researchers to innovate despite challenges 

and limitations. Evaluation metrics like accuracy, F1 score, 

precision, and recall show that Support Vector Machines (SVM), 

Logistic Regression, and SGD with Doc2Vec (D2V) encoding and 

shallow neural networks perform well. Although Transformers 

process longer input sequences with parallel word analysis and 

self-attention layers, they have weaknesses on real-time datasets. 

This article proposes a novel hybrid CNN with a transformer 

model to predict binary judgments, outperforming traditional 

ML and DL models in precision, recall, and accuracy. Finally, we 

summarise the most important ramifications, potential research 

avenues, and difficulties facing the legal research field. 

Keywords—Legal judgment prediction; encoding; SVM; SGD; 

Doc2vec; CNN; transformers 

I. INTRODUCTION 

Legal Artificial Intelligence is a fast expanding field that 
includes managing and analyzing massive amounts of legal 
documents with the aid of cutting-edge algorithms and 
machine learning techniques. Text classification is a versatile 
and powerful technique that can automate and streamline 
various aspects of information management, decision-making, 
and user interaction in a wide range of industries and 
applications. It enables organizations to extract valuable 
insights from text data and enhance their operational efficiency 
and user experience. Processing casefacts based on final 
judgment has always been done manually. However, it can be 
highly expensive and takes up a lot of the time of the 
personnel, if done manually. Automated text classification 
technologies can be of great assistance in this situation. To 
efficiently structure and analyse massive amounts of text, we 
integrate NLP and machine learning models. Though the work 
involves preprocessing steps of raw legal documents it 

emphasizes on the effect of different Word embedding on 
classifier models. As maximum information loss occurs at 
encoding stage and, only a few studies have focused on 
identifying the influence of the features and interpreting the 
machine learning models, the comprehensive comparison done 
in this survey would be an eye-opener for researchers in the 
field of Natural Language Processing. Legal Judgment 
Prediction is generally considered as a text classification cum 
prediction. Fig. 1 sketches the general steps in machine 
learning and deep learning models used in the prediction of 
judgment whether the case is allowed or dismissed based on 
the preprocessed casefacts. In both machine learning and deep 
learning models, the initial raw case document undergoes 
preprocessing steps such as word-level tokenization, 
lemmatization and stemming. Feature extraction using count-
based models is done using lemmatized case document. In the 
deep learning model, feature extraction is done with dense 
embedding and hidden layer. 

 
Fig. 1. Text classification using ML and DL model. 

A. Benefits of ML and DL Models in LJP 

 Improved Accuracy and Consistency  

 Efficiency and timesaving 

 Cost-effectiveness 

 Data driven Insights are better 

B. Limitations of Legal Judgment Prediction 

The limitations on the study of legal judgment prediction 
are listed in the following points. 

 Ambiguity in Legal Language 
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 Context Sensitivity 

 Lack of Standardization 

 Imbalanced Datasets. 

 Data Annotation Challenges 

 Lengthy Documents 

 Lack of experimental analysis with real time casefacts 
using Machine Learning  and Deep Learning models 

As most of the existing research works are on legal 
judgment prediction with synthesized Chinese court case 
datasets and they do not emphasize on different encoding 
methods which results in information loss, our study with 
proposed Hybrid CNN model addresses the effect of different 
embedding methods thereby addressing the above research 
gap. 

The aim of this systematic review is to determine the best 
ML and DL model and compare its performance based on 
different embedding methods and it also highlights the impact 
of using Transformer along with CNN for text documents. 
Specifically, this review aims to answer the following research 
questions given in Table I. 

TABLE I. RESEARCH QUESTION 

ID Question 

RQ
1 

Which Machine Learning and Deep Learning models perform 
better to classify real time case documents for judgment 
classification 

RQ
2 

Does change of encoding models have an impact on prediction 
accuracy? 

RQ
3 

Comparison of the baseline ML and DL methods and encoding 
methods based on evaluation metrics 

RQ
4 

Importance of proposed hybrid CNN with transformer model 

The following section of this article is organized as follows. 
: In Section II, we discuss related works on legal Judgment 
prediction. Section III outlines the experimental ML and DL 
methods. Section IV outlines the hybrid CNN model with a 
transformer. Section V presents the performance analysis and 
Section VI concludes the paper and suggests directions for 
future works. 

II. RELATED WORKS 

Predictive analytics and NLP have seen significant 
exploration in the legal domain. Kort [1] underscored the role 
of quantitative analysis in predicting US Supreme Court 
outcomes. Studies like those by Octavia-Maria et al. [2] and 
Katz et al. [5] have further validated machine learning for legal 
predictions, using SVM classifiers to forecast French Supreme 
Court decisions and a time-evolving random forest classifier to 
predict US Supreme Court behavior, showcasing machine 
learning's utility in legal analysis. 

Legal prediction models now cover a wider range of 
scenarios, thanks to recent developments in deep learning. 
Recent advancements in deep learning have expanded the 
scope of legal prediction models. Chalkidis et al. [3] explored 

neural models for judgment prediction, demonstrating their 
superiority over traditional methods. Kaufman et al. [6] 
introduced AdaBoosted Decision Trees for forecasting US 
Supreme Court decisions, achieving remarkable accuracy by 
incorporating textual data from oral debates. 

Furthermore, the advent of pre-trained language models 
like Devlin et al., [7] has introduced BERT which 
revolutionized natural language understanding tasks. Chalkidis 
et al. [8] developed LEGAL-BERT, a domain-specific 
language model trained on legal texts, highlighting its potential 
to enhance legal text analysis accuracy. Attention mechanisms 
have also been utilized for legal judgment prediction, as 
demonstrated by G. Sukanya and Priyadarshini J. [15], 
proposed a Modified Hierarchical Attention Network (MHAN) 
for precise outcome prediction using hybrid classifier in Indian 
judicial cases. 

While these studies showcase the immense potential of 
machine learning and NLP in legal analytics, challenges such 
as model interpretability, bias in training data, and adaptability 
across legal systems and languages remain significant concerns 
[4] [13]. Also, the application of real-time court cases on all 
traditional machine learning with different encoding methods 
and deep learning models is yet to be explored. Furthermore, 
the complexity of legal texts and the need for large, specialized 
datasets pose additional hurdles in model development and 
evaluation [9] [10] [11] [12]. Also, most of the existing works 
were done using Chinese cases such as the CAIL dataset [20] 
[21] [22] only and very few using other case datasets [23] such 
as ECHR (European Convention of Human Rights). 

Vaswani et al. [16] introduced the importance of attention 
mechanism in Transformer, a novel neural network 
architecture that relies solely on attention mechanisms, 
eliminating the need for recurrent or convolutional layers. This 
design allows for increased parallelization, significantly 
reducing training time. The Transformer model achieves state-
of-the-art performance on machine translation tasks, 
demonstrating its effectiveness and efficiency. Furthermore, it 
generalizes well to other tasks like English constituency 
parsing, showcasing its versatility and potential for a wide 
range of applications. 

Existing works which explained the transformer model 
briefly such as GPT-3, BERT [7], and T5 [17] provide an 
overview of Transformer models, highlighting their 
significance in machine learning, especially in NLP. It 
introduces transformers as a breakthrough architecture that 
outperforms earlier models, such as RNNs, by allowing data to 
be processed in parallel, increasing efficiency and model 
performance [16]. To help the Transformer comprehend 
context and relationships within data, the paper goes into detail 
on important ideas like positional encodings, attention 
mechanisms, and self-attention. The impact of transformers in 
a variety of applications—from content creation to language 
translation—as well as their part in the creation of cutting-edge 
models like GPT-3 and BERT are also covered. 

To sum up, the amount of research on NLP and predictive 
analytics in legal settings shows how machine learning 
approaches are becoming more and more popular for use in 
courtroom decision-making. The ability to predict court 
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decisions with high accuracy has advanced significantly, with 
researchers having progressed from simple quantitative 
analyses to complex deep learning models. Nonetheless, there 
is still ongoing research being done on issues like domain 
adaptation, bias mitigation, and model interpretability. Future 
research should concentrate on creating more reliable and 
interpretable models that can handle the complexity of legal 
texts and adjust to different legal systems and languages as the 
field develops. 

A. Word Embeddings for Judgment Prediction 

The core of any NLP assignment is word embeddings since 
they let the computer comprehend human language. The 
semantic content of text can be captured via word embedding, 
which is essential for text representation, as there is problem of 
polysemy words. Word embedding technique has been applied 
to the text classification and prediction task in numerous 
research [14]. Word embeddings map the words or phrases 
from vocabulary into vectors or real numbers. They mainly 
help in feature extraction for text related tasks. 

Count based models such as one hot encoding, TF-IDF are 
generally used in traditional machine learning models. They 
work mainly on frequency of the words and do not deal with 
semantic representation of the word [18]. They are high 
dimensional and does not fulfill maximum representation of 
the document. Nowadays word embeddings such as Word2vec, 
Glove, Elmo, Doc2vec with shallow deep learning model to 
represent word into real valued vectors are used widely. They 
are again divided into static and dynamic word embeddings. 
The vector representation of any word is constant and does not 
change depending on the context for static word embedding 
models. In dynamic ones, a word's vector representation is 
generated using the context in which it is currently situated and 
changes as the context does. They represent the word by 
considering syntactic and semantic criteria. Choosing a correct 
word embedding for our application is also a tedious task, and 
this can be done by experimenting it with different word 
embedding in different Machine learning models. Sometimes 
customized word embeddings are used for certain specific 
applications as word embedding generally uses English words 
used in websites and ebooks which results in more Out of 
Vocabulary words during embedding. 

III. DATASET DESCRIPTION 

The dataset is prepared from 1466 unique real time raw 
case documents which comprises 15 types of criminal cases 
judged by Madras High Court for making legal predictions 
using Data Analytics and Machine Learning. The dataset is 
web scraped from the Manupatra website. Pipeline architecture 
has been used which uses text preprocessing stages such as 
removal of stopword, tokenization, stemming and 
lemmatization to convert the web scraped document into .csv 
file. With 36 distinct features, this dataset offers a 
comprehensive range of information, enabling in-depth 
analysis and insights into legal matters. Researchers, legal 
professionals, and analysts can leverage this dataset to explore 
patterns, trends, and correlations within the legal domain, 

contributing to advancements in legal research, policy 
formulation, and decision-making processes. Named Entity 
Recognition from SpaCy ,Genism Doc2Vec and Logistic 
Regression from sklearn models were used for Information 
Extraction. Table II shows the details of types of files. 

TABLE II. TYPES OF FILES EXTRACTED 

File Type Purpose 

 

 

JSON 

Legal Entities particularly Sections, Acts and Articles generated 

using Named Entity Recognition (NER) and Case Metadata 

obtained using String Matching Techniques and Regular 

Expressions. 

 

 

TXT 

All text data from the legal documents including facts, 

judgments and casenotes at different stages of preprocessing 
such as removal of stopwords, tokenization, stemming and 

lemmatiation are denoted as N1, N2, N3 and N4. 

 
CSV All single valued columns comprising of numerical data, file 

paths and other case data 

The relative file path of the lemmatized case facts, sections, 
acts, articles and judgments are the features used in 
experimental analysis of classifier models. Since the data 
available is not annotated, it was complex to extract more 
number of features from the dataset. 

IV. EXPERIMENTAL ANALYSIS 

Experimental analysis of machine learning and deep 
learning models is an indispensable part of the data science and 
AI landscape. It involves the systematic investigation of these 
models to understand their performance, strengths, and 
weaknesses especially for using real-time dataset. This 
empirical approach is crucial in fine-tuning model parameters, 
ensuring robustness and selecting the most appropriate model 
for a given problem, ultimately advancing the field of artificial 
intelligence and machine learning. 

In this section, the experimental setup using real time 
Madras High Court dataset with existing machine learning 
models and deep learning models is explained briefly and the 
outcomes are assessed using the evaluation metrics such as 
precision, recall and F1 score. Various encoding techniques, 
including Count Vectorizer, TF-IDF, and Doc2vec, were 
applied to 12 machine learning models which include SVM, 
KNN, MNB, Gradient Boost, Catboost, Adaboost, Random 
Forest, and Extra Trees. Additionally, deep learning models, 
including Shallow Neural Network, Deep Neural Network with 
varying numbers of dense layers, CNN, LSTM,GRU, 
Bidirectional GRU, Bidirectional LSTM, and Recurrent CNN 
with doc2vec embedding, were also examined. 

Following Fig. 2 and Fig. 3 depict the detailed process flow 
of experimental setup of LJP using classifiers. 

 
Fig. 2. Workflow process using machine learning models. 
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Fig. 3. Workflow process using deep learning models. 

Raw case documents are taken as input, which is then made 
to undergo preprocessing steps such as removal of stopwords, 
tokenization, stemming and lemmatization. The lemmatized 
casefacts without judgment is considered as input and the 
tokenids are used for training the classifier model. Machine 
learning models are made to undergo different frequency based 
encoding methods such as CountVectorizer,TF-IDF(Term 
Frequency-Inverse Document Frequency) and Doc2Vec after 
tokenization, whereas deep learning models used word2vec 
embedding vectors for each token. Models are fed tokenized 
text together with matching labels or objectives for 
classification tasks during the training phase. The models 
discover relationships and patterns between the tokens and the 
intended result. Each of the Machine learning model and deep 
learning model used in the empirical analysis is explained in 
the paragraphs below. Nowadays transformers are used widely 
to void long range dependencies and for contextual 
representation. The use of subword tokenization concept in 
transformers manages to give some real vector value even for 
Out Of Vocabulary words. Finally a hybrid model with 1D 
CNN for feature extraction and transformer encoding to train 
the model is used. 

A. Machine Learning Models 

1) Support Vector Machine (SVM): SVM is a supervised 

model used for text classification, sentiment analysis, and 

document categorization, effective in high-dimensional spaces 

like text data. It finds the optimal hyper plane in a high-

dimensional space to separate different classes but can be 

computationally intensive for large datasets and less effective 

when features outnumber samples. Hybrid models augment 

SVM by using dense vectors for documents, enhancing 

semantic analysis and classification performance. 

Incorporating Term Frequency-Inverse Document Frequency 

(TF-IDF) emphasizes term relevance, improving feature 

selection and classification outcomes. 

2) Logistic regression (Logistic): Logistic Regression, a 

statistical model, applies a logistic function to model binary 

outcomes in text classification, estimating the probability of 

document categorization. It's pivotal for binary tasks like spam 

detection and sentiment analysis but assumes linear 

relationships between variables and outcomes, a limitation in 

complex text scenarios. Hybrid models like Logistic D2V, 

CV, and TF-IDF enhance Logistic Regression by transforming 

text into features, leveraging unique advantages of each 

method to boost classification accuracy by capturing detailed 

textual information and prediction models for judgment. 

3) Gradient Boosting (GB): Gradient Boosting, an 

ensemble method, iteratively corrects errors of preceding 

models using decision trees as base learners. Widely used, it 

enhances accuracy in tasks like text classification by leveraging 

structured feature representations. However, it demands 

significant computation and is prone to overfitting without 

careful parameter tuning. Hybrid models like GB D2V and GB 

TF-IDF merge Gradient Boosting corrective approach with text 

features, enhancing performance on text-centric datasets. 

4) CatBoost: CatBoost, a gradient boosting method 

designed for speed and accuracy, excels at managing 

categorical variables and reducing overfitting, making it ideal 

for complicated datasets such as text. While the inherent 

capability for categorical data improves efficiency, precise 

parameter adjustment is required. The hybrid models Catboost 

D2V, Catboost CV, and Catboost TF-IDF combine benefits of 

Catboost method with various text representation approaches 

to improve classification accuracy, especially in scenarios 

involving categorical data and text. 

5) LightGBM (LGBM): LightGBM (LGBM) is a gradient-

boosting framework renowned for its speed, economy, and 

accuracy in tree-based learning algorithms. It excels at 

processing massive amounts of data, including text 

classification jobs, and strikes a compromise between training 

speed and accuracy. However, it may overfit on smaller 

datasets and necessitate parameter adjustment. Hybrid models, 

such as LGBM D2V, CV, and TF-IDF versions, combine 

LGBM's efficient learning algorithm with various text 

representation approaches to improve performance in text 

classification tasks. 

6) XGBoost (XGB): XGBoost, a distributed gradient 

boosting toolkit, is notable for its efficiency, versatility, and 

application to a variety of machine learning problems. It excels 

in handling sparse text data in classification applications, 

resulting in higher prediction accuracy. However, like LGBM, 

it is prone to overfitting and requires careful parameter 

tweaking. XGB D2V is a hybrid model that combines 

XGBoost with Doc2Vec's dense representations to create a 

powerful text classifier. By integrating XGBoost's efficiency 

with Doc2Vec's rich feature representations, predictive 

performance is improved while computational efficiency is 

maintained. 

7) Extra trees: Extra Trees, or Extremely Randomized 

Trees, are similar to Random Forest but introduce more 

randomness in split and feature selection to reduce model 

variance. While effective for classification and regression 

tasks, particularly with text data, its random nature may 

occasionally result in lower accuracy compared to more refined 

ensemble methods. The hybrid models Extra Trees D2V, Extra 

Trees CV, and Extra Trees TF-IDF use various text 

preprocessing techniques to leverage the model's resistance to 

overfitting while handling the nuances of natural language. 

8) Random forest: Random forests, an ensemble learning 

approach, train many decision trees and combine their results 

to produce predictions. They are effective for classification 

and regression applications, such as text classification, since 

they can handle high-dimensional data while minimizing 

overfitting. However, forecasting with huge numbers or deep 

trees can be sluggish, and sophisticated models can be difficult 

to understand. Hybrid models such as Random Forest D2V, 
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CV, and TF-IDF versions seek to enhance text data processing 

by using a variety of feature extraction approaches that 

capture both semantic and syntactic information. 

9) Stochastic Gradient Descent (SGD): Stochastic 

Gradient Descent (SGD) is an optimization approach that 

iteratively adjusts model weights to reduce a loss function. It is 

especially useful for sparse machine learning applications such 

as text categorization. It excels at training linear classifiers like 

linear SVM and logistic regression on big datasets, but it 

necessitates precise hyperparameter and learning rate 

optimization. Sensitivity to feature scaling is an important 

concern. Hybrid models, such as SGD D2V, SGD CV, and 

SGD TF-IDF, use SGD to optimize linear models with 

different textual feature representations, striking a compromise 

between computational efficiency and classification accuracy. 

10) AdaBoost: Adaboost, a boosting method, combines 

weak learners into more robust ones by modifying the weights 

of misclassified examples. It helps in text categorization by 

refining decision limits based on text complexity. However, it 

is susceptible to noise and may struggle if weak learners are 

extremely sophisticated. Hybrid models such as Adaboost 

D2V, Adaboost CV, and Adaboost TF-IDF improve text 

analysis by emphasizing difficult occurrences and improving 

categorization in complicated and high-dimensional text data. 

11) K-Nearest Neighbors (KNN): KNN, a non-parametric 

method, categorizes documents by their nearest neighbours in 

feature space, useful for text classification where document 

similarity guides categorization. Yet, it's computationally 

demanding and sensitive to distance metric and K value. 

Hybrid Models like KNN D2V, KNN TF-IDF, and KNN CV 

leverage KNN on text data represented via Doc2Vec, TF-IDF, 

and Countvectorizer, respectively, offering varied ways to 

measure document similarity, potentially enhancing KNN's 

efficacy in classifying texts based on content likeness. 
12) Multinomial Naive Bayes (MNB): A variant of Naive 

Bayes designed for multinomial distributed data. In text 

classification, it works well with the bag-of-words model 

where the frequency of words is used as feature. Particularly 

effective for document classification and spam filtering, where 

the independence assumption of features (words) holds 

reasonably well. The assumption of independence among 

features is often violated in text data, which can limit its 

effectiveness in more complex classification tasks. By 

combining MNB with TF-IDF and Count Vectorizer, these 

hybrids aim to enhance the model's ability to prioritize 

relevant features in text data, potentially improving 

classification outcomes. 

B. Deep Learning Models 

1) Gated Recurrent Unit (GRU): GRU, or Gated 

Recurrent Unit, is a form of recurrent neural network (RNN) 

that addresses the vanishing gradient problem which suffers 

from long-term dependency. It does this using two gates: the 

update gate and the reset gate, which allow the model to 

preserve long-term dependencies while reducing the danger of 

gradients disappearing during back propagation. GRUs, which 

are widely employed in natural language processing (NLP), 

speech recognition, and time-series analysis, provide a more 

computationally efficient alternative to LSTMs, yet their 

simpler design may cause them to underperform on tasks 

requiring modelling extremely long-term relationships. Hybrid 

models, such as CNN-GRU, combine convolutional and GRU 

layers to capture spatial and temporal correlations, making 

them very suitable for video analysis. Furthermore, 

bidirectional GRU analyses data in both forward and reverse 

directions, which improves its capacity to perceive context in 

sequence prediction tasks. 

2) Convolutional Neural Network (CNN): Convolutional 

Neural Networks (CNNs) excel in learning spatial hierarchies 

of features from input pictures by combining convolutional, 

pooling, and fully connected layers. They are widely used in 

image and video recognition, classification, and medical 

image analysis due to their capacity to efficiently extract 

spatial data. However, CNNs require a lot of labelled training 

data and processing resources, especially for deep structures 

and huge pictures. CNN-LSTM hybrid models combine CNN 

feature extraction with LSTM sequence modelling, which is 

useful for applications such as video analysis. Similarly, 

CNN-GRU uses GRU units to efficiently describe temporal 

dynamics after spatial feature extraction. Recurrent CNNs 

incorporate recurrent connections into convolutional layers, 

allowing them to interpret sequential image or video input 

while capturing both spatial and temporal dynamics. 

3) Recurrent Neural Network (RNN): Recurrent Neural 

Networks (RNNs) are designed for sequence data, iterating 

over items while keeping a state informed by the previous 

elements. RNNs are useful for time series prediction, language 

modelling, and speech recognition, as well as language 

translation and text production. However, they suffer from 

vanishing and expanding gradient difficulties, which limit 

their effectiveness in long-sequence jobs without upgrades 

like LSTM or GRU. Bidirectional RNN expands the 

fundamental model by processing input in both forward and 

backward directions, allowing it to integrate future 

knowledge, which is useful for jobs such as text translation. 

4) Long Short-Term Memory (LSTM): Long Short-Term 

Memory (LSTM) networks are a kind of RNN that solves the 

vanishing gradient issue to capture long-term dependency. 

LSTMs have a complicated design with input, forget, and 

output gates that govern information flow. They are widely 

used in language modelling, voice recognition, and sequence 

prediction applications and excel at comprehending long-term 

dependencies. To work optimally, LSTMs require large 

computer resources as well as extensive training data. CNN-

LSTM combines CNN spatial feature extraction with LSTM 

sequential processing, making it excellent for tasks such as 

video activity identification. Bidirectional LSTM improves 

sentiment analysis and judgment prediction by processing 

sequences in both forward and backward directions, adding 

context. 
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5) Shallow neural network: The most basic type of 

artificial neural network is shallow neural networks, which 

consist of input and output layers with no more than one 

hidden layer. They excel at capturing both linear and non-

linear data correlations, which is often used in simple 

regression and classification applications. While useful for 

basic interactions, their low depth limits their capacity to 

handle complicated patterns, making them unsuitable for jobs 

that need deeper structures. 

6) Deep Neural Network (DNN): Deep neural networks 

(DNNs) include numerous hidden layers sandwiched between 

input and output layers, with each layer performing nonlinear 

transformations on its inputs. This structure allows the 

network to recognize complex and abstract data 

representations. DNNs are used in a wide range of 

applications, including speech recognition, picture 

classification, and natural language processing, where learning 

complicated patterns from large datasets is critical. 

C. Transformer Neural network 

The Transformer model includes a new mechanism termed 
self-attention, sometimes known as intra-attention [19]. This 
novel technique allows the model to evaluate the relevance of 
individual words in a phrase in relation to each other. Unlike 
RNNs and LSTMs, which process data sequentially, have fixed 
vector value regardless of context, face parallelization and long 
term dependency issues, the Transformer model overcomes 
these constraints. This increased benefit adds to higher training 
efficiency and the model's ability to capture long-distance 
relationships inside text sequences. 

V. PROPOSED METHOD: HYBRID CNN MODEL WITH 

TRANSFORMERS 

The Transformer model architecture, introduced by 
Vaswani et al. in 2017, revolutionized the field of natural 
language processing (NLP). It represented a significant 
departure from the prevalent sequence-to-sequence models, 
which heavily relied on recurrent layers like RNNs, LSTMs, 
and GRUs, or convolutional layers. Specifically designed to 
excel in handling sequential data, particularly in NLP tasks, the 
Transformer architecture quickly emerged as a cornerstone for 
various state-of-the-art models in the field. Notable examples 
include BERT, GPT, and numerous others. With its innovative 
approach, the Transformer model has propelled the 
advancement of NLP, setting new standards and driving the 
field forward with unprecedented capabilities. 

While Transformers have been predominantly used in NLP, 
their integration with Convolutional Neural Networks (CNNs) 
opens up innovative approaches for handling problems that 
require an understanding of both spatial features and sequential 
data. This integration is particularly beneficial in areas like 
image captioning, visual question answering, and any task that 
involves both images (and videos) and text as well as in 
dealing with lengthy text documents. 

The hybrid model synergistically combines the capabilities 
of Convolutional Neural Networks (CNNs) and Transformer 
Neural Networks (TNNs). It leverages CNNs to efficiently 
extract detailed local features from data and TNNs to 

understand the complex, long-range dependencies among those 
features. This fusion enhances the model's analytical depth, 
offering a nuanced approach to processing data that demands 
both precision and contextual awareness. Fig. 4 shows the 
detailed representation of Hybrid CNN with Transformer 
model. 

A. Components 

1) CNN Layers: These layers are designed to process the 

input data in a way that extracts local patterns or features. This 

is particularly effective for data with spatial hierarchy, such as 

images, or sequential data such as time series or text, where 

the relevance of a piece of data might depend on its context. 

a) Conv1D layers: Apply convolutional filters to the 

input data, extracting features by sliding these filters over the 

input. Each filter captures specific aspects of the data, such as 

edges in patterns in sequences. 

b) MaxPooling1D layers: High dimensionality vector 

representation is another problem as the difference between 

data points between distant points are negligible. To reduce 

the dimensionality of the data by summarising the features in 

small neighbourhoods, and retain only the most significant 

feature in each neighbourhood, maxpool1D layer have been 

used. This also helps in reducing computation and controlling 

over fitting. 

c) GlobalMaxPooling1D layer: Further condenses the 

feature map by taking the maximum value over the entire 

dimension of each feature channel, resulting in a fixed-size 

output regardless of the input size. This is crucial for 

transitioning from CNN to TNN layers, ensuring a consistent 

input shape. 

B. Transformer Encoder Layer 

The extracted features from the CNN part are then fed into 
this layer, which is capable of understanding the global context 
and relationships between different features. This is achieved 
through mechanisms like self-attention. 

C. MultiHeadAttention 

Allows the model to focus on different positions of the 
input sequence, important for understanding the relationships 
and dependencies between features. 

1) Feed-Forward network: Processes the attention output 

to capture complex relationships between features. 

2) Layer normalization and dropout: Used within the 

transformer encoder for stabilization and regularization, 

preventing overfitting and ensuring smooth training. 

D. Dense Layers 

The output from the transformer encoder is flattened and 
passed through dense layers for final classification task 
whether the judgment is allowed or dismissed. These layers 
enable the model to make predictions based on the learned 
representations. 

E. Data Flow 

1) Input: Sequential or spatial data is input into the model. 

For instance, this could be a time series with shape (300, 1) 
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where 300 is the number of time steps. 

2) Feature extraction (CNN): The data passes through 

convolutional layers, where it is transformed into a set of 

high-level features. These features are spatially or temporally 

condensed representations of the original input. 

3) Sequence modelling (TNN): The high-level features are 

then processed by the Transformer encoder layer. This step 

models the interactions between features regardless of their 

position in the input sequence, capturing global dependencies. 

4) Classification (dense layers): Finally, the processed 

data is passed through dense layers, resulting in predictions for 

the given task. 

F. Why Does It Outperform Base Models? 

In independent experiments, measures including accuracy, 
precision, and F1 score for transformers and CNN are lower 
than for the hybrid model, which combines the two. 

1) Complementary strengths: CNNs are excellent at 

extracting local and hierarchical features but lack the ability to 

capture long-distance relationships effectively. Transformers 

excel in modeling these relationships but can be less efficient at 

initial feature extraction from raw data. Combining them 

allows the model to leverage the strengths of both 

architectures. 

2) Efficient representation: The CNN layers reduce the 

dimensionality of the input data, presenting the Transformer 

with a more manageable sequence length. This makes the self-

attention mechanism more computationally efficient and 

focused. 

3) Adaptive attention: The Transformer part can 

adaptively focus on the most relevant parts of the feature 

sequence extracted by the CNN, enhancing the model's ability 

to understand complex patterns and dependencies that span 

across long sequences. 

 
Fig. 4. System design for Hybrid CNN model with transformers. 

This hybrid architecture thoughtfully integrates the spatial 
and temporal feature extraction capabilities inherent in CNNs 
with the deep contextual understanding and sophisticated 
sequence modelling strengths characteristic of the Transformer. 
By doing so, it achieves a level of performance that is 
markedly superior compared to what could be attained by 
employing either base model in isolation. This synergy not 
only enhances the model's efficiency in analyzing data but also 
significantly broadens its applicability across a diverse range of 
tasks, showcasing its versatility and potential in advancing the 
state-of-the-art in various domains. 

VI. RESULTS AND ANALYSIS 

A. Machine Learning Models 

The SVM D2V model showcases exceptional performance, 
leading in terms of accuracy (93.94%), recall (96.76%), and 
ROC AUC (93.89%), indicating its superior ability to correctly 
classify positive cases and its overall predictive performance. 
The high precision (91.97%) and F1-score (94.23%) further 
attest to its balanced capacity in identifying positive instances 
while maintaining a low false positive rate. This model, 
leveraging Doc2Vec for feature representation, demonstrates 
the effectiveness of embedding-based approaches in capturing 
semantic relationships in text data. 

Closely following is the Logistic D2V model, with an 
accuracy almost on par with SVM D2V at 93.94% and slightly 
higher precision (93.64%). Its recall (94.59%) and F1-score 
(94.08%) are commendable, showcasing a balanced trade-off 
between precision and recall. This model's success underlines 
the power of logistic regression when augmented with 
Doc2Vec embeddings, highlighting its efficiency in handling 
nonlinear relationships in text-based features. 

The SGD D2V model, while still performing robustly, 
shows a noticeable drop in accuracy (89.52%) compared to the 
leading models. Its precision (89.94%), recall (89.73%), and 
F1-score (89.72%) suggest a competitive but less optimal 
balance between identifying relevant instances and minimizing 
false positives. This indicates that SGD is effective for large-
scale and sparse problems. 

A significant performance differentiation is observed with 
the Random Forest D2V and LGBM D2V models, where 
accuracy falls to 81.83% and 81.57%, respectively. Despite the 
lower accuracy, Random Forest D2V maintains a high recall 
(89.73%), indicating its proficiency in identifying positive 
instances but at the cost of increased false positives, as 
evidenced by its lower precision (78.84%). LGBM D2V shows 
a balance in precision (81.15%) and recall (85.95%), yet both 
models exhibit limitations in overall accuracy and other 
metrics, suggesting that while ensemble methods are powerful, 
their performance might be constrained by the complexity and 
characteristics of the data when combined with Doc2Vec. 

These results illustrate the nuanced performance landscape 
of machine learning models in text classification tasks. 
Embedding-based models like SVM D2V and Logistic D2V 
emerge as highly effective, offering a promising blend of 
accuracy, precision, and recall. 
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When discussing the time complexity of machine learning 
models (see Table III), we considered the prediction phase. The 
actual time complexity can depend on many factors, including 
the implementation of the algorithm, the optimization level, the 
number of features (d), the number of data points (n), the 
number of classes (k), and specific parameters like the depth of 
the trees (h) or the number of estimators (e). For ensemble 
methods like Random Forest, Gradient Boosting, and 
AdaBoost, ‘e’ represents the number of trees (estimators) and 
can significantly influence the training time. For KNN, the 
training phase is not computationally intensive, but the 
prediction phase can be, especially with large datasets, hence 
the complexity is noted at the prediction time. Also, Fig. 5 
shows the analysis of ML classifier models with different 
encoding methods. SVM with Doc2Vec gives the highest 
accuracy of 94.92 and recall of 96.76.Also performance of ML 

models with Count Vectorizer encoding performance is very 
low. 

Fig. 6 shows the analysis of DL models using Doc2Vec 
embedding method. Among the DL classifier models, CNN 
with LSTM and GRU shows good accuracy level of around 1 
whereas shallow neural network and deep neural network 
shows best precision and recall value of 0.8904. The results 
show that performance varies between architectures. The 
Shallow Neural Network (SNN) has a high accuracy of 
91.78%, with balanced precision and recall scores, 
demonstrating robustness in predicting court decisions. 
Meanwhile, the Deep Neural Network (DNN) and its variation, 
DNN-2, have significantly lower accuracy but balanced 
precision and recall scores, indicating dependability in 
judgment prediction tasks. 

TABLE III. PERFORMANCES METRICS FOR MACHINE LEARNING MODELS AND THEIR TIME COMPLEXITIES 

Model Test 

Accuracy 

Test Precision Test Recall Test F1-Score Time Complexity 

SVM D2V 0.9394 0.9197 0.9676 0.9423 O(d * n^2) - O(d * n^3) 

Logistic D2V 0.9314 0.9364 0.9459 0.9408 O(d * n) 

SGD D2V 0.9064 0.9063 0.9135 0.9087 O(d * n) 

Random Forest D2V 0.8183 0.7884 0.8973 0.834 O(e * n * log(n)) 

LGBM D2V 0.8157 0.8115 0.8595 0.8306 O(e * n * log(n)) 

XGB D2V 0.8043 0.7946 0.8486 0.8182 O(e * n * log(n)) 

Extra Trees D2V 0.799 0.7654 0.9027 0.823 O(e * n^2) 

Catboost D2V 0.7935 0.7797 0.8486 0.8097 O(e * n * log(n)) 

GB D2V 0.7633 0.7613 0.7892 0.7734 O(e * n * d) 

Adaboost D2V 0.7606 0.7677 0.7784 0.7706 O(e * d * n) 

KNN TF-IDF 0.6475 0.619 0.8486 0.7123 O(d * n) 

SGD CV 0.6336 0.6429 0.6703 0.6419 O(d * n) 

Adaboost CV 0.631 0.6437 0.6595 0.6443 O(e * d * n) 

GB TF-IDF 0.6309 0.6295 0.6919 0.6544 O(e * n * d) 

Logistic CV 0.625 0.6624 0.6216 0.6332 O(d * n) 

LGBM CV 0.6227 0.6537 0.6216 0.6297 O(e * n * log(n)) 

Catboost CV 0.6198 0.627 0.6649 0.6406 O(e * n * log(n)) 

Extra Trees CV 0.6168 0.6115 0.7622 0.6723 O(e * n^2) 

Adaboost TF-IDF 0.6142 0.6158 0.6486 0.6306 O(e * d * n) 

Logistic TF-IDF 0.6031 0.5809 0.8595 0.6911 O(d * n) 

Random Forest TF-

IDF 

0.603 0.5987 0.7514 0.6569 O(e * n * log(n)) 

LGBM TF-IDF 0.6007 0.606 0.6541 0.6237 O(e * n * log(n)) 

MNB TF-IDF 0.5976 0.5725 0.8919 0.6961 O(d * n) 

Extra Trees TF-IDF 0.5974 0.5857 0.7946 0.6704 O(e * n^2) 

KNN D2V 0.5952 0.8081 0.3459 0.434 O(d * n) 

Random Forest CV 0.5947 0.5937 0.7351 0.6506 O(e * n * log(n)) 

GB CV 0.5946 0.606 0.6162 0.6072 O(e * n * d) 
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SGD TF-IDF 0.5922 0.5685 0.827 0.6732 O(d * n) 

MNB CV 0.5863 0.5865 0.6703 0.6209 O(d * n) 

SVM TF-IDF 0.5811 0.5578 0.9189 0.6917 O(d * n^2) - O(d * n^3) 

SVM CV 0.5758 0.7027 0.3243 0.4318 O(d * n^2) - O(d * n^3) 

Catboost TF-IDF 0.5753 0.576 0.6811 0.6196 O(e * n * log(n)) 

KNN CV 0.5208 0.554 0.5135 0.5242 O(d * n) 

Moving on to the Recurrent Neural Network (RNN) and its 
variants, including RNN-LSTM, these models show mixed 
results. While RNN-LSTM achieves a moderate accuracy of 
73.29%, RNN alone struggles with a lower accuracy of 
64.38%. This suggests that incorporating LSTM units improves 
the model's ability to capture long-term dependencies, leading 
to better performance in sequence prediction tasks. 

Similarly, the performance of Convolutional Neural 
Network (CNN) and LSTM models falls within the same 
range, with accuracy scores around 73% and balanced 

precision and recall scores. However, the hybrid CNN-LSTM 
model exhibits slightly lower performance with an accuracy of 
75.34%, indicating that the combination of CNN and LSTM 
may not always lead to significant improvements in judgment 
prediction tasks. Table IV shows the performance analysis of 
deep learning models.  

The Gated Recurrent Unit (GRU) model performs 
comparably to RNN and CNN, with an accuracy score of 
approximately 65.75%. While GRU offers a simpler 
architecture compared to LSTM, it may struggle with capturing 
long-term dependencies as effectively. 

 
Fig. 5. Performance analysis of machine learning model.

TABLE IV. PERFORMANCES ANALYSIS  FOR DEEP LEARNING MODELS 

Models Loss Accuracy Precision Recall 

SNN 0.2469 0.8767 0.8667 0.8904 

DNN 0.7758 0.9041 0.9041 0.9041 

DNN-2 0.545 0.6849 0.6957 0.6575 

RNN 0.582 0.6438 0.6522 0.6164 

CNN 0.5802 0.7329 0.7297 0.7397 

LSTM 0.5875 0.726 0.726 0.726 

RNN-LSTM 0.5361 0.7329 0.7297 0.7397 

CNN-LSTM 0.8765 0.7534 0.7534 0.7534 

GRU 0.6151 0.6575 0.6575 0.6575 

CNN-GRU 1.4997 0.6096 0.6111 0.6027 

Bidirectional RNN 0.6961 0.6918 0.7 0.6712 

Bidirectional LSTM 0.6559 0.6301 0.6267 0.6438 

Recurrent CNN 0.6968 0.5 0.5 0.5342 

TNN 0.6918 0.4658 0.4648 0.4521 

Interestingly, the Bidirectional RNN and Bidirectional 
LSTM models show similar performance, both achieving 
accuracy scores around 69%. This suggests that incorporating 
bidirectional processing helps improve the models' ability to 
capture context from both past and future sequences, leading to 
more accurate predictions. 
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The Transformer Neural Network (TNN) model, trained 
across 150 epochs with a batch size of 10, produced 
encouraging results, including a peak accuracy of 85%, 
precision of 88%, and recall of 82%. These metrics 
demonstrate the model's strong categorization capabilities and 
capacity to recognise complicated patterns. Further research 
into its attention processes and possible performance 
improvements through fine-tuning and assembly is required. 
Meanwhile, the Convolutional Neural Network (CNN) model 
began with 78% accuracy and improved to 85% by the 
conclusion of training, while precision and recall increased 
from 75% and 80% to 82% and 87%, respectively. The CNN 
model was successful in classification and pattern learning, 
outperforming baseline standards by an average of 10%. 

B. Hybrid CNN Model with Transformers 

The results of training and assessing the hybrid CNN-TNN 
model demonstrate the advantages of integrating CNNs with 
TNNs is shown in Table V. This hybrid model outperformed 
individual CNN and TNN models, especially in accuracy, 
precision, and recall. Upon training, the hybrid model showed 
a promising trend in learning, with the accuracy increasing 
substantially over 150 epochs, reaching an impressive accuracy 
of 97.59%by the end of training. This contrasts with the base 
TNN model's accuracy of 46.58% and even surpasses the base 

CNN model's accuracy of 60.96%. The precision and recall 
metrics followed a similar upward trajectory, indicating the 
model's increasing ability to correctly identify positive samples 
without increasing false positives or negatives. When evaluated 
on the test dataset, the hybrid model achieved an accuracy of 
81.51%, precision of 82.86%, and recall of 79.45%. This 
evaluation performance, while lower than the training 
performance, still marks a substantial improvement over the 
base models. Specifically, the hybrid model's accuracy is 
significantly higher than the 60.96% accuracy of the CNN 
model and more than doubles the TNN model's 46.58% 
accuracy. The evaluation precision and recall of the hybrid 
model also indicate a balanced performance in identifying true 
positives while maintaining a low rate of false positives and 
negatives. 

TABLE V. PERFORMANCES COMPARISON OF HYBRID CNN-TNN MODEL 

WITH ITS BASE MODELS 

Models Loss Accuracy Precision Recall 

TNN 0.6918 0.4657 0.4647 0.4520 

CNN 0.5802 0.7328 0.7297 0.7397 

Transformer CNN 0.7828 0.8151 0.8285 0.7945 

Fig. 6. Performance analysis of deep learning model.

VII. CONCLUSION AND FUTURE WORK 

In conclusion, for the machine learning models the overall 
performance analysis suggests that models leveraging D2V for 
feature representation, particularly SVM and Logistic 
Regression, exhibit superior performance across multiple 
evaluation metrics. Their success underscores the value of 
dense vector representations for capturing the semantic essence 
of text data, enhancing model understanding and predictive 
capabilities. This highlights the significance of choosing the 
right feature representation and model combination tailored to 
the specific characteristics and challenges of the task at hand. 
Moreover, the comparative analysis underscores the 
importance of evaluating models across a range of metrics to 

fully understand their strengths, weaknesses, and applicability 
to various real-world scenarios. 

For the result of the deep learning models there is 
variability in performance across different deep learning 
architectures for judgment prediction, several insights can be 
gleaned from the results. Models such as SNN, DNN, RNN-
LSTM, and Bidirectional RNN/LSTM demonstrate robust 
performance and may be preferred choices for judgment 
prediction tasks. However, the selection of the appropriate 
model should consider factors such as the complexity of the 
data, the presence of long-term dependencies, and 
computational resource constraints. Additionally, further 
experimentation and optimization may be necessary to improve 
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the performance of hybrid models such as CNN-LSTM and 
CNN-GRU, which exhibit slightly lower accuracy compared to 
standalone architectures. 

The combined leverage of global dependencies captured by 
the TNN layers and local features recovered by the CNN layers 
is an advantage of the hybrid paradigm. This combination 
enables the model to better interpret and identify the data, 
resulting in improved overall performance. The early 
underperformance of the TNN model and the moderate 
performance of the CNN model demonstrate the limits of 
depending on a single architectural type. In contrast, the hybrid 
model's success indicates the possibility for merging both 
designs to solve their individual deficiencies while capitalizing 
on their strengths. 

Conducting experiments using ML and DL models conveys 
that technological innovation on automation of legal process 
can be done to ensure the reduction of human bias in judgment 
prediction. Research in this area often leads to the creation of 
benchmarks and datasets, fostering competitive innovation and 
collaboration within the research community. Thus this 
experimental analysis aims to transform the legal landscape, 
making it more efficient, fair, and accessible. 

To summarize, the hybrid CNN-TNN model beats its base 
model competitors across all measures while also 
demonstrating the ability to combine multiple neural network 
architectures to produce higher performance in challenging 
tasks. This method might be useful in a variety of applications 
outside the present dataset, particularly in situations where both 
deep feature extraction and global contextual comprehension 
are required. 
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Abstract—Google Play Store is a digital platform for mobile 

applications, where users can download and install apps for their 

android devices. It is a great source of data for mining and 

analyzing app performance and user behavior. The increasing 

volume of mobile applications poses a challenge for users in 

finding apps that align with their preferences. This work aims to 

utilize predictive user context to analyze user behavior, thereby 

enhancing user experience and app development. The work 

focuses on identifying trends in the app market to recommend 

suitable applications for users. Play Store app analysis involves 

gathering data, performing comprehensive evaluations, and 

making informed decisions to improve app performance and user 

engagement. By applying Naïve Bayes, Random Forest, and 

Logistic Regression algorithms, this work evaluates the 

relationship between application attributes such as categories 

and the number of downloads, determining the most effective 

profiling algorithm for app performance evaluation. This 

analysis is crucial for recognizing user engagement trends, 

discovering new opportunities, and optimizing existing 

applications. 

Keywords—Naïve Bayes; random forest; logistic regression; 

mining; Google play store; android; mobile application 

I. INTRODUCTION 
 

The growth of smartphones and tablets has contributed to 
the development of various mobile applications called apps. An 
application is a standalone piece of software with specific 
goals, rules, and functions. Apps are provided as proprietary 
software repositories (often called App stores), with the largest 
vendors being Google Play Store, iPhone App store and 
Blackberry App World. App stores typically hold three types 
of data: app developer data, app user feedback (ratings, 
reviews, and tags), and statistical and organizational data (app 
categories and download counts). 

The availability of these rich data in a software repository 
provides a unique opportunity to analyze and understand the 
relationships between data. Interoperability data analysis 
provides business development applications with insight into 
the added value of features that can be considered when 
developing new products. 

Due to its increasing popularity and rapid growth in recent 
times, Google Play is the largest publisher of Android apps. 
One of the reasons for this popularity is that 96.96% of the 

products on Google Play Store are free [1]. Google Play Store, 
which is pre-installed on certified Android devices, serves as 
the official app store of Google. By granting access to a wide 
range of content, such as apps, books, magazines, music, 
movies, and TV shows, Google Play Store offers a diverse 
selection to users [2]. It enables users to browse, download, 
and install apps created using the Android Software 
Development Kit (SDK) and distributed by Google. 

The number of mobile apps has grown exponentially due to 
the growth of smartphones and the app industry. Users can 
install many applications that provide useful services for many 
aspects of daily life such as chat, music, video, web browsing 
and more. The number of applications installed on a mobile 
phone range from 10 to 90, and on an average, 50 applications 
are installed. 

Although users can install many applications on their 
smartphones to make the device to work, searching and 
choosing the right applications can be difficult. Users have the 
difficulty in finding the right app and have less exposure to 
most of the apps. The Google Play store offers a wide selection 
of data on features and descriptions related to application 
functionality. 

Unfortunately, many of these apps remain unused, resulting 
in fewer installations and loss of business. Additionally, users 
often spend a lot of time searching through apps, making it 
difficult to find the right one. To resolve this issue, Data 
Mining technique can be used to pre-process the real time 
Google play store dataset in order to predict the user's mobile 
application usage behavior. We use Logistic Regression, Naive 
Bayes and Random Forest to measure the relationship between 
pairs across all clusters by applying and analyzing the 
performance of each algorithm. 

Examples of such examined pairs include price and rating, 
price and number of downloads, and rating and number of 
downloads. This approach of analysis can be used to reveal 
intrinsic properties of software repositories. When applied to 
Google Play, it can provide a general picture of the current 
market situation. This helps the developers to understand 
customer demand and preferences by using the best analyzer 
algorithm. Image analysis can be performed by leveraging 
different features extracted through machine learning 
algorithms [2] [3] [4] or by utilizing a deep learning framework 
[5]. In our proposed work, machine learning algorithms are 
employed to perform the intended task. 

*Corresponding Author. 
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II. RELATED WORK 

In the data preprocessing phase, data cleaning and 
imputation processes were performed by Sivakani et al [6]. 
Mean imputation was utilized to handle missing values. 
Subsequently, classification and clustering tasks were 
conducted on the coronavirus dataset, and their validity was 
assessed through a 10-fold validation process. The classifiers 
employed in this study were Naïve Bayes and Random Forest. 
Nedeva proposed an integrated marketing information system 
that aimed to enhance the effectiveness and efficiency of 
marketing activities by integrating various components of the 
information system [7].  It presented the research findings 
related to marketing information systems, including data 
collection and analysis. An integrative analysis of marketing 
studies concentrating on mobile apps is presented by Lara 
Stocchi et al. [8]. The review's objective is to increase 
knowledge of how applications affect customer experiences 
and add value all along the customer journey. Google playstore 
with sample apps is shown in Fig. 1. 

 

Fig. 1. Google play store with sample apps. 

Sutriawan et al. conducted a performance comparison of 
multiple classification algorithms, including Naive Bayes, K-
Nearest Neighbor (kNN), Support Vector Machine (SVM) and 
Decision Tree (DT), to categorize the polarity attitudes in 
Indonesian film reviews as positive and negative [9]. 

Israel J. Mojica Ruiz et al. says that how ratings impact a 
client’s choice to buy a product [10]. Recent exploration shows 
that the ratings relate explosively with download counts, a 
crucial measure of a mobile app’s success. App store reviews 
don’t take streamlined performances into account; the majority 
of app store ratings overlook updated versions and rely on a 
static rating system to distinguish apps with varying levels of 
user satisfaction. When app stores exclusively showcase 
current ratings, app developers may find limited advantages in 
releasing enhanced versions of low-rated apps. The presence of 
numerous negative ratings for a low-quality initial version 

could pose challenges in achieving an improved store rating of 
4 or more stars [11]. 

Hong Cao et al. [12] provides an overview of the existing 
studies in the field of mining smartphone data for 
understanding app usage patterns. It contributes to the 
understanding of user behavior and opens up possibilities for 
improving app usage prediction and recommendations. Martin 
et al. highlights the significance of App store analysis in 
studying applications downloaded from app stores [13]. It 
emphasizes that app stores give precious information that 
wasn't available with former software distribution styles. Keng-
Pei Lin et al. proposed a substantiated mobile app 
recommender system grounded on the textual data of user 
reviews available on the App store [14]. Topic modeling 
methods are applied to abstract concealed ideas of user 
reviews, and the probability distributions of the topics are 
employed to represent the features of the apps. Also, the user 
profile is constructed grounded on the user’s installed apps to 
record their preferences. They showed that user reviews are 
effective for inferring the features of apps. Real- world data are 
employed to perform trials, and the experimental results 
showed that the reviews are effective for substantiated app 
recommendations. 

Shahab et al. suggested conducting a case study centered on 
analyzing the Google Play Store. This analysis aims to offer a 
detailed understanding of the fundamental characteristics of 
these app repositories [15]. Finkelstein et al. formulates App 
store analysis as a method of mining software repository [16]. 
The experimenters used data mining ways to extract features 
from 32,108 priced apps in the App store of Blackberry. They 
also considered price and popularity information to dissect 
specialized, business, and client acquainted aspects of the app 
store. 

William Martin et al. performed app store Analysis studies 
about the applications that are downloaded from App store 
[17]. It revolved around gathering non-technical information 
from App stores and integrating it with technical data to unveil 
trends and behaviors within these software repositories. The 
insights derived from this analysis significantly influence 
software development teams, leading to advancements in 
requirements engineering, release planning, software design, 
security, and testing techniques. Embracing App store analysis 
opens up a thrilling avenue for software engineering research, 
fostering a profound understanding of the interconnections 
between social, technical, and business aspects in software 
development and deployment. 

Ahlam et al. proposed a model that addresses the challenge 
of personalized application recommendations by combining 
content-based filtering and App profiles [18]. It leverages 
important features and usage data to suggest relevant apps to 
users based on their preferences and search queries. Mahmood 
concentrated on examining Google Play store, the largest 
Android App store, to gain awareness into the basic assets of 
app sources [19]. The idea is to give a comprehensive 
understanding of the current state of the app request and help 
inventors in understanding client solicitations, stations, and 
request trends. 
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Helan et al. used SVD to diminish the corpus dimension 
and prepare the data for mining [20]. The significance of 
feature selection in the fields of Data Mining and Human 
Machine Interaction is suggested by Iryna et al. [21]. It 
suggests a new approach that combines feature selection and 
feature extraction methods to evaluate the information 
quantity. This approach aims to reduce the number of features 
while maintaining their linguistic interpretation. The increasing 
number of mobile applications poses a challenge for users in 
finding apps that align with their preferences. So, we propose a 
system to address this challenge. 

III. PROPOSED SYSTEM 

Online user reviews can provide insight into the features 
that users find most useful or least useful, as well as any bugs 
or issues that users have encountered. User reviews can also 
provide feedback on the overall user experience, such as how 
easy it is to use the app or how intuitive the interface is. This 
feedback can be invaluable for developers, as it can help them 
identify areas for improvement and make changes to the app 
that will better meet user needs. Fig. 2 illustrates the proposed 
system architecture. The system consists of two main 
components: a feature extraction module and a user preference 
mining module. 

The feature extraction module extracts the features of an 
app from user reviews and represents them as a topic 
distribution. The topic distributions of installed apps are used 
by the user preference mining module to profile user 
preferences. A data pre-processing module is also part of the 
system, and it cleans and normalizes user reviews. 

A. Data Acquisition and Preprocessing 

Raw data gathered from the Google Play Store is quite 
prone to noise, have missing values and consistency issues. 
Results of data mining depends on the quality of input data. So, 

raw data is pre-processed in order to enhance the quality of the 
data and the mining results. Data pre-processing, one of the 
most important processes in data mining, deals with the initial 
dataset preparation and modification. Data cleaning, data 
integration, data transformation and data reduction are all the 
phases in the pre-processing of data. 

Fig. 3 shows Google play Store Dataset. The Google Play 
Store dataset is a collection of data about the applications 
available on the Google Play Store. It contains details like the 
name of the application, its category, rating, the number of 
downloads, its size, and its cost. It also includes reviews from 
users, which can be used to gain insights into the quality of the 
applications. The dataset can be used to analyze the trends in 
the mobile application market, as well as to identify popular 
applications and their features. After completing the processes 
of data cleaning, integration, transformation, and reduction in 
Google play store data set, the resulting data becomes ready for 
utilization in the subsequent steps. 

 

Fig. 2. Proposed system architecture. 

 

Fig. 3. Google play store dataset. 
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B. Algorithm Modeling 

A model is created from data using data mining algorithms 
which analyses the data to identify patterns and relationships 
between variables. The model is then used to predict future 
data forecasts or judgments. Depending on the type of data and 
the desired result, data mining methods can be either 
supervised or unsupervised. 

After splitting the final dataset into a training and test set, 
the feature variable is scaled. 

1) Naive bayes: After the pre-processing step, it's time to 

train the Naive Bayes model using the Training set. A 

classification method based on the Bayes theorem called 

Naive Bayes makes the assumption that predictors are 

independent [22]. The Naive Bayes classifier assumes that the 

presence of one feature in a class is independent of the 

presence of any other features. The conditional probability can 

be obtained using Bayes theorem as illustrated in (1). Finally, 

the test set is used to predict the performance of the model that 

is built. It is used to anticipate the Apps that will be most 

popular. 

𝑃(𝐴\𝐵) =
𝑃(𝐵\𝐴) 𝑃(𝐴)

𝑃(𝐵)
  (1) 

2) Random forest: Random Forest is based on the concept 

of decision trees. The created ensemble of DT is typically 

trained using the "bagging" method [23]. Random Forest 

constructs numerous DT and merges them to get a prediction 

that is more precise and consistent. With the help of the 

ensemble of created DT, predictions of the most popular Apps 

are done. 

3) Logistic regression: Logistic Regression operates on 

the principle of mapping input features to the probability of a 

binary outcome. The algorithm applies a logistic function to 

linearly combine feature weights and inputs, constraining the 

output within [0, 1]. By optimizing the model's coefficients 

through maximum likelihood estimation, logistic regression 

effectively learns to classify instances into one of the two 

classes. 

Multi-class logistic regression extends the binary version to 
handle classification tasks with more than two classes. The 
algorithm employs the softmax function to calculate the 
probability of each class for a given instance, ensuring the sum 
of probabilities equals 1. By iteratively optimizing the model's 
parameters through gradient descent, multi-class logistic 
regression effectively learns to distinguish and classify 
instances across multiple classes. 

C. User Reviews Dataset 

Fig. 4 shows the Google Play Store user reviews dataset. 
User reviews for various Apps available on the Google Play 
Store are included in the dataset. It contains the name of the 
application, the user's rating, the posting date, and the review's 
content. To analyze user reviews of Apps on the Google Play 
Store, this dataset is used. Additionally, it can be utilized to 
spot patterns in user reviews and locate well-liked applications. 

Using Google Play Store reviews dataset, the basic Natural 
Language Processing (NLP) steps have been applied to pre-
process the data. Punctuation, special characters, stop words, 
are all removed from the data during pre-processing and 
lemmatization is also done in order to bring together a word's 
inflected forms for analysis as a single item [24]. 

And finally, a bag of words is created and used as the 
model. Data are separated into test and train data. These are 
used as input for various algorithms to find the accuracy. 

 

Fig. 4. Google play store user reviews dataset. 
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IV. EXPERIMENTAL RESULTS 

Using the APP review list data set given in Section III, the 
performance of the suggested technique is assessed here. 

A. Basic Exploratory Data Analysis (EDA) 

Exploratory data analysis is used to identify trends, patterns 
and relationships among data. It is used to summarize the data 
and to gain insights about the data. It is used to explore the data 
and gain a better understanding of the data. The fundamental 
goal of exploratory data analysis is to find any patterns or 
connections between the elements that stand out. 

The association between the downloaded App% and the 
various review characteristics-based App types is shown in 
Fig. 5. The most popular apps on the market are those for 
communication. The majority of Apps perform well overall, 
with an average rating of 4.17. There are a few useless apps as 
well. The most expensive Apps are those for health and family. 

There is a 0.63 moderately favourable association between 
the number of reviews and downloads. As a result, customers 
are more likely to download a certain App if more people have 
rated it. This implies that many people who download an app 
and are engaged with it typically also write a review or other 
form of feedback. 

To analyze which category of apps has the highest 
percentage of installs, this work looks at the data from the 
Google Play Store. Fig. 6 provides a summary of the highest 
percentage of installed apps in the Google Play Store organized 
by category. 

The category of Games App has the highest rank compared 
to other categories. This data provides us with the number of 
installs for each category of Apps, allowing us to compare and 
determine which category has the highest percentage of 
installs. This will give us an indication of which type of Apps 
are most likely chosen by users [25]. 

B. App Analysis 

The analysis determined the average rating change for 
reviews that received responses, as well as the likelihood and 
size of the change. After categorizing the reviews, we looked at 
which subjects were most likely to result in a change for the 
better usage [26]. The aim for broad, all-encompassing issues 
that would interest most developers led to this choice of topics. 
The categories of apps with the highest number of installations 
by examining the top-ranked apps is analyzed. This is clearly 
visualized in the following Fig. 7. This clearly indicated that 
the top most installed Apps are mostly browser related Apps. 

Most feedback was provided after releases that positive 
feedback was often associated with highly downloaded apps, 
and that negative feedback was often associated with less 
downloaded Apps and often did not contain user experience or 
contextual information. Sentiments towards App features show 
the differences between user sentiments in Google Play Store. 
Opinions on product quality formed a large portion of reviews, 
but opinions on service quality had a bigger effect on sales 
[14]. 

 

Fig. 5. Downloaded app percentage vs. various types of app in Google play 

store. 

 

Fig. 6. Number of apps installed based on category. 

C. Sentiment Analysis 

As mentioned in Section III, the user reviews are pre-
processed by performing the lemmatisation and removal of 
stopwords. The sentiment is derived from reviews using 
"positive" sentiment words like "good, great, love" or 
"negative" sentiment words like "bad, hate, terrible". Sentiment 
represents a user's views or opinions, often as positive or 
negative in this content. The most common complaints from 
users are about privacy invasion and unethical behaviour, with 
hidden costs coming in at number two [27]. 

 

Fig. 7. Top 10 apps. 

 

D. Best Analyzer Algorithm 

Based on  trained data, test data produce accuracy 
depending on the algorithm characteristic. Naïve Bayes, 
Random Forest and Logistic Regression  algorithms are used 
for sentiment analysis. 
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In Fig. 8, the confusion matrix displays the predictions 
made by logistic regression model. The y-coordinate represents 
the true labels or ground truth values, y_true and x coordinates 
are predicted values, y_pred. According to score table, Logistic 
Regression gives us best accuracy of 90%. 

 

Fig. 8. Logistic regression. 

V. DISCUSSION 

The analysis of Google Play Store data provided valuable 
insights into user behavior and App performance. The findings 
highlighted a moderate correlation between the number of 
reviews and downloads, suggesting that user reviews 
significantly influence App popularity. This correlation 
underscores the importance of positive user feedback in driving 
downloads and improving App visibility. 

The work identified communication Apps as the most 
popular category, reflecting the high demand for applications 
that facilitate social interactions and connectivity. Additionally, 
browser-related Apps emerged as the top most installed 
category, indicating users' preference for efficient and 
accessible internet browsing solutions on mobile devices. 

Machine learning algorithms such as Naïve Bayes, Random 
Forest, and Logistic Regression enabled a robust evaluation of 
the relationship between app attributes and performance 
metrics. Among these, Logistic Regression demonstrated the 
highest accuracy (90%) for user sentiment analysis, making it 
the most effective profiling algorithm in this context. This high 
accuracy indicates that Logistic Regression can reliably predict 
user sentiment based on App attributes, providing developers 
with actionable insights for app optimization. 

VI. CONCLUSION 

The research successfully utilized predictive user context to 
enhance user experience and App development on the Google 
Play Store. By analyzing user behavior and App performance 
through comprehensive data evaluations, the work provided 
critical insights for improving user engagement and app 
optimization. The identification of trends and patterns in App 
usage can guide developers in creating more user-centric 
applications, thereby increasing user satisfaction and App 
success. 

The moderate association between reviews and downloads 
emphasizes the role of user feedback in App performance, 

while the dominance of communication and browser-related 
Apps highlights prevailing user preferences. The superior 
performance of Logistic Regression in sentiment analysis 
demonstrates its effectiveness as a profiling tool, offering a 
reliable method for predicting user sentiment and guiding App 
development decisions. 

Overall, the integration of machine learning algorithms in 
App analysis provides a powerful framework for understanding 
and enhancing user engagement, ultimately leading to more 
successful and user-friendly applications. Analyzing and 
mining the data from Play Store Apps has a great deal of 
potential to help app development companies succeed. 
Developers can get useful knowledge to work on and conquer 
the Android market. 

VII. FUTURE WORK 

In order to annotate Google Play Store design elements 
with richer labels, new models could be developed, such as 
classifiers that explain the semantic function of elements and 
screens. To train newer varieties of perception-based predictive 
models, researchers may similarly crowdsource more 
perceptual annotations (for example, first impressions) over 
design elements like screenshots and animations. Additionally, 
a recommendation system that uses the discovered correlation 
features can be created to suggest applications. 

If new apps are not continuously crawled and their database 
entries are not updated, static research datasets will eventually 
become out-of-date. Therefore, finding ways to make app 
mining more sustainable is a crucial area for future research. 
Making a platform where developers can utilize programs and 
add their traces to the repository for the benefit of the entire 
community is one possible route to sustainability. 
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Abstract—This research investigates the application of open-
source transformers, specifically the ConvNeXt V2 and Seg-
former models, for brain tumor classification and segmenta-
tion in medical imaging. The ConvNeXt V2 model is adapted
for classification tasks, while the Segformer model is tailored
for segmentation tasks, both undergoing a fine-tuning process
involving model initialization, label encoding, hyperparameter
adjustment, and training. The ConvNeXt V2 model demonstrates
exceptional performance in accurately classifying various types
of brain tumors, achieving a remarkable accuracy of 99.60%. In
comparison to other state-of-the-art models such as ConvNeXt
V1, Swin, and ViT, ConvNeXt V2 consistently outperforms them,
attaining superior accuracy rates across all metrics for each
tumor type. Surprisingly, when there is no tumor present, it
has predicted with 100% accuracy. In contrast, the Segformer
model has excelled in accurately segmenting brain tumors,
achieving a Dice score of up to 90% and a Hausdorff distance
of 0.87mm. These results underscore the transformative potential
of open-source transformers, exemplified by ConvNeXt V2 and
Segformer models, in revolutionizing medical imaging practices.
This study paves the way for further exploration of transformer
applications in medical imaging and optimization of these models
for enhanced performance, heralding a promising future for
advanced diagnostic tools.

Keywords—Open-source transformers; ConvNeXt V2; seg-
former; brain tumor classification; medical image segmentation;
diagnostic accuracy; neuro-oncology

I. INTRODUCTION

A brain tumor is recognized as one of the prevalent
neurological disorders, characterized by an unregulated and
abnormal proliferation of brain cells [1]. It stands as one of the
deadliest forms of cancer, posing a significant threat to life [2].
Brain tumors are stratified into four grades (Grade I to Grade
IV), with each grade signifying escalating malignancy levels
and a progressively ominous prognosis. Grade I tumors, such
as pilocytic astrocytoma, characterized by slow growth and a
limited tendency to spread, offer the potential for complete
removal. Moving to Grade II, these tumors, despite the pos-
sibility of migration, can persistently grow and enlarge, even
after prior treatment. Advancing to Grade III, tumors exhibit
swifter growth and the capability to spread to adjacent tissues,
necessitating post-surgical interventions like radiotherapy or
chemotherapy. An instance of Grade III malignancy is aden
squamous astrocytoma. Finally, Grade IV tumors represent
the most lethal category, capable of malignant spreading.
Glioblastoma multiforme, an aggressive tumor, serves as an
illustrative example of Grade IV characteristics, utilizing blood
vessels to accelerate growth [3], [4].

Brain tumors are identified by examining various diagnostic

imaging techniques, including X-rays, MRIs, and ultrasound,
among others. MRI excels over X-ray and ultrasound with
its detailed soft tissue imaging, multi-planar capabilities, and
radiation-free nature. In brain assessments, MRI’s precision in
tumor detection surpasses the limitations of X-ray and ultra-
sound, making it the preferred choice for accurate diagnostics.
However, identifying brain tumors in MR images poses a
unique challenge due to the presence of a highly uneven signal
associated with the tumor, which can be correlated with the
signal strength of normal tissue [5], [6]. The classification of
pixels within the tumor region becomes ambiguous, potentially
causing inaccurate segmentation. This issue arises when certain
tumor components cannot be distinguished from white matter
(WM) or gray matter (GM) due to the limited intensity reso-
lution of MR images and the intricate anatomy of the human
brain. The complexity intensifies at the tumor’s boundary with
surrounding normal tissue, influenced by partial volumes (PV)
[7]. Consequently, PV contributes to significant blurring in MR
images, causing the intensity values of each voxel to mix with
those of its neighboring voxels [8].

Machine learning methods address segmentation challenges
by employing manually crafted features (or predefined fea-
tures) [9]. Initially, in the segmentation process, essential
information is extracted from the input image using a feature
extraction algorithm, followed by training a discriminative
model to differentiate between tumors and normal tissues. In
the context of tumor segmentation and classification studies,
various machine learning techniques, including support vec-
tor machines (SVMs), multi-class Support Vector Machine
(mSVM), k-nearest neighbor (KNN), Artificial Neural Net-
works (ANNs), and decision trees, are commonly applied.
During the training phase of a classification system, mean
features are manually extracted, emphasizing the crucial role
of identifying essential features for accuracy [13], [10]. It’s
noteworthy that constructing classifiers with machine learning
demands substantial processing power and memory resources,
making it time-consuming, and potentially leading to reduced
accuracy, especially with intricate or extensive datasets [13],
[11].

Medical images are predominantly examined and processed
using deep learning algorithms to identify, classify, and cat-
egorize brain tumors into subgroups. These advanced tech-
nologies serve as valuable tools for healthcare professionals,
assisting them in the diagnostic phase [11]. Deep learning (DL)
constitutes a subset of machine learning focused on acquiring
multiple tiers of representations through the establishment of a
feature hierarchy. This hierarchy is structured such that higher
levels derive their definition from lower levels, with the same
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lower-level features contributing to the definition of multiple
higher-level features [13]. The DL framework expands upon
traditional neural networks (NN) by incorporating additional
hidden layers within the network architecture, positioned be-
tween the input and output layers. This augmentation aims
to model more intricate and nonlinear relationships. Recently,
researchers have shown considerable interest in this concept
due to its commendable performance, establishing it as a
preeminent solution across various challenges in medical im-
age analysis applications like image denoising, segmentation,
registration, and classification [14]. Deep learning algorithms,
including trained convolutional neural networks (CNNs), VG-
GNets, GoogleNet, and ResNets, are employed for cancer diag-
nosis assistance. Moreover, the study explored the application
of various CNN designs, including VGGNets, GoogleNets, and
ResNets, for brain tumor classification [15], [16], [17]. The re-
sults indicated that ResNet-50 exhibited superior performance
compared to GoogleNet and VGGNets, achieving an accuracy
rate of 96.50% in contrast to 93.45% and 89.33%, respectively.
Additionally, ResNet-50 demonstrated a 10% higher accuracy
than both VGGNet and GoogleNet, while also processing data
in 10% less time [18].

The irony of the situation lies in the understanding that
even a one percent inaccuracy could potentially lead to the loss
of numerous lives. Hence, scholars have dedicated their time
and effort to safeguard human lives from the repercussions
of unforeseen brain diseases by striving for nearly 100%
accuracy in early detection. In pursuit of this crucial goal,
they have tirelessly worked to introduce the transformer, a
neural network architecture, aiming to enhance the precision
and effectiveness of early-stage detection. Transformers have
become the prevailing network architecture, bringing about
a revolution in language modeling [19], [20]. Operating on
an attention mechanism, they clarify the characteristics of the
input sequence by entirely bypassing recurrence and convo-
lutions. This unique approach allows the modeling of input
dependencies without distance limitations, enabling the assess-
ment of intricate long-range correlations. Notably, transformers
exhibit versatility across different types of sequential data,
with their applications expanding to fields like computer vision
[21]. Recently, transformer-based models, such as Google’s
Vision Transformer (ViT) and Microsoft’s Swin Transformer,
have emerged as a powerful alternative to CNNs in various
domains, including computer vision [22]. Transformers, orig-
inally designed for natural language processing tasks, have
shown remarkable adaptability and performance in different
modalities and tasks, such as image classification, segmenta-
tion, detection, and generation¹. Transformers are composed
of multiple layers of self-attention and feed-forward networks,
which can capture long-range dependencies and global context
from the input [22]. Transformers can process images by either
dividing them into patches and treating them as sequences or
by applying convolutional layers to extract features before ap-
plying self-attention. Transformers have shown superior perfor-
mance to CNNs in various tasks, such as image classification,
object detection, and semantic segmentation [22]. However,
even transformers have their own set of limitations, such as the
need for large amounts of data and computational resources,
which can be prohibitive in the medical imaging domain [22].
Moreover, transformers might not be able to exploit the spatial
structure and locality of images, which can be important for

some tasks.

In light of the above, this paper introduces a novel approach
that pushes the boundaries of medical imaging. By fine-tuning
the Vision Transformer, Swin Transformer, ConvNeXt, and
ConvNeXt V2 for brain tumor classification, and Segformer
for brain tumor segmentation, we have achieved unprecedented
results. Our research has demonstrated that the ConvNeXt V2
model, in particular, has set a new benchmark in medical
imaging for classification tasks. With its superior performance,
it has proven to be a game-changer in the field of brain tumor
detection. ConvNeXt V2, enhances learning of deformable
convolutions for superior performance in self-supervised learn-
ing and various downstream tasks. It excels in handling diverse
image sizes and incorporates advanced training techniques,
making it highly effective for medical imaging applications
by outperforming state-of-the-art models. On the other hand,
the Segformer model has shown state-of-the-art performance in
segmentation tasks, achieving a Dice score of over 90 percent.
This is a significant leap forward in the precision of brain
tumor segmentation. These advancements not only enhance
the accuracy and efficiency of brain tumor detection but also
contribute to early diagnosis and treatment planning. This, in
turn, can lead to improved patient outcomes and alleviate the
workload of radiologists, addressing a significant challenge in
the healthcare sector.

In conclusion, our research underscores the transformative
potential of these models in medical imaging. It provides a
benchmark for future research and opens up new avenues for
leveraging advanced machine learning techniques in medical
imaging. The benefits of this research extend beyond improved
patient outcomes in neuro-oncology, offering valuable insights
for researchers and practitioners in the field. Future research
directions include exploring the application of transformers
in other areas of medical imaging and further optimizing
the proposed models for better performance. This paper is
a testament to the transformative potential of open-source
transformers in medical imaging, setting a new standard in
the field.

In this study, we delve into the transformative potential
of open-source transformers in medical imaging. We provide
a comprehensive background on the ConvNeXt V2 and Seg-
former models, followed by an in-depth explanation of our
methodology. We then present our evaluation metrics and the
results derived from them. The discussion section explores the
implications of our findings, particularly how these models
can enhance neuro-oncology diagnostics. We conclude with
a summary of our key findings and potential future research
directions.

II. OPEN-SOURCE TRANSFORMERS IN MEDICAL
IMAGING

Open-source software has indeed been a game-changer in
the field of artificial intelligence, providing researchers and
developers with accessible, customizable, and cost-effective
tools for innovation. Open-source transformers, in particular,
have been instrumental in advancing the field of medical
imaging [23].

Before we delve into the specific open-source transformers
used in medical imaging, it is essential to understand the
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architecture and capability of the original transformer model
from the pioneering work “Attention Is All You Need”, which
introduced the first open-source transformer [24].

A. The Original Transformer

The Transformer model architecture presented in Fig. 1
by Vaswani in “Atention all you need” is a powerful neural
network design that revolutionized natural language processing
and other sequence-to-sequence tasks as follows [25]:

1) Input processing: The input sequence is first embedded
into continuous vector representations. To retain positional
information, a positional encoding is added to the embeddings.

2) Multi-Head attention: The model employs multi-head
attention mechanisms to focus on different parts of the in-
put sequence simultaneously. This allows the Transformer to
capture complex patterns and dependencies. Unlike recurrent
neural networks (RNNs), where computations depend on the
previous step, multi-head attention operates independently
across positions.

3) Feed-forward neural networks: Each position (word or
token) in the input sequence passes through the same feed-
forward network. This parallel processing is a departure from
RNNs, which have sequential dependencies.

4) Add and norm: Every sub-layer (such as multi-head
attention or feed-forward neural network) includes a residual
connection. After the residual connection, layer normalization
is applied. These steps help stabilize training in deeper models.

5) Masked multi-head attention: In addition to regular
multi-head attention, the Transformer introduces masked multi-
head attention. During training, this mechanism prevents at-
tending to future tokens in a sequence. It’s crucial for autore-
gressive tasks like language modeling.

6) Output probabilities: The processed outputs from the
layers are linearly transformed.A softmax operation generates
output probabilities for predictions or downstream tasks.

In summary, the Transformer architecture combines multi-
head attention, feed-forward networks, and layer normalization
to handle sequential data efficiently. Its parallel processing
and attention mechanisms make it highly effective for various
natural language understanding tasks.

The introduction of the original transformer model marked
a significant milestone in the realm of machine learning and
artificial intelligence, ushering in a revolutionary architecture.
Central to this innovation is the attention mechanism, a key
mathematical concept expressed through equations that dis-
tribute attention scores across various segments of an input
sequence.

The attention score is calculated using the equation [24]:

Attention(Q,K, V )=softmax
(
QKT

√
dk

)
V (1)

Where: - Q represents the query matrix, - K denotes the
key matrix, - V stands for the value matrix, - and dk is the
dimensionality of queries and keys.

Fig. 1. The transformer-model architecture [24].

This equation underscores how each element in the input
sequence contributes to every position in the output sequence
by computing a weighted sum of values, with weights assigned
according to compatibility function computed using queries
and keys [25], [26].

In multi-head attention, this process is replicated across
multiple sets of learned linear projections of queries, keys,
and values. This can be represented mathematically as:

MultiHead(Q,K, V )=Concat(head1, ..., headh)WO (2)

Where each head is computed as:

headi=Attention(QWQ
i ,KWK

i , V WV
i ) (3)

Here: - WQ
i , WK

i , and WV
i are parameter matrices, - h

denotes number of heads, - Concat refers to concatenation
operation, - And WO represents output linear transformation
weights.

These equations collectively facilitate a nuanced under-
standing of dependencies among elements or tokens within
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sequences, enabling transformers to capture complex patterns
and relationships in data with remarkable efficiency.

The success of the transformer model has inspired a diverse
array of models extending beyond natural language processing
(NLP). These models encompass tasks such as predicting
protein folded structures, and forecasting time series data.
The model’s ability to discern the significance of each input
component grants it tremendous power, allowing it to prioritize
essential information and disregard irrelevant details, thereby
enhancing the accuracy and relevance of its outputs. In the
domain of machine learning research, the Transformer model
diagram stands as an invaluable tool, providing a comprehen-
sive visual depiction of its architectural complexities and data
flow dynamics.

B. The Power of Transformers in Vision

Transformers have shown significant advancements in the
field of vision, particularly with the introduction of the Vision
Transformer (ViT). The ViT model, which is the first trans-
former model introduced for vision tasks after their successful
application in natural language processing (NLP), represents
an input image as a series of image patches, similar to the
series of word embeddings used when applying transformers
to text. This model has been specifically designed for image-
related tasks, making it a powerful tool in the field of medical
imaging.

1) Vision Transformer (ViT): The Vision Transformer (ViT)
is a model for image classification that employs a Transformer-
like architecture over patches of the image as shown in Fig.
2. An image is split into fixed-size patches, each of them
is then linearly embedded, position embeddings are added,
and the resulting sequence of vectors is fed to a standard
Transformer encoder¹. In order to perform classification, the
standard approach of adding an extra learnable “classification
token” to the sequence is used [27].

Fig. 2. Vision transformer for brain tumor classification [27].

The ViT model has been shown to outperform the cur-
rent state-of-the-art convolutional neural networks (CNNs) by
almost x4 in terms of computational efficiency and accuracy
[27]. This is a significant achievement as CNNs have been the
de-facto standard for image recognition tasks for many years.

The success of the ViT model can be attributed to the self-
attention mechanism of the Transformer architecture, which al-
lows the model to focus on different parts of the input sequence

simultaneously, capturing complex patterns and dependencies.
This ability to understand the importance of each part of
the input data differently makes the ViT model extremely
powerful. It allows the model to focus on what’s important and
ignore what’s not, leading to more accurate and meaningful
outputs [27].

The ViT model has been successfully applied to sev-
eral computer vision problems, achieving state-of-the-art
results.This has prompted researchers to reconsider the
supremacy of convolutional neural networks (CNNs) as de
facto operators.

2) Swin transformer: The **Swin Transformer** is a novel
vision Transformer that serves as a general-purpose backbone
for a variety of computer vision tasks [28]. The name “Swin”
stands for **Shifted Windows**, which is a key feature of this
architecture.

Unlike the original Vision Transformer (ViT) that produces
feature maps of a single low resolution and has a quadratic
computation complexity due to global self-attention, the Swin
Transformer builds hierarchical feature maps by merging
image patches in deeper layers and has linear computation
complexity with respect to image size. This is achieved by
limiting self-attention computation to non-overlapping local
windows while also allowing for cross-window connection
[28].

The Swin Transformer is built by replacing the standard
multi-head self-attention (MSA) module in a Transformer
block with a module based on shifted windows, while keeping
other layers the same [28]. A Swin Transformer block consists
of a shifted window-based MSA module, followed by a 2-layer
MLP with GELU nonlinearity in between.

In terms of performance, the Swin Transformer has demon-
strated superior results in various vision tasks, including image
classification, object detection, and semantic segmentation¹.
For instance, it achieved 87.3 accuracy on ImageNet-1K, 58.7
box AP and 51.1 mask AP on COCO test-dev, and 53.5 mIoU
on ADE20K val. These results surpass the previous state-
of-the-art by a large margin, demonstrating the potential of
Transformer-based models as vision backbones [29].

In summary, the Swin Transformer offers a promising ap-
proach to computer vision tasks, providing a balance between
computational efficiency and performance. Its hierarchical
design and shifted window approach make it a flexible and
powerful tool for image analysis.

3) ConvNext transformer: The ConvNext Transformer rep-
resents a significant advancement in open-source transformer
models tailored for medical imaging, particularly in scenarios
involving high-resolution images and necessitating a “sliding
window” approach. ConvNets excel in tasks such as object
detection, benefiting from translation equivariance and effi-
ciency derived from shared computations within a sliding-
window framework [29]. ConvNeXt addresses the need for
maintaining ConvNets’ inductive learning bias while lever-
aging Transformer innovations, featuring a specialized block
as depicted in Image 3, that integrates convolutional layers
to enhance spatial feature extraction from medical images,
resulting in improved accuracy and efficiency. Employing an
inverted bottleneck design comprising depthwise, expansion,
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and contraction layers, ConvNeXt utilizes large depthwise
kernels to facilitate scalability and long-range representation
learning. By harnessing large kernel ConvNeXt networks in
conjunction with extensive datasets, researchers have surpassed
previous Transformer-based models, enabling width scaling
without constraints imposed by kernel size limitations and
offering benefits in learning long-range spatial dependencies
through large kernels and enabling multi-level network scaling
in medical image segmentation [30]. Fig. 3 shows ConvNexT
v1 architecture.

In comparative studies, the ConvNext Transformer has
shown promising results on ImageNet-1K and ImageNet-22K
pre-trained models. Its performance metrics are competitive
with those of the Swin Transformer (2021), indicating its ca-
pability to serve as an effective backbone for various computer
vision tasks in medical imaging.The success of the ConvNext
Transformer can be attributed to the self-attention mechanism
of the Transformer architecture, which allows the model to
focus on different parts of the input sequence simultaneously,
capturing complex patterns and dependencies. This ability to
understand the importance of each part of the input data dif-
ferently makes the ConvNext Transformer extremely powerful.
It allows the model to focus on what’s important and ignore
what’s not, leading to more accurate and meaningful outputs.

Fig. 3. ConvNexT v1 Architecture [29].

4) ConvNeXt V2: Introducing ConvNeXt V2, a novel
ConvNet model series, known as Deformable ConvNets v2
(DCNv2), has been developed to enhance its capacity for
learning deformable convolutions, as shown in Fig. 4. Despite
undergoing minimal architectural modifications, it is precisely
tailored for optimal performance in self-supervised learning
scenarios. Leveraging fully convolutional masked autoencoder
pre-training, significant enhancements in performance are ob-
served across diverse downstream tasks, spanning from Ima-
geNet classification to COCO object detection and ADE20K
segmentation [31]. This augmentation in modeling capability

encompasses two key aspects. Firstly, there is an expanded
integration of deformable convolution layers throughout the
network, allowing for greater control over sampling across a
wider range of feature levels. Secondly, a modulation mecha-
nism has been introduced within the deformable convolution
modules, enabling each sample not only to undergo a learned
offset but also to be modulated by a learned feature amplitude,
thus providing the network module with the flexibility to adjust
both the spatial distribution and the relative influence of its
samples [32].

Key Advancements in the ConvNeXt V2 Model:

• Improved ability to handle a wide range of image sizes
and formats. This adaptability makes it more versatile
and suitable for different medical imaging tasks. This
is achieved through adaptive input representations and
flexible architecture designs that can accommodate
varying input dimensions.

• Incorporation of advanced training techniques and
optimization strategies that enhance its learning ef-
ficiency and model performance. These include so-
phisticated learning rate schedules, advanced regular-
ization methods, and efficient batch processing tech-
niques.

Fig. 4. ConvNexT v2 Architecture [33].

In comparative studies, the ConvNeXt V2 model has
shown superior performance metrics on benchmark datasets,
outperforming other state-of-the-art models such as the Vision
Transformer (ViT) and the Swin Transformer. This indicates its
potential as a reliable tool for clinical diagnostics and research,
and its capability to serve as an effective backbone for various
computer vision tasks in medical imaging.

5) Segformer: A new frontier in brain tumor segmentation:
The **Segformer** is a groundbreaking open-source trans-
former model that has been specifically engineered for image
segmentation tasks. This model has proven its robustness
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Fig. 5. Architecture of the segformer model[33].

and efficacy across a variety of applications, and this paper
presents, for the first time, its potential in the realm of brain
tumor segmentation in medical imaging.

The architecture of the Segformer which is presented
in Sketch 5, is distinctive, utilizing a hierarchical Encoder-
Decoder structure [33]. The attached Fig. 5 illustrates the
hierarchical architecture of the Segformer, demonstrating how
it processes different resolutions of images for effective seg-
mentation. This structure incorporates convolutional layers
to augment the extraction of spatial features from medical
images at multiple scales and resolutions. This multi-resolution
approach is vital for brain tumor segmentation tasks, where the
model is required to accurately identify and delineate intricate
anatomical structures and pathological regions at diverse levels
of detail.

The hierarchical design of the Segformer enables it to
process medical images at various scales, capturing both
macroscopic and microscopic features. This is particularly
advantageous for brain tumor segmentation tasks, as it ensures
a comprehensive capture of the tumor’s overall structure and
its intricate details, leading to more accurate and meaningful
outputs [33]. Another strength of the Segformer is the self-
attention mechanism of the Transformer architecture, which
allows the model to focus on different parts of the input
sequence simultaneously. This ability to discern the importance
of each part of the input data differently makes the Segformer
extremely powerful [33].

III. METHODOLOGY

This study seeks to harness the potential of open-source
transformers, with a specific focus on employing the Con-
vNeXt V2 model for tumor classification and the Segformer
model for segmentation, to advance the field of medical imag-
ing. The methodology employed in this research is outlined
below.

A. Model Selection

We have selected the ConvNeXt V2 model for the task of
classification and the Segformer model for segmentation. The
decisions are grounded in the established performance of the
ConvNeXt V2 and Segformer models in tasks related to im-
ages, as well as their proficiency in grasping complex patterns
and dependencies within input data. Throughout the selection

process, each model covered in the open-source transformers
section has undergone fine-tuning. Notably, the ConvNeXt V2
and Segformer models have consistently outperformed their
counterparts, demonstrating superior accuracy and efficiency,
thus positioning them as the optimal choices for our research
objectives.

B. Data Acquisition

The data used in this research was acquired from two main
sources:

1) Segmentation dataset: For segmentation, we have uti-
lized the brain tumor dataset provided by Jun Cheng, avail-
able on Figshare. This dataset encompasses a comprehensive
collection of brain images featuring various types of tumors.
Each image in this dataset has been appropriately labeled to
facilitate segmentation tasks [34].

2) Classification dataset: We have compiled a dataset
comprising 15,000 images for the classification task. This
dataset has been created by merging the brain tumor dataset
provided by Jun Cheng with additional datasets obtained from
the internet [34], [35], [36], [37]. These supplementary datasets
have been meticulously chosen to guarantee a varied and
representative selection of brain images. Each image in this
dataset has been labeled with the corresponding tumor type,
facilitating the classification task.

The datasets have been carefully scrutinized and validated
to ensure their quality and relevance to this research. The
images have been accurately labeled, providing a reliable basis
for fine-tuning the ConvNeXt V2 and Segformer models.

C. ConvNeXt V2 Fine-tuning

The ConvNeXt V2 model, depicted in Fig. 6, is fine-tuned
for the task of classification. The fine-tuning process involved
several steps, each of which contributed to optimizing the
model’s performance on our specific classification dataset.

1) Model initialization: We began by initializing the Con-
vNeXt V2 model, which is an open-source transformer model.
This model was selected due to its proven performance in
image-related tasks and its ability to capture complex patterns
and dependencies in the input data. The open-source nature of
the ConvNeXt V2 model allows for transparency, reproducibil-
ity, and customization, which are key advantages in the field
of medical imaging [31].

2) Label encoding: The labels for each image in our dataset
were mapped to corresponding IDs. This encoding process
transformed the categorical labels into a format that could be
processed by the ConvNeXt V2 model.

3) Hyperparameter adjustment: The model’s hyperparam-
eters, such as learning rate, batch size, and number of epochs,
were adjusted during the fine-tuning process.

4) Training: The training process involved feeding the
images from the training set into the ConvNeXt V2 model.
The model processed these images through multiple stages,
each involving a series of operations that transform the input
images, extracting essential features and patterns that the
model can learn from.
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Fig. 6. Implementing ConvNext V2 for advanced brain tumor classification:
A visual guide.

The operations include depthwise separable convolutions,
layer normalization, GELU activation, and pointwise separable
convolutions. These operations are inspired by the mechanisms
used in transformers. For instance, the layer normalization and
GELU activation functions are commonly used in transformer
models.

The depthwise separable convolutions operation is a key
feature of the ConvNeXt V2 model. It is a variant of the
standard convolutions and is designed to reduce the model’s
complexity and computational cost. This operation, similar to
the self-attention mechanism in transformers, allows the model
to capture complex patterns and dependencies in the input data.

Mathematically, the depthwise separable convolution oper-
ation can be represented as a two-step process:

a) Depthwise convolution: This operation applies a
single convolutional filter per input channel. If we denote the
input feature map as Fin, the depthwise convolutional filter as
D, and the output feature map as Fout, this operation can be
represented as:

F
(i)
out=D

(i) ∗ F (i)
in (4)

where ∗ denotes the convolution operation, and i is the
index of the input channel.

b) Pointwise convolution (1x1 convolution): This op-
eration applies a 1x1 convolution to combine the outputs
of the depthwise convolution. If we denote the pointwise
convolutional filter as P , and the final output feature map as
Ffinal, this operation can be represented as [38]:

Ffinal=P ∗ Fout (5)

The depthwise separable convolution operation, therefore,
can be represented as [39]:

Ffinal=P ∗ (D ∗ Fin) (6)

This operation, similar to the self-attention mechanism in
transformers, allows the model to capture complex patterns
and dependencies in the input data while reducing the model’s
complexity and computational cost. It’s a crucial part of the
ConvNeXt V2 model’s architecture.

While the specific mathematical operations are different,
both mechanisms allow the model to capture complex patterns
and dependencies in the input data, which is crucial for tasks
like image classification and natural language processing. This
is why the depthwise separable convolution operation is said
to be similar to the self-attention mechanism in transformers.

During training, the model’s parameters are adjusted to
minimize the loss function. This involves updating the weights
and biases in each layer of the model using a backpropagation
algorithm and an optimization technique such as the Adam
optimizer. The learning rate, which determines the step size
at each iteration while moving toward a minimum of the loss
function, was carefully chosen to ensure efficient learning.
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Mathematically, the update of the model parameters
(weights and biases) at each iteration is given by [40]:

θnew=θold − learning rate ×∇J(θold) (7)

where, θ represents the model parameters, J is the cost
function, and ∇J(θold) is the gradient of the cost function
evaluated at θold.

This equation is a fundamental part of the training process
in both ConvNets and transformers, highlighting the shared
principles between these two types of models.

Through this meticulous training process, the ConvNeXt
V2 model effectively learns to classify brain tumors, demon-
strating the power of combining ConvNet and transformer
principles in a single model. This process underscores the
transformative potential of open-source transformers in medi-
cal imaging, setting a new standard in the field.

The attached figure illustrates the architecture of the Con-
vNeXt V2 model and the mathematical equations associated
with each block during the training process. This visual
representation provides a comprehensive understanding of the
model’s operations and the transformations it undergoes to
extract essential features and patterns from the input images.

D. Validation

The validation process is a critical step in the fine-tuning
of the ConvNeXt V2 model. It serves to evaluate the model’s
performance on a separate set of data that was not used during
the training process. This helps to ensure that the model is not
overfitting to the training data and can generalize well to new,
unseen data.

During validation, the images from the validation set are
fed into the ConvNeXt V2 model. The model processes
these images in the same way as during the training process,
extracting features and making predictions. However, unlike in
the training process, the model’s parameters are not updated
during validation. This allows for an unbiased evaluation of
the model’s performance [31].

The model’s predictions are then compared with the actual
labels of the images in the validation set. This comparison
allows us to assess how well the model is performing in terms
of its ability to correctly classify brain tumors.

The performance of the model on the validation set is
quantified using the accuracy metric. A high accuracy on the
validation set indicates that the model is performing well and
can accurately classify brain tumors. Conversely, a low accu-
racy may indicate that the model is struggling to generalize
to new data and may require further fine-tuning or a different
approach.

Through this validation process, we can ensure that the
ConvNeXt V2 model is robust and reliable, capable of accu-
rately classifying brain tumors in a variety of different images.
This is a crucial step in the development of effective tools for
medical imaging and diagnosis.

E. Segformer Fine-tuning

The Segformer model is fine-tuned for the task of segmen-
tation. The fine-tuning process involved several steps as Fig. 7
depicts, each of which contributed to optimizing the model’s
performance on our specific segmentation dataset [33].

1) Model initialization: We began the process by initial-
izing the Segformer model with pre-trained weights. These
weights were obtained from a model that has demonstrated
strong performance in tasks related to image processing. This
model was chosen due to its ability to capture complex
patterns and dependencies in the input data, which is a crucial
aspect of our task. The use of pre-trained weights provides
a solid starting point for the fine-tuning process, potentially
leading to improved model performance and efficiency. This
approach leverages the power of open-source transformers,
harnessing their capabilities for our specific task of brain tumor
segmentation. The use of pre-trained weights also exemplifies
the power of open-source resources in advancing the field of
medical imaging. By utilizing these resources, we can build
upon the collective knowledge of the research community,
accelerating innovation and improving patient care.

2) Label encoding: The labels for each image in our dataset
were encoded as integers. This encoding process transformed
the categorical labels into a format that could be processed
by the Segformer model. In this case, the labels “background”
and “tumor” were encoded as 0 and 1, respectively.

3) Hyperparameter adjustment: The model’s hyperparam-
eters, such as learning rate, batch size, and number of epochs,
were adjusted during the fine-tuning process. The learning rate
was set to 0.0006, which determines the step size at each
iteration while moving toward a minimum of a loss function.
The batch size was set to 10, referring to the number of training
examples utilized in one iteration. The model was trained for
a total of 15 epochs, which is the number of times the learning
algorithm will work through the entire training dataset.

4) Training: The training process involved feeding the
images from the training set into the Segformer model. The
model processed these images through multiple stages, each
involving a series of operations that transform the input im-
ages, extracting essential features and patterns that the model
can learn from.

• Overlap Patch Embeddings: This operation is a
key feature of the Segformer model. It divides the
input image into overlapping patches and embeds
them into vectors. This operation, similar to the self-
attention mechanism in transformers, allows the model
to capture complex patterns and dependencies in the
input data. Mathematically, if we denote the input
image as I , the stride or overlap size as S, and the
total number of patches as P , this operation can be
represented as:

P=
I-S
S

+ 1 (8)

• Transformer Blocks: Each patch embedding undergoes
transformation through multiple transformer blocks.
If we denote the input patch embeddings as Xi and
the transformation operation as T , this process can be
represented as:
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Fig. 7. Adapting segformer for superior brain tumor segmentation: An
illustrated overview.

Xi+1=T (Xi) (9)

• Upsample Blocks: In the decoder stages, upsample
blocks are used to increase resolution. If we denote
the upsample operation by U , this process can be
represented as:

Yi=U(Xi) (10)

where Yi represents the output after upsampling.

• During training, the model’s parameters were adjusted
to minimize the loss function. This involved updating
the weights and biases in each layer of the model us-
ing a backpropagation algorithm and an optimization
technique such as the Adam optimizer. The learning
rate, which determines the step size at each iteration
while moving toward a minimum of the loss function,
was carefully chosen to ensure efficient learning.

• Mathematically, the update of the model parameters
(weights and biases) at each iteration is given by the
equation 7, [40].

• Through this meticulous training process, the Seg-
former model effectively learns to segment brain tu-
mors, demonstrating the power of combining ConvNet
and transformer principles in a single model. This is
a testament to the transformative potential of open-
source transformers in medical imaging, setting a new
standard in the field.

5) Validation: The validation process is a critical step in
the fine-tuning of the Segformer model. It serves to evaluate
the model’s performance on a separate set of data that was not
used during the training process. This helps to ensure that the
model is not overfitting to the training data and can generalize
well to new, unseen data.

During validation, the images from the validation set are
fed into the Segformer model. The model processes these
images in the same way as during the training process,
extracting features and making predictions. However, unlike in
the training process, the model’s parameters are not updated
during validation. This allows for an unbiased evaluation of
the model’s performance.

The model’s predictions are then compared with the actual
labels of the images in the validation set. This comparison
allows us to assess how well the model is performing in terms
of its ability to correctly segment brain tumors.

The performance of the model on the validation set is
quantified using the mean intersection over union (mIoU)
metric. A high mIoU score on the validation set indicates that
the model is performing well and can accurately segment brain
tumors. Conversely, a low mIoU score may indicate that the
model is struggling to generalize to new data and may require
further fine-tuning or a different approach.

Through this validation process, we can ensure that the
Segformer model is robust and reliable, capable of accurately
segmenting brain tumors in a variety of different images. This
is a crucial step in the development of effective tools for
medical imaging and diagnosis.

www.ijacsa.thesai.org 1305 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

Through this meticulous fine-tuning process, the Segformer
model was effectively adapted to our specific task of brain
tumor segmentation, leading to improved performance and
more accurate predictions.

IV. EVALUATION METRICS

The performance of the ConvNeXt V2 and Segformer
models was evaluated using appropriate metrics for both
classification and segmentation tasks. These metrics provide
a quantitative measure of the models’ performance, allowing
us to assess their effectiveness and accuracy.

A. Classification Metrics

1) Accuracy: Accuracy is a measure of how many pre-
dictions the model got right out of all predictions made. It is
calculated as the ratio of correct predictions to the total number
of predictions. Mathematically, accuracy is given by [41]:

Accuracy=
Number of Correct Predictions
Total Number of Predictions

(11)

2) Precision: Precision is a measure of how many true
positive predictions were made out of all positive predictions.
It is calculated as the ratio of true positives to the sum of
true positives and false positives. Mathematically, precision is
given by [42]:

Precision=
True Positives

True Positives + False Positives
(12)

3) Recall: Recall, also known as sensitivity or true positive
rate, is a measure of how many true positive predictions were
made out of all actual positives. It is calculated as the ratio of
true positives to the sum of true positives and false negatives.
Mathematically, recall is given by [41]:

Recall=
True Positives

True Positives + False Negatives
(13)

4) F1-Score: The F1-score is the harmonic mean of pre-
cision and recall, and it provides a balance between them. It
is calculated as 2 times the product of precision and recall
divided by the sum of precision and recall. Mathematically,
F1-score is given by [41]:

F1-Score=2× Precision × Recall
Precision + Recall

(14)

B. Segmentation Metrics

1) mIoU: For the segmentation task, the primary metric
used was the Mean Intersection over Union (mIoU). This met-
ric computes the average intersection over union of predicted
and ground truth segments, providing a measure of the model’s
segmentation performance. The Intersection over Union (IoU)
for a single prediction is calculated as the area of overlap
between the predicted segment and the ground truth segment
divided by the area of union of the two segments. The mIoU
is then calculated as the average IoU over all predictions.
Mathematically, IoU and mIoU are given by: [42]

IoU=
Area of Overlap
Area of Union

(15)

And mIoU is given by:

mIoU=
1

N

N∑
i=1

IoUi (16)

where N is the total number of predictions, and IoUi is
the IoU for the i-th prediction.

A high mIoU indicates that the model is performing well
and can accurately segment brain tumors. Conversely, a low
mIoU may indicate that the model is struggling to generalize
to new data and may require further fine-tuning or a different
approach.

2) Dice score: The Dice score, also known as the Dice
similarity coefficient or the F1-score, is a measure of the
overlap between two segments. It is calculated as two times
the area of overlap divided by the sum of the areas of the two
segments. Mathematically, the Dice score is given by [43]:

Dice=
2×AreaofOverlap

AreaofSegment1 +AreaofSegment2
(17)

A high Dice score indicates that the predicted segment
and the ground truth segment have a high degree of overlap,
meaning that the model is able to capture the shape and
location of the brain tumor accurately. Conversely, a low Dice
score indicates that the predicted segment and the ground truth
segment have a low degree of overlap, meaning that the model
is missing or including regions that do not belong to the brain
tumor.

3) Hausdorff distance: The Hausdorff distance is a mea-
sure of the maximum distance between the boundaries of two
segments. It is calculated as the maximum of the minimum
distances from each point on the boundary of one segment
to the closest point on the boundary of the other segment.
Mathematically, the Hausdorff distance is given by [44]:

Hausdorff=maxh(Seg 1, Seg 2), h(Seg 2, Seg 1) (18)

where h(Segment1,Segment2) is the maximum of the min-
imum distances from each point on the boundary of Segment
1 to the closest point on the boundary of Segment 2, and vice
versa. A low Hausdorff distance indicates that the predicted
segment and the ground truth segment have similar boundaries,
meaning that the model is able to delineate the brain tumor
precisely. Conversely, a high Hausdorff distance indicates that
the predicted segment and the ground truth segment have
dissimilar boundaries, meaning that the model is producing
large errors or inconsistencies in the segmentation.

Through these evaluation metrics, we can ensure that the
ConvNeXt V2 and Segformer models are robust and reliable,
capable of accurately classifying and segmenting brain tumors
in a variety of different images. This is a crucial step in the
development of effective tools for medical imaging and diagno-
sis. It allows us to assess the effectiveness of our methodology
and make necessary adjustments for future improvements.
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V. RESULTS

This section presents the results obtained from our ex-
periments and discusses their implications. We evaluated the
performance of the ConvNeXt V2 and Segformer models on
our datasets and compared these results with other state-of-
the-art methods.

A. Performance of ConvNeXt V2 for Classification

The ConvNeXt V2 model has demonstrated exceptional
performance in the classification of brain tumors, as evidenced
by the results obtained from our experiments.The Table I.
shows the model’s effectiveness is highlighted through various
metrics including accuracy, precision, recall, and F1-score.

TABLE I. PERFORMANCE OF CONVNEXT V2 FOR CLASSIFICATION

Class Precision Recall F1-score
No Tumor 1.000 1.000 1.000
Glioma Tumor 0.995 0.997 0.996
Meningioma Tumor 0.994 0.993 0.993
Pituitary Tumor 0.999 0.997 0.998

• Accuracy: The ConvNeXt V2 model boasts an im-
pressive accuracy of 99.60%, indicating its reliability
in correctly identifying and classifying different types
of brain tumors.

• Precision and Recall: Analyzing Table I reveals that
the model exhibits high precision and recall across all
classes. For instance:

◦ Glioma Tumor: Precision - 0.995, Recall -
0.997

◦ Meningioma Tumor: Precision - 0.994, Recall
- 0.993

◦ No Tumor: Precision - 1.000, Recall - 1.000
◦ Pituitary Tumor: Precision – 0.999, Recall –

0.997

• F1-Score: The F1-scores further affirm the model’s
capability to balance both precision and recall effec-
tively, ensuring that it is not biased towards a particular
class.

The confusion matrix of our proposed transformer, as
illustrated in Fig. 8, compares the detection rates of four dis-
tinct tumor types: glioma, meningioma, absence of tumor, and
pituitary tumors. The x-axis represents the model’s predicted
labels, while the y-axis depicts the true labels. Within each cell
of the matrix lies a numeric value indicating the frequency of
occurrences for different combinations of predicted and actual
categories. To visually represent instance counts, the matrix
utilizes varying shades of green, with darker shades signifying
higher frequencies. For example, there are 1499 instances of
true positives for glioma tumors, indicating accurate identifi-
cation by the model. However, there are 8 instances where
glioma tumors are misclassified as meningioma, revealing a
99.5% accuracy rate for glioma tumor detection. Regarding
meningioma tumors, approximately 1225 samples are correctly
identified, while 5 samples are misclassified as glioma and 3
as pituitary tumors. Notably, all 702 samples categorized as no
tumor are correctly identified. Furthermore, the model demon-
strates significant success in detecting pituitary tumors, with

Fig. 8. Evaluating model performance: A confusion matrix for brain tumor
classification.

892 out of 893 samples accurately classified. In summary, this
matrix serves as a crucial tool for evaluating the classification
model’s performance, providing insights into areas of accurate
predictions and errors.

B. Comparative Analysis of Different Methods

In our study, we compared the performance of the Con-
vNeXt V2 model with other state-of-the-art models, including
ConvNeXt V1, Swin, and ViT. The comparison was based on
various metrics such as precision, recall, and F1-score across
different types of tumors.

The ConvNeXt V2 model demonstrated superior perfor-
mance, consistently outperforming the other models in all
metrics for each tumor type. Specifically, the ConvNeXt V2
model achieved an impressive accuracy of 99.60%, indicating
its reliability in correctly identifying and classifying different
types of brain tumors.

In contrast, the ConvNeXt V1, Swin, and ViT models
achieved accuracies of 99.11%, 99.01%, and 98.5% respec-
tively. While these are high accuracy rates, they are still lower
than the accuracy achieved by the ConvNeXt V2 model.

According to Fig. 8 he high precision, recall, and F1-score
of ConvNeXt V2 indicate its robustness in correctly identifying
and classifying different types of brain tumors. The model
exhibits high precision and recall across all classes, ensuring
that it is not biased towards a particular class. The F1-scores
further affirm the model’s capability to balance both precision
and recall effectively.

These results underscore the ConvNeXt V2 model’s robust-
ness and reliability in classifying brain tumors, setting a new
benchmark in the field of medical imaging. The model’s high
accuracy and balanced precision and recall metrics make it a
promising tool for aiding radiologists in the early detection and
classification of brain tumors, potentially leading to improved
patient outcomes.
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Fig. 9. Performance comparison of evaluation metrics of different models for
brain tumor detection using bar charts.

C. Performance of Segformer for Segmentation

The Segformer model has demonstrated exceptional per-
formance in the segmentation of brain tumors (see Fig. 9).
The effectiveness of the model is highlighted through various
metrics, including the Dice score and Hausdorff distance, both
of which reached up to 90 %.

D. Segmentation Results

Fig. 10 shows the output of the Segformer model on a
sample brain image. The first row shows the original brain
scans, the second row shows the ground truth labels (down-
sampled labels), and the third row shows the segmentation
maps produced by the Segformer model.

From a visual inspection, it is evident that the Segformer
model’s segmentation maps closely match the ground truth
labels, indicating high accuracy in segmenting the tumor region
from the rest of the brain tissue.

1) Dice score and hausdorff distance: The Dice score and
Hausdorff distance are commonly used metrics for evaluating
the performance of segmentation models. In our experiments,
both these metrics reached up to ideal ones(90% dice score
and 0.05mm Hausdorff distance) for the Segformer model,
indicating its superior performance in accurately segmenting
brain tumors.

A Dice score of 90% suggests a high degree of overlap
between the predicted segment and the ground truth segment,
meaning that the model is able to capture the shape and
location of the brain tumor accurately. Similarly, a Hausdorff
distance less then 0.10 indicates that the predicted segment and
the ground truth segment have similar boundaries, meaning
that the model is able to delineate the brain tumor precisely.

Fig. 10. Demonstrating the efficacy of segformer: Original scans, ground
truth, and segmentation maps in brain tumor detection.

2) Comparison with other methods: The performance of
the ConvNeXt V2 model was compared with other state-of-the-
art methods. The ConvNeXt V2 model outperformed Method
A and Method B, achieving higher accuracy and F1-score.

TABLE II. COMPARISON OF SEGFORMER WITH OTHER METHODS

Method Dice
Score

Hausdorff
Distance(mm)

Reference

Deep Learning Based 0.85 1.5 [45]
CNN based 0.87 3.58 [46]
ANTS 0.83 6.71 [46]
Registration Method 0.84 4.01 [46]
U-Net 0.85 1.5 [47]
U-Net++ 0.78 9.4 [48]
3D U-Net 0.90 4.29 [49]
NMF 0.74 7.4 [50]
3D CNN 0.91 3 [51]
Segformer (Our Method) 0.95 0.87 This study

The Table II titled “COMPARISON OF SEGFORMER
WITH OTHER METHODS,” presenting a comparison be-

www.ijacsa.thesai.org 1308 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

tween the Segformer approach and alternative methods based
on their Dice Score and Hausdorff Distance metrics. The table
consists of five columns: “Method,” “Dice Score,” “Hausdorff
Distance (mm),” and “Reference.” Listed in the table are
various methods alongside their respective Dice Scores and
Hausdorff Distances: Deep Learning Based (Dice Score: 0.85,
Hausdorff Distance: 0.15), CNN based (Dice Score: 0.87,
Hausdorff Distance: 3.56), ANTs Registration Method (Dice
Score: 0.83, Hausdorff Distance: 6.71), U-Net++ (Dice Score:
0.78, Hausdorff Distance: 15), 3D U-net (Dice Score: 0.90,
Hausdorff Distance: 4), NMF (Dice Score: 0.74, Hausdorff
Distance: 7.4), 3D CNN (Dice Score: 0.91, Hausdorff Dis-
tance: 0.34), and Segformer (Our Method) (Dice Score: 0.95,
Hausdorff Distance: 0.87). Notably, the Segformer method
demonstrates the highest Dice Score and one of the lowest
Hausdorff Distances among the listed approaches, highlighting
its superior performance in this study.

VI. DISCUSSION

The findings of this study highlight the potential of open-
source transformers, specifically the ConvNeXt V2 and Seg-
former models, in the realm of medical imaging. These models,
when fine-tuned for specific tasks, have shown exceptional
performance in brain tumor classification and segmentation
respectively. [31,33] The ConvNeXt V2 model, with its im-
pressive accuracy of 99.60% in classification tasks, and the
Segformer model, with its high Dice score and low Hausdorff
distance in segmentation tasks, have set a new benchmark
in the field. This study has opened up new possibilities for
future research, including the exploration of the application of
transformers in other areas of medical imaging and further op-
timization of the proposed models for enhanced performance.

VII. CONCLUSION

This research has shed light on the transformative potential
of open-source transformers, specifically the ConvNeXt V2
and Segformer models, in the domain of medical imaging.
The study has demonstrated that these models, when fine-
tuned for specific tasks, can deliver exceptional performance
in the classification and segmentation of brain tumors. The
ConvNeXt V2 model exhibits outstanding performance in
brain tumor classification, achieving an impressive accuracy
of 99.60%. Across all tumor classes, it demonstrates remark-
able precision and recall. Specifically, for Glioma Tumor, the
precision is 0.995 and recall is 0.997, while for Meningioma
Tumor, the precision is 0.994 and recall is 0.993. Notably,
for cases where there is no tumor present, both precision and
recall are perfect at 1.000. Additionally, for Pituitary Tumor
classification, the model achieves a precision of 0.999 and
recall of 0.997. These results underscore the model’s robust-
ness and reliability in accurately identifying different types
of brain tumors, establishing ConvNeXt V2 as a promising
tool for aiding in medical diagnostics. The Segformer model
showcases remarkable performance in accurately segmenting
brain tumors, as highlighted by its exceptional Dice score and
Hausdorff distance metrics, reaching up to ideal values of 90%
and 0.87 mm respectively. Visually, the segmentation maps
generated by Segformer closely align with ground truth labels,
indicating precise delineation of tumor regions within brain
scans. Moreover, the study has opened up new possibilities

for future research which has significant contribution to the
ongoing efforts to improve patient outcomes in neuro-oncology
and beyond.
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Abstract—Equipment evaluation stands as a critical task
in both equipment system development and military operation
planning. This task is often recognized as a complex multi-criteria
decision-making (MCDM) problem. Adding to the intricacy is the
uncertain nature inherent in military operations, leading to the
introduction of fuzziness and randomness into the equipment
evaluation problem, rendering it unsuitable for precise infor-
mation. This paper addresses the uncertainty associated with
equipment evaluation by proposing a novel MCDM method that
combines the cloud model and the VIKOR method. To address
the multifaceted nature of the equipment evaluation problem, a
two-level hierarchical evaluation framework is constructed, which
comprehensively considers both the capabilities and characteris-
tics of the equipment system during the evaluation process. The
cloud model is then employed to represent the uncertain evalu-
ations provided by experts, and a similarity-based expert weight
calculation approach is introduced for calculating expert weights,
thereby determining the relative importance of different experts.
Subsequently, the VIKOR method is extended by incorporating
the cloud model to evaluate and rank various equipment systems,
where the criteria weights for this evaluation are established using
the analytic hierarchy process (AHP). To demonstrate the efficacy
of the proposed method, a practical case study involving the
evaluation of unmanned combat aerial vehicles is presented. The
results obtained are validated through sensitivity analysis and
comparative analysis, affirming the reliability and reasonability of
the proposed method in providing equipment evaluation results.
In summary, the proposed method offers a novel and effective
approach for addressing equipment evaluation challenges under
uncertainty.

Keywords—Multi-criteria decision-making; equipment evalua-
tion; cloud model; VIKOR

I. INTRODUCTION

Equipment systems stand as the cornerstone of modern
military endeavors, playing a pivotal role in both the platform-
centric and network-centric eras of warfare [1], [2], [3].
Over the past decades, as various equipment systems have
rapidly developed and expanded, the evaluation and selection
of these systems in alignment with operational goals, referred
to as equipment system evaluation, has garnered substantial
attention from researchers [4], [5], [6]. Consequently, equip-
ment system evaluation has become a crucial consideration
for both military operation planning and equipment system
development.

The equipment system evaluation problem has been recog-
nized as a complex multi-criteria decision-making (MCDM)

*Corresponding authors.

challenge, given the involvement of multiple factors in varying
forms [7], [8], [9]. Various MCDM methods have been applied
to address this problem, including the analytic hierarchy pro-
cess (AHP) [10], the evidential reasoning algorithm [11], the
technique for order preference by similarity to an ideal solution
(TOPSIS) [12], and others [13], [14]. For instance, Bi et al.
[15] combined the interval evidential reasoning algorithm with
AHP to evaluate different equipment systems, considering the
inherent uncertainty in the problem. Gao et al. [16] introduced
the intuitionistic fuzzy weighted influence non-linear gauge
system, applying this method to equipment evaluation while
considering interrelationships among different equipment sys-
tems. However, the handling of uncertain information and
the reliable evaluation of different equipment systems while
considering various factors remain urgent issues in equipment
system evaluation problem.

Addressing uncertain information is a significant challenge
in MCDM problems. Conventional fuzzy set (FS) theory,
while effective in representing fuzziness, often falls short when
dealing with the randomness of quantitative information. To
address this limitation, Li et al. [17] introduced the cloud
model theory for knowledge representation, accounting for
both fuzziness and randomness in human cognitive processes.
The cloud model transforms qualitative judgments into quan-
titative representations using the forward cloud generator,
effectively and accurately modeling fuzziness and randomness,
which offers a more intuitive and reliable representation of hu-
man knowledge. Given the inherent fuzziness and randomness
in equipment evaluation, the cloud model holds potential for
precisely modeling expert evaluations in this domain.

Decision-making problems have been extensively studied,
leading to the development of numerous MCDM methods,
including TOPSIS [18], MULTIMOORA [19], VIKOR [20],
and others [21], [22], [23]. The VIKOR method, proposed
by Opricovic [24], has proven effective for discrete MCDM
problems by employing compromise solutions for ranking and
selection amid conflicting criteria. VIKOR excels in reaching
a compromised solution closest to the ideal solution, even
when criteria conflict, making it widely used in various fields.
In equipment evaluation problem, as there could be some
conflicting information, adopting the VIKOR method could
enhance the reliability of the results.

Nevertheless, to the best of our knowledge, there has been
a noticeable gap in research utilizing the cloud model for
equipment system evaluation. Additionally, scant attention has
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been directed towards integrating the VIKOR method with the
cloud model, thereby serving as a key motivation for this study.
The primary motivations for undertaking this research can be
succinctly summarized as follows:

(1) The inherently complex nature of equipment evaluation
necessitates the consideration of various factors. While prior
studies have proposed different evaluation index systems for
equipment assessment, these may prove less suitable for han-
dling complex situations. Therefore, there is a crucial need to
construct a systemic evaluation index framework tailored for
equipment evaluation.

(2) Effectively representing expert knowledge considering
fuzziness and randomness poses a significant challenge when
evaluating different equipment systems. The cloud model has
demonstrated efficacy in modeling uncertain information, par-
ticularly under conditions of fuzziness and randomness. Thus,
the adoption of cloud models in equipment evaluation holds
promise for yielding reliable results.

(3) Equipment evaluation problems inherently fall under
the umbrella of MCDM. To enable the evaluation and selection
of different alternatives, a comprehensive analysis of each
equipment system is imperative. The VIKOR method stands
out for its ability to produce reliable and reasonable solutions
for complex MCDM problems. Consequently, leveraging the
VIKOR method for equipment evaluation is a plausible ap-
proach.

Building on the aforementioned motivations, this study
introduces a novel equipment evaluation method that integrates
the cloud model, the AHP (AHP), and the VIKOR method. In
this proposed approach, the cloud model serves as a tool to
represent evaluation information, while the VIKOR method
is employed to assess and rank various equipment systems.
The determination of criteria weights is facilitated by the
AHP. To showcase the effectiveness of the proposed method,
a practical case involving the evaluation of unmanned combat
aerial vehicles is presented, and the results are compared with
those obtained through alternative methods. The key novelties
of the proposed method include:

(1) This study establishes a two-level hierarchical eval-
uation structure for equipment evaluation. By considering
both the capabilities and characteristics of equipment systems,
the proposed evaluation structure enhances the reliability and
comprehensiveness of equipment evaluation.

(2) The cloud model is employed as a tool for equipment
evaluation. Through the construction of cloud models based on
expert knowledge, the proposed method offers more reliable
and reasonable results for equipment evaluation, particularly
in the presence of fuzziness and randomness.

(3) The study proposes an integrated MCDM method that
combines the cloud model and the VIKOR method. Through
the calculation of group utility, individual regret, and aggregat-
ing index to determine the evaluation of different equipment
systems, the proposed method ensures the attainment of an
optimal solution.

The rest of this paper is organized as follows. Section II
reviews several previous literature related to this study. Section
III briefly revisits several basic concepts about cloud model.

The proposed method is described in Section IV. Section V
presents a case study of equipment system evaluation, and
the results are analyzed in Section VI. Finally, Section VII
provides some concluding remarks.

II. RELATED WORKS

A. Cloud Model

Proposed by Li et al. [17], the cloud model could work
as an effective tool to convert qualitative judgments and quan-
titative representation through forward cloud generator, thus
providing a flexible tool for human knowledge representation.
Due to its advantages, the cloud model has been used in various
fields. For instance, Xie et al. [25] introduced cloud-analytic
hierarchy process and group cloud decision-making method for
risk evaluation of fire and explosion accidents in oil depots,
where the cloud model is utilized to model the probability data
under uncertainty and ambiguity. Lin et al. [26] integrated the
variable weight theory and cloud model theory for evaluating
the risk of construction of karst tunnels. Gao [27] proposed
an integrated risk analysis method based on cloud model and
DEMATEL for tanker cargo handling operation, which utilizes
the cloud model for uncertain knowledge representation and
adopts the DEMATEL method to rank different risk factors.
Wu et al. [28] integrated the cloud model with the improved
criteria importance through intercriteria correlation (CRITIC)
method, and applied the proposed method to urban rail transit
operation safety evaluation.

B. VIKOR Method

The VIKOR method is a useful MCDM method that
considers both the group utility and individual regret of the
alternative when evaluating and ranking different alternatives,
and it has been applied to various fields. For example, Gao et
al. [29] extended the VIKOR method with Fermatean fuzzy
sets, proposing a novel Fermatean fuzzy decision-making
approach for health care waste treatment technology selection.
Abdul et al. [30] introduced an integrated decision-making ap-
proach based on AHP and the VIKOR method for prioritizing
renewable energy sources. Bakioglu and Atahan [31] proposed
a hybrid MCDM method based on AHP, TOPSIS, and VIKOR
under the Pythagorean fuzzy environment for prioritizing risks
in self-driving vehicles. Li et al. [32] integrated the later
defuzzification VIKOR method with fuzzy DEMATEL and
entropy weighting, presenting a hybrid MCDM method for
machine tool selection, where the later defuzzification VIKOR
method is used to rank different alternatives.

III. PRELIMINARIES

The cloud model, serving as the foundation for cloud-
based reasoning, computing, and control, provides an uncertain
transformation model for handling both qualitative concepts
and quantitative descriptions. This model adeptly captures the
transition from qualitative concepts to quantitative represen-
tation through the forward cloud generator, and conversely,
from quantitative representation to qualitative concept through
the reverse cloud generator.

Definition 1. Consider a qualitative domain U and the
corresponding qualitative concept C on U . Let x be a random
number following a normal distribution with x ∈ U . The
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membership degree µ(x) of x for C is a random number
exhibiting stable inclination, satisfying µ(x) ∈ [0, 1]. Here, x
and its distribution on U are termed cloud droplets and clouds,
respectively.

In the cloud model, the uncertainty of the data x is
expressed through three key values:

1) The expected value Ex, reflecting the qualitative concept
in the argument domain space.

2) The entropy En, representing the desirable range of
assessment results and the degree of cloud droplet clus-
tering.

3) The hyper entropy He, reflecting the dispersion degree
of the cloud droplets.

The characteristics of the cloud model are denoted as C =
(Ex,En,He), and they can be calculated using Eq. (1)-(3):

Ex =
1

n

n∑
i=1

Xi (1)

En =

√
π

2
× 1

n

n∑
i=1

|Xi − Ex| (2)

He =

√√√√∣∣∣∣∣ 1

n− 1

n∑
i=1

(Xi − Ex)2 − En2

∣∣∣∣∣ (3)

where Xi (i = 1, 2, . . . , n) represents the ith data from the
distribution, and n is the number of data in the distribution.

0 1 2 3 4 5 6 7 8 9 10

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

3En Ex

2En

En

Ex-3En

Ex+3En

He

Fig. 1. Demonstration of the cloud model.

Utilizing the forward cloud generator, which is based on
the characteristics obtained from the cloud model, a positive
random number x ∼ N(Ex,En2) can be generated, as
illustrated in Fig. 1. A cloud droplet is defined as (x, µ(x)),
where the cloud droplet membership degree µ(x) is calculated
by using Eq. (4) as:

µ(x) = e
−(x−Ex)2

2En2 (4)

Definition 2. Let C1 = (Ex1, En1, He1) and C2 =
(Ex2, En2, He2) be two clouds, the operations among C1 and
C2 is defined as:

1) C1 + C2 = (Ex1 + Ex2,
√
En2

1 + En2
2,
√
He21 +He22)

2) C1 − C2 = (Ex1 − Ex2,
√

En2
1 + En2

2,
√
He21 +He22)

3) C1 × C2 = (Ex1 × Ex2,
√

(En1Ex2)2 + (En2Ex1)2,√
(He1Ex2)2 + (He2Ex1)2)

4) λC1 = (λEx1,
√
λEn1,

√
λHe1)

Definition 3. Let C1 = (Ex1, En1, He1) and C2 =
(Ex2, En2, He2) be two clouds, then the distance between
C1 and C2 is defined using Eq. (5):

d(C1, C2) =

√
1

2
(d1 + d2) (5)

where

d1 =

((
1−

3
√

En2
1 +He21

Ex1

)
Ex1 −

(
1−

3
√

En2
2 +He22

Ex2

)
Ex2

)2

d2 =

((
1 +

3
√

En2
1 +He21

Ex1

)
Ex1 −

(
1 +

3
√

En2
2 +He22

Ex2

)
Ex2

)2

(6)

Definition 4. Let Ci = (Exi, Eni, Hei) (i = 1, 2, . . . , n)
be a set of clouds in the domain U , the cloud weighted average
(CWA) operator is defined by Eq. (7) as:

CWA(C1, C2, . . . , Cn) =

n∑
i=1

wiCi

=

 n∑
i=1

wiExi,

√√√√ n∑
i=1

wi(Eni)2,

√√√√ n∑
i=1

wi(Hei)2

 (7)

where (w1, w2, . . . , wn) is the weight vector with 0 ≤ wi ≤ 1
and

∑n
i=1 wi = 1.

In cloud model-based assessments, the 3En principle is
commonly employed to analyze the assessment results. This
is because the cloud droplets in the cloud diagram are predom-
inantly concentrated in the [Ex−3En,Ex+3En] interval, as
depicted in Fig. 1. It is noteworthy that varying distribution
locations of the cloud droplets signify different qualitative
assessments, which can be broadly categorized into three parts:

1) The main part (Ex−En,Ex+En), characterized by the
highest membership degree.

2) The secondary part (Ex − 2En,Ex − En) ∪ (Ex +
En,Ex+ 2En).

3) The minor part (Ex−3En,Ex−2En)∪(Ex+2En,Ex+
3En).

Cloud droplets beyond this interval are typically not uti-
lized as the basis for qualitative descriptions of the assessment.

IV. PROPOSED METHOD

In this section, a novel decision-making approach for
equipment evaluation based on the cloud model, the DEMA-
TEL method, and the VIKOR method is described in detail.
The proposed method consists of four phases, as demonstrated
in Fig. 2. Firstly, the equipment system evaluation problem
is defined in detail. Secondly, the linguistic judgments of
different experts are converted into cloud models and aggre-
gated while considering the weights of the experts. Thirdly,
a hybrid criteria weight calculation method that takes into

www.ijacsa.thesai.org 1313 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

account both the subjective weights and objective weights is
introduced to determine the weights of the criteria. Fourthly,
the VIKOR method is extended with cloud model to evaluate
and rank different equipment systems. The detailed steps of
the proposed method are described as follows.

Step 1: Establish the expert group

Step 2: Determine the equipment systems

Step 3: Define the evaluation criteria

Step 4: Define the set of cloud models

Step 5: Obtain the linguistic judgments from experts

Step 6: Transform linguistic evaluations into cloud models

Phase I: Problem definition

Phase II: Evaluation collection

Step 7: Determine the weights of experts

Step 8: Aggregate the evaluations of experts

Step 9: Calculate the second-level criteria weights

Step 10: Calculate the first-level criteria weights

Phase III: Criteria weights calculation

Step 11: Determine the best and worst solutions

Step 12: Calculate the group utility and individual regret

Step 13: Calculate the aggregating index

Phase IV: Equipment evaluation

Step 14: Rank different equipment systems

Fig. 2. Framework of the proposed method.

A. Phase I: Problem Definition

Step 1: Establish the expert group

Firstly, given the uncertainty inherent in the equipment
evaluation problem and the limited information available, it
becomes imperative to rely on a group of experts to enhance
the reliability and effectiveness of the results. The selection of
these experts is conducted considering the following aspects:

1) Expertise of the experts: To ensure the reliability and
effectiveness of expert judgments, members of the expert
group must possess more than five years of experience in the
field of equipment design, production, application, or scientific
research.

2) Number of the experts: To ensure the comprehensive-
ness and rationality of the results, the number of experts should
not be too small. After analyzing the problem and consulting
previous literature, it is determined that a group of 3-10 experts
will be selected for evaluation based on their knowledge.

3) Diversity of the experts: To construct a reliable expert
group, diversity among the experts is crucial to avoid excessive
convergence of opinions. Therefore, experts with different
positions, expertise, and experiences are invited, enhancing the
objectivity and comprehensiveness of the evaluations.

Step 2: Determine the equipment systems

The primary objective of equipment evaluation is to assess
and rank various equipment systems based on their perfor-
mance. In this step, the expert group collaboratively determines
the specific equipment systems that will serve as the foundation
for the evaluation process, and the equipment systems are
denoted as A = {A1, A2, . . . , Am}.

Step 3: Define the evaluation criteria

In the equipment evaluation problem, each equipment
system undergoes assessment, taking into account its mul-
tifaceted performance. Given the diverse aspects influencing
the performance of equipment systems, considering both the
capabilities and characteristics becomes crucial for enhancing
the reliability and rationality of the results. In this study, a two-
level hierarchical evaluation structure is adopted for equipment
evaluation, illustrated using the example of an unmanned
combat aerial vehicle (UCAV) in Fig. 3.

Equipment system 

evaluation framework

Surveillance (C1)

Maneuver (C2)

Communication (C3)

Attack (C4)

Defense (C5)

Radar surveillance (C11)

Inferred surveillance (C12)

Photoelectric surveillance (C13)

Maximum velocity (C21)

Cruise velocity (C22)

Maximum turning angle (C23)

Transmission speed (C31)

Anti-jamming ability (C32)

Aircraft cannon ability (C41)

Missile ability (C42)

ECM (C51)

Jamming ability (C52)

Invulnerability (C53)
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First-level 

criterion

Second-level 

criterion

Fig. 3. Two-level hierarchical evaluation structure for unmanned combat
aerial vehicle.

In this two-level hierarchical framework, capabilities con-
stitute the first-level criteria, encompassing surveillance (C1),
maneuver (C2), communication (C3), attack (C4), and defense
(C5). Subsequently, ten second-level criteria, representing spe-
cific characteristics of the equipment, are defined. For in-
stance, the capability surveillance is subdivided into three sub-
criteria: radar surveillance (C11), inferred surveillance (C12),
and photoelectric surveillance (C13). The capability maneuver
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entails the UCAV’s ability to execute various maneuvers, fur-
ther divided into three sub-criteria: maximum velocity (C21),
cruise velocity (C22), and maximum turning angle (C23).
Communication capability comprises two sub-criteria: trans-
mission speed (C31) and anti-jamming ability (C32). The attack
capability is delineated by two sub-criteria: aircraft cannon
ability (C41) and missile ability (C42). The defense capability
encompasses three sub-criteria: ECM (C51), jamming ability
(C52), and invulnerability (C53). This hierarchical framework
ensures a comprehensive evaluation of the equipment systems.

B. Phase II: Evaluation Collection

Step 4: Define the set of cloud models.

In this step, a set of cloud models is constructed to rep-
resent the evaluations, utilizing five evaluation grades within
the domain [0.05, 0.95]. The linguistic terms employed are
S = {“Very low (VL)”, “Low (L)”, “Medium (M)”, “High
(H)”, “Very High (VH)”}. The transformation between the
cloud models and the linguistic terms is detailed in Table I.

TABLE I. TRANSFORMATION AMONG LINGUISTIC TERMS AND CLOUD
MODELS

Linguistic terms Cloud models
Very low (VL) (0.05,0.033,0.012)
Low (L) (0.309,0.021,0.008)
Medium (M) (0.5,0.013,0.005)
High (H) (0.691,0.021,0.008)
Very high (VH) (0.95,0.033,0.012)

Step 5: Obtain the linguistic judgments from experts.

In the context of equipment evaluation, multiple experts
contribute their judgments in the form of linguistic terms to
enrich the comprehensiveness and rationality of the results.
Each expert within the expert group is tasked with evaluating
each equipment system across the evaluation criteria.

For the equipment evaluation problem, assuming there are
m equipment systems, each characterized by n second-level
criteria, and involving the perspectives of k experts. Let ztij
represent the evaluation of the tth expert for the ith equipment
system concerning the jth criterion, with i = 1, 2, . . . ,m, j =
1, 2, . . . , n, and t = 1, 2, . . . , k. It is important to note that
ztij denotes the linguistic term from the linguistic term set S
and can be converted into corresponding cloud models. The
linguistic decision matrix Zt for the tth expert is derived by
synthesizing their linguistic evaluations as Eq. (8):

Zt =


zt11 zt12 · · · zt1n
zt21 zt22 · · · zt2n

...
...

. . .
...

ztm1 ztm2 · · · ztmn

 (8)

Step 6: Transform linguistic evaluations into cloud models.

For the subsequent evaluation, the acquired linguistic eval-
uations need to be transformed into cloud models to effectively
manage fuzziness and randomness. In this study, cloud models
are defined in consideration of linguistic terms. Each linguistic
evaluation ztij can be equivalently transformed into a cloud

model z̃tij using Table I. The cloud decision matrix Z̃t is
obtained using Eq. (9):

Z̃t =


z̃t11 z̃t12 · · · z̃t1n
z̃t21 z̃t22 · · · z̃t2n

...
...

. . .
...

z̃tm1 z̃tm2 · · · z̃tmn

 (9)

Step 7: Determine the weights of experts.

Given the involvement of multiple experts in the eval-
uation, each with diverse experiences and backgrounds, it
is reasonable to acknowledge that they may carry different
levels of importance and credibility in their evaluations. Hence,
determining the weights of different experts becomes crucial
to ensure the reliability of the results. In this study, considering
the evaluations provided by the experts, a similarity-based
expert weight calculation method is introduced. The process
is as follows:

Firstly, the distance between the cloud evaluations of any
two pair of experts is calculated using the distance measure in
Eq. (10) as:

dk,li,j = d(z̃kij , z̃
l
ij) (10)

Then, the similarity between the cloud evaluations of each
pair of experts are obtained using Eq. (11):

simk,l
i,j = 1− dk,li,j (11)

and the similarity matrix is constructed as:

SMM =


S11 S12 · · · S1t

S21 S22 · · · S2t

...
...

. . .
...

St1 St2 · · · Stt

 (12)

where Skl =
∑m

i=1

∑n
j=1 sim

k,l
i,j .

Next, the support degree of the kth experts is obtained by
using Eq. (13) as:

Supk =

t∑
l=1,l ̸=k

Skl (13)

Finally, the weight of each expert is calculated based on
the credibility degree, as shown in Eq. (14):

wk =
Supk∑t
k=1 Supk

(14)

Step 8: Aggregate the evaluations of experts.

In this step, the evaluations of different experts on the
equipment system Ai concerning the criterion Cj are aggre-
gated using the CWA operator, resulting in the formation of
the aggregated decision matrix in Eq. (16):

Z̃ =


z̃11 z̃12 · · · z̃m1

z̃21 z̃22 · · · z̃m2

...
...

. . .
...

z̃m1 z̃m2 · · · z̃mn

 (15)
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where z̃ij denotes the aggregated evaluation of the ith equip-
ment system regarding the jth criterion, and is obtained by
using Eq. (16) as:

z̃ij = CWA(z1ij , z
2
ij , . . . , z

t
ij) (16)

C. Phase III: Criteria Weights Calculation

Step 9: Calculate the second-level criteria weights.

In this step, the AHP is employed to determine the weights
of the second-level criteria in relation to the first-level criteria.
It is essential to note that for the second-level criteria, the
calculated weights represent their relative importance within
the context of the first-level criteria. In other words, for the
five first-level criteria, five sets of sub-criteria weights are
calculated and obtained using the AHP.

Step 10: Calculate the first-level criteria weights.

For the first-level criteria, the AHP is employed in this step
to determine their weights based on the judgments of experts.
The weights assigned to the criteria represent their relative
importance in the evaluation process, where a larger criteria
weight indicates higher importance.

D. Phase IV: Equipment Evaluation

Step 11: Determine the best and worst solutions.

In this step, the best and worst solutions for each criterion
are determined based on their characteristics and aggregated
evaluations. It is important to note that the determination of
the best and worst solutions may vary depending on whether
the criteria are benefit-oriented or cost-oriented, as both types
could be involved.

The best solution is obtained as:

ρ∗j =

{
maxi=1,...,m z̃ij Cj ∈ CB

mini=1,...,m z̃ij Cj ∈ CC
(17)

The worst solution is obtained as:

ρ−j =

{
mini=1,...,m z̃ij Cj ∈ CB

maxi=1,...,m z̃ij Cj ∈ CC
(18)

where CB and CC denotes the set of benefit criteria and
cost criteria, respectively.

Step 12: Calculate the group utility and individual regret.

Using the distance measure, the group utility Si and the
individual regret Ri of the ith equipment system can be
obtained by calculating the distance from the ith equipment
system to the best solution using Eq. (19) as:

Si =

n∑
j=1

ωj
d(ρ∗, z̃ij)

d(ρ∗, ρ−)

Ri = max
j

ωj
d(ρ∗, z̃ij)

d(ρ∗, ρ−)

(19)

where ωj denotes the weights of the jth criterion.

Step 13: Calculate the aggregating index.

The aggregating index of each equipment system is com-
puted by combining the group utility and the individual regret
using Eq. (20) as:

Qi = γ
Si − S−

S∗ − S− + (1− γ)
Ri −R−

R∗ −R−
(20)

where S∗ = maxi Si, S− = mini Si, R∗ = maxi Ri,
R− = mini Ri, and γ is the decision coefficient. When γ >
0.5, it is the strategy of maximum group utility, whereas γ <
0.5 indicates the strategy of with veto.

Step 14: Rank different equipment systems.

Based on the values of Si, Ri, and Qi, the equipment
systems can be ranked in descending order, with a higher
value indicating better preference. Additionally, to identify the
optimal solution, it should satisfy the following condition:

Condition 1: The difference between the first equipment
system and the second equipment systems should satisfy Eq.
(21):

Q(A(2))−Q(A(1)) ≥
1

m− 1
(21)

Condition 2: The optimal equipment system A(1) must be
the best one according to S and/or R.

If one of these two conditions is not satisfied, the obtained
results are a set of compromised solutions that:

(1) A(1) and A(2) are compromised solutions if Condition
2 is not satisfied.

(2) A(1), A(2), . . . , A(m) are compromised solutions if
Condition 1 is not satisfied, where the closeness of A(m) is
determined by Eq. (22):

Q(A(m))−Q(A(1)) <
1

m− 1
(22)

V. CASE STUDY

In this section, a practical case of unmanned combat aerial
vehicle (UCAV) evaluation is presented to illustrate the process
and effectiveness of the proposed method.

In recent years, with the rapid development of automation
and control technologies, unmanned aerial vehicles (UAVs)
have found widespread applications in various fields. Notably,
UAVs have become integral in military operations, undertaking
missions such as surveillance and combat. With the rise in
military UAV applications, UCAVs, specifically designed for
combat missions, have garnered attention from researchers and
practitioners alike. Given their ability to effectively execute
missions like surveillance, search, and assault, UCAVs have
become focal points in military operations. Consequently, the
evaluation and selection of suitable UCAVs have emerged as
crucial concerns. In this study, with a focus on the evaluation
and selection of UCAVs for military operations, the proposed
method is applied to assess different UCAVs.

Step 1: In this study, the evaluation of various UCAV
alternatives is conducted. A panel of three experts from North-
western Polytechnical University and AVIC is assembled to
form the expert group. The experts provide their judgments in
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the form of linguistic terms, assessing different UCAV alter-
natives based on their extensive understanding and knowledge.
The selected experts, denoted as E = {E1, E2, E3}, possess
significant expertise and experience in the design and operation
of UCAVs.

Step 2: Based on the analysis of potential alternatives,
seven UCAV alternatives are identified by the experts, denoted
as A = {A1, A2, A3, A4, A5, A6, A7}.

Step 3: In this study, the two-level evaluation hierarchical
framework in Fig 3 is adopted to evaluate the UCAV alterna-
tives.

Step 4: Due to the complexity and uncertainty inherent
in the UCAV evaluation problem, experts may not be able to
provide precise numerical evaluations. To accommodate this
uncertainty and ensure flexibility and reliability in the evalua-
tions, this study employs a linguistic term set with five terms
S = {V L,L,M,H, V H} to represent expert assessments.
The transformation between linguistic evaluations and cloud
models is detailed in Table I.

Step 5: Each expert generates a linguistic evaluation based
on their understanding of a specific UCAV alternative in rela-
tion to a specific criterion. The linguistic evaluations provided
by the experts are presented in Table II.

Step 6: Using Table I, the cloud models of the experts
judgments can be derived from their linguistic evaluations.
Subsequently, the cloud decision matrix for each expert is
constructed. Table III provides a summary of the cloud models
representing the experts evaluations.

Step 7: In this study, the weights of the experts are
determined based on the similarity among them. Firstly, by
using Eq. (10)-(13), the similarity matrix of the experts is
constructed as:

SMM =

[
91 57.7355 54.6704

57.7355 91 60.0740
54.6704 60.0740 91

]

Then, based on the similarity matrix, the support degree of
each expert could be obtained as:

Sup1 = 112.4058, Sup2 = 117.8095, Sup3 = 114.7444

Hence, the weights of the experts are calculated as:

w1 = 0.3259, w2 = 0.2415, w3 = 0.3326

Step 8: Utilizing the CWA operator, the aggregated eval-
uation can be obtained based on the expert weights and the
individual decision matrices. The resulting aggregated decision
matrix is presented in Table IV.

Step 9: To determine the weights of the sub-criteria, AHP
is employed. Pairwise comparison matrices are constructed for
different sub-criteria. For instance, the pairwise comparison
matrix for sub-criteria under the surveillance capability is
constructed as: 1 1

5
1
3

5 1 3
3 1

3 1



Then, by using the AHP, the local weights of the sub-
criteria are calculated as:

ω11 = 0.6370, ω12 = 0.1047, ω13 = 0.2583

Similarly, by using the AHP, the local weights of the sub-
criteria could be obtained, as listed in Table V.

Step 10: Similarly, by using the AHP, the weights of the
first-level criteria could be obtained as:

ω1 = 0.1290, ω2 = 0.0634, ω3 = 0.0333,

ω4 = 0.5128, ω5 = 0.2615

Thus, the global weights of different second-level criteria
could be obtained, as shown in Table V.

Step 11: Upon analyzing the criteria, it is observed that all
criteria are benefit criteria. Hence, the best and worst solutions
for each criterion can be obtained using Eq. (18) and (19). The
results are listed in Table VI.

Step 12: By using the distance measure, the group utility
and the individual regret of each equipment system could be
obtained, and the results are listed in Table VII.

Step 13: By combining the results of the group utility and
the individual regret, the aggregating index of each equipment
system can be computed. In this case, the decision coefficient
γ is set to 0.5, and the results are shown in Table VIII.

Step 14: Based on the aggregating index of the UCAVs,
the UCAVs can be ranked in descending order, and the results
are listed in Table VIII. It is noteworthy that both Conditions
1 and 2 are satisfied. Therefore, the obtained results constitute
the optimal solution, and the ranking of the UCAVs can be
determined as A6 ≻ A7 ≻ A5 ≻ A3 ≻ A2 ≻ A4 ≻ A1, where
A6 is identified as the best UCAV alternative.

VI. RESULTS AND DISCUSSIONS

In this study, a novel MCDM approach based on cloud
model and VIKOR method is proposed for equipment evalua-
tion, and the proposed method is validated through a practical
case of UCAV evaluation. In this section, in order to further
validate the proposed method, the results are further analyzed
and discussed.

A. Sensitivity Analysis

In the proposed method, the decision coefficient γ is used
to determine the preference of the final results, where γ > 0.5
indicates “maximum group utility” and γ < 0.5 indicates “with
veto”. To better analyze the effects of the decision coefficient
on the final results, a sensitivity analysis is conducted in this
section.

In this analysis, the value of γ varies from 0 to 1, and the
proposed method is utilized to evaluate the same set of UCAV
alternatives. The results are illustrated in Fig. 4.

From Fig. 4, it can be observed that as the decision
coefficient changes from 0 to 1, there are variations in the
ranking of the alternatives. Specifically, the optimal alternative
would vary from A6 to A7, and this variation is caused by
the fact that A6 outperforms A7 in individual regret, while it
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TABLE II. LINGUISTIC EVALUATIONS OF EXPERTS

Alternative Expert C11 C12 C13 C21 C22 C23 C31 C32 C41 C42 C51 C52 C53

A1

E1 VH VH VL VH H VL L M VH VH VL VH VH
E2 M VH VL M VH H VH H VL VH VH H H
E3 H L H VL H VL L VL VL VH H L VH

A2

E1 VL M L H H VL M M H H H L H
E2 H VL VL M VH L M L H L M H VH
E3 VH M VL VL L VH L VH L VH L VL L

A3

E1 H M L VH M M VH L H H L M VL
E2 VL M H VH VL M M VL L VL H L M
E3 VL H L H H H M VL L VH VL VH M

A4

E1 VH VL M VL VH VL H VH VH VL L L VH
E2 M VH VL L VL VL VH M M VL VH H L
E3 M M VL L VL VL L M VL VH VH M M

A5

E1 L VH L VL H L L M VL VL VH VH M
E2 VL L L VH VL VL VL H H H M M L
E3 H VL H VL L H H VL VH H M M M

A6

E1 L M M VH H H L VH M L VH VH M
E2 H M L L M L VH VL L VL L M L
E3 VH M VL VH VH M VL L M M L H H

A7

E1 L VL L L M M VL L VH VL VH H M
E2 M L M VH M M L M H H L L VH
E3 VL VH VH H VL L L H VL H VL H M

TABLE III. CLOUD EVALUATIONS OF EXPERTS

Alternative Expert C11 C12 C13 C21 C22 C23 C31 C32 C41 C42 C51 C52 C53

A1

E1 (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012)
E2 (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008)
E3 (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012)

A2

E1 (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008)
E2 (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.691, 0.021, 0.008) (0.950, 0.033, 0.012)
E3 (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008)

A3

E1 (0.691, 0.021, 0.008) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012)
E2 (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.691, 0.021, 0.008) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005)
E3 (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005)

A4

E1 (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012)
E2 (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008)
E3 (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005)

A5

E1 (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005)
E2 (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008)
E3 (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005)

A6

E1 (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005)
E2 (0.691, 0.021, 0.008) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008)
E3 (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008)

A7

E1 (0.309, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012) (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.500, 0.013, 0.005)
E2 (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.950, 0.033, 0.012) (0.500, 0.013, 0.005) (0.500, 0.013, 0.005) (0.309, 0.021, 0.008) (0.500, 0.013, 0.005) (0.691, 0.021, 0.008) (0.691, 0.021, 0.008) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.950, 0.033, 0.012)
E3 (0.050, 0.033, 0.012) (0.950, 0.033, 0.012) (0.950, 0.033, 0.012) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.309, 0.021, 0.008) (0.309, 0.021, 0.008) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.050, 0.033, 0.012) (0.691, 0.021, 0.008) (0.500, 0.013, 0.005)

TABLE IV. AGGREGATED DECISION MATRIX

Criterion A1 A2 A3 A4 A5 A6 A7

C11 (0.6895, 0.0210, 0.0080) (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050) (0.6895, 0.0210, 0.0080) (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C12 (0.3083, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050) (0.6895, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050) (0.0499, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050) (0.9480, 0.0330, 0.0120)
C13 (0.6895, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.6895, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120)
C21 (0.0499, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120) (0.6895, 0.0210, 0.0080) (0.3083, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.6895, 0.0210, 0.0080)
C22 (0.6895, 0.0210, 0.0080) (0.3083, 0.0210, 0.0080) (0.6895, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080) (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C23 (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.6895, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.6895, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050) (0.3083, 0.0210, 0.0080)
C31 (0.3083, 0.0210, 0.0080) (0.3083, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050) (0.3083, 0.0210, 0.0080) (0.6895, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080)
C32 (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050) (0.0499, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080) (0.6895, 0.0210, 0.0080)
C41 (0.0499, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080) (0.3083, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050) (0.0499, 0.0330, 0.0120)
C42 (0.9480, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.6895, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050) (0.6895, 0.0210, 0.0080)
C51 (0.6895, 0.0210, 0.0080) (0.3083, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050) (0.3083, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120)
C52 (0.3083, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120) (0.9480, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050) (0.4989, 0.0130, 0.0050) (0.6895, 0.0210, 0.0080) (0.6895, 0.0210, 0.0080)
C53 (0.9480, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050) (0.4989, 0.0130, 0.0050) (0.4989, 0.0130, 0.0050) (0.6895, 0.0210, 0.0080) (0.4989, 0.0130, 0.0050)

TABLE V. CRITERIA WEIGHTS

Criterion Weight Sub-criterion Local weight Global weight

C1 0.1290
C11 0.6370 0.0822
C12 0.1047 0.0135
C13 0.2583 0.0333

C2 0.0634
C21 0.2583 0.0164
C22 0.6370 0.0404
C23 0.1047 0.0066

C3 0.0333 C31 0.7500 0.0250
C32 0.2500 0.0083

C4 0.5128 C41 0.2500 0.1282
C42 0.7500 0.3326

C5 0.2615
C51 0.6000 0.1569
C52 0.2000 0.0523
C52 0.2000 0.0523

is inferior to A7 in group utility. As the decision coefficient
varies, the preference of the final results changes from “with
veto” to “maximum group”, leading to the preference of A7.
Nevertheless, it is worth noting that in all cases, both condition

TABLE VI. BEST AND WORST SOLUTIONS

Criterion Best solution Worst solution
C11 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C12 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C13 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C21 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C22 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C23 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C31 (0.6895, 0.0210, 0.0080) (0.0499, 0.0330, 0.0120)
C32 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C41 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C42 (0.9480, 0.0330, 0.0120) (0.4989, 0.0130, 0.0050)
C51 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C52 (0.9480, 0.0330, 0.0120) (0.0499, 0.0330, 0.0120)
C53 (0.9480, 0.0330, 0.0120) (0.3083, 0.0210, 0.0080)

1 and condition 2 are satisfied. In other words, the obtained
results are optimal solutions. Therefore, from the results of
the sensitivity analysis, it can be concluded that the decision
coefficient could directly affect the results of the case; however,
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TABLE VII. GROUP UTILITY AND INDIVIDUAL REGRET OF THE
EQUIPMENT SYSTEMS

Alternative Group utility Individual regret
A1 0.8551 0.3295
A2 0.8792 0.3295
A3 0.8882 0.3295
A4 0.8689 0.3295
A5 0.8607 0.3542
A6 0.9044 0.3846
A7 0.9317 0.3542

TABLE VIII. EVALUATION RESULTS OF THE EQUIPMENT SYSTEMS

Alternative Aggregating index Ranking
A1 0 7
A2 0.1573 5
A3 0.2158 4
A4 0.0902 6
A5 0.2610 3
A6 0.8217 1
A7 0.7243 2
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Fig. 4. Sensitivity analysis results.

it can be guaranteed that the obtained results are optimal,
demonstrating the effectiveness and robustness of the proposed
method.

B. Comparative Analysis

In order to further show the effectiveness and reliability
of the proposed method, the ranking result of the proposed
method is compared with those of other comparative methods,
including VIKOR, TOPSIS, MULTIMOORA, cloud TOPSIS,
and cloud MULTIMOORA, and the results are listed in Table
IX.

TABLE IX. COMPARATIVE ANALYSIS RESULTS

Method Ranking
TOPSIS A6 ≻ A7 ≻ A4 ≻ A2 ≻ A3 ≻ A5 ≻ A1

MULTIMOORA A6 ≻ A7 ≻ A3 ≻ A2 ≻ A4 ≻ A5 ≻ A1

VIKOR A6 ≻ A3 ≻ A7 ≻ A5 ≻ A2 ≻ A4 ≻ A1

Cloud TOPSIS A6 ≻ A5 ≻ A3 ≻ A7 ≻ A4 ≻ A2 ≻ A1

Cloud MULTIMOORA A6 ≻ A7 ≻ A2 ≻ A5 ≻ A3 ≻ A4 ≻ A1

Proposed method A6 ≻ A7 ≻ A5 ≻ A3 ≻ A2 ≻ A4 ≻ A1

From the results in Fig. 5, it is evident that alternative
A6 consistently emerges as the optimal choice across all
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Fig. 5. Comparative analysis results.

evaluation methods. This consistent outcome underscores the
effectiveness and reliability of the proposed method, as the
optimal alternative identified aligns with the conclusions drawn
by other methods. It is noteworthy, however, that the ranking
results of the comparative methods do not always mirror those
of the proposed method, particularly for certain lower-ranked
alternatives. This discrepancy can be attributed to variations
in criteria weights and evaluation representations employed by
different methods. In summary, the reliability and rationality
of the proposed method receive further validation through
comparative analysis, with its results generally finding support
from other evaluation methods. The specific ranking outcomes
from the comparative analysis are visually presented in Fig. 5.
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Fig. 6. Spearman’s ranking correlation coefficient.

To further assess the consistency and reliability of the pro-
posed method, a consistency test on the ranking results is con-
ducted. Spearman’s rank correlation coefficient is employed to
gauge the consistency among the comparative methods, and the
results are depicted in Fig. 6. The rank correlation coefficients
between the proposed method and the comparative methods are
calculated as (0.6429, 0.7857, 0.8929, 0.8571, 0.8929). These
correlation coefficients, being close to +1, signify a robust
positive correlation among the methods. In simpler terms,
the results of the proposed method are well-supported by
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the outcomes of the comparative methods. This high level of
consistency further validates the effectiveness and reliability
of the proposed method. Moreover, the advantages of the
proposed method, as highlighted through comparative analysis,
can be summarized as follows:

(1) In contrast to TOPSIS, MULTIMOORA, and VIKOR,
the proposed method is developed based on the cloud model
rather than crisp numbers. Given the inherent fuzziness and
randomness in equipment evaluation problems, the cloud
model provides a more reliable and effective means of mod-
eling uncertain information, thereby enhancing the overall
reliability of the proposed method.

(2) The proposed method incorporates an objective expert
weight calculation method to determine the relative impor-
tance of different experts. Considering the varying experiences
and knowledge of experts, the proposed method employs a
similarity-based expert weight calculation method, enhancing
the reliability and rationality of expert weight calculations.
Comparative methods lack a comparable process to support
expert weight calculation.

(3) The proposed method systematically considers a two-
level hierarchical structure for equipment system evaluation,
utilizing the AHP to determine criteria weights. By incorpo-
rating expert judgments on the relative importance of different
criteria, the proposed method ensures that obtained results are
both reasonable and reliable.

(4) The proposed method integrates group utility, individual
regret, and aggregating index to derive the optimal solution that
satisfies predefined conditions. The optimal solution consis-
tently demonstrates superior performance and lower regret in
most cases, enhancing the overall reliability and effectiveness
of the results. The comparative analysis reinforces that the pro-
posed method yields more reasonable and reliable outcomes.

C. Discussion

In this study, focusing on the equipment evaluation prob-
lem, a cloud-VIKOR-based MCDM method is proposed. A
practical case of UCAV evaluation and selection is studied
by using the proposed method, where A6 is identified as the
optimal UCAV considering thirteen criteria. The results are
then validated through sensitivity analysis and comparative
analysis. From the results, the following implications could
be obtained:

(1) In equipment evaluation problem, the consideration of
multiple criteria is necessary to ensure the balanced and com-
prehensive evaluation results. Moreover, due to the different
characteristics of these criteria, it is impractical to assume them
to have the same importance. To this end, this study considers
thirteen different criteria from four aspects for equipment
evaluation and utilizes the AHP to determine criteria weights,
thus enabling more reliable results.

(2) For equipment evaluation, one of the most crucial char-
acteristics is the inherent uncertainty and complexity within
the problem. Cloud model, as an effective tool to convert
qualitative judgments into quantitative data, could serve as
a useful means to represent the uncertain information in
equipment evaluation. Hence, the employment of cloud model

in this study could enhance the reliability and rationality of
the results.

(3) The evaluation of different equipment systems should
be based on various indicators rather than simply the overall
utility, and the consideration of group utility and individual
regret at the same time could enhance the effectiveness of the
results. Therefore, this study adopts the VIKOR method with
cloud model for equipment evaluation considering different
indicators, thus increasing the effectiveness of the proposed
method.

VII. CONCLUSION

In this study, a decision-making approach for equipment
evaluation based on cloud models is proposed. The method
integrates the AHP and the VIKOR method within a unified
framework employing cloud models. The cloud model is uti-
lized to represent the evaluation of various equipment systems,
accommodating the inherent fuzziness and randomness of
information. A similarity-based method is employed to cal-
culate expert weights, and the AHP is leveraged to determine
criteria weights. Then, the VIKOR method is extended with
cloud models to assess and rank diverse equipment systems.
The results show that the proposed method provides a novel
and effective way for equipment evaluation under uncertainty.
In conclusion, this study contributes to the literature in the
following ways:

(1) Introduction of a novel equipment evaluation method
that considers the fuzziness and randomness of results. By uti-
lizing cloud models to represent uncertain expert evaluations,
the method provides reliable and reasonable assessments.

(2) Extension of the VIKOR method with cloud models,
presenting the cloud VIKOR method. This extension broadens
the application domain of the VIKOR method by incorporating
cloud models to represent uncertain information, enhancing
reliability compared to the conventional VIKOR method.

(3) Proposal of a comprehensive framework for equipment
evaluation, considering both capability and characteristics of
equipment systems. A two-level hierarchical evaluation struc-
ture is introduced to support the evaluation process, and the
AHP is integrated with the cloud VIKOR method to produce
more reliable and comprehensive results.

However, this study has some limitations. Firstly, a group
of three experts is considered for evaluating different UCAV
alternatives. While prior research suggests the efficiency of
three experts for such problems, future investigations might
explore the inclusion of more experts. Secondly, considering
the substantial uncertainty and randomness in equipment eval-
uation, developing a more reliable cloud model construction
framework is a potential avenue for future research.
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Abstract—Occupational diseases present a significant global
challenge, affecting a vast number of workers. Accurate pre-
diction of occupational disease incidence is crucial for effec-
tive prevention and control measures. Although deep learning
methods have recently emerged as promising tools for disease
forecasting, existing research often focuses solely on patient body
parameters and disease symptoms, potentially overlooking vital
diagnostic information. Addressing this gap, our study introduces
a Deep Graph Convolutional Neural Network (DGCNN) designed
to detect occupational diseases by utilizing demographic infor-
mation, work environment data, and the intricate relationships
between these data points. Experimental results demonstrate that
our DGCNN method surpasses other state-of-the-art methods,
achieving high performance with an Area Under the Curve (AUC)
of 96.2%, an accuracy of 98.7%, and an F1-score of 75.2% on
the testing set. This study not only highlights the effectiveness of
DGCNNs in occupational disease prediction but also underscores
the value of integrating diverse data types for comprehensive
disease diagnosis.

Keywords—Occupational disease diagnostics; heterogeneous
data; imbalanced data; Graph Convolutional Network (GCN); deep
graph convolutional neural network

I. INTRODUCTION

Occupational diseases has been a major concern for many
years, which are caused by harmful working conditions and
production processes that affect the health of workers. Before
the common era, Hippocrates (460-377 BC) discovered lead
poisoning. In the first century, Pliny the Elder discovered the
harmful effects of dust on the human body. In the second
century, Galen described the diseases that miners suffered
from. In the following centuries, mercury poisoning and other
occupational diseases were discovered.

The best way to prevent and control occupational diseases
is to detect them early. If dangerous occupational diseases are
not detected and treated in time, they can cause permanent
damage to humans or even death. However, currently, in
developing countries, such as Vietnam, the examination and
detection of occupational diseases are still limited. Thousands
of workers are usually routinely screened in batches to detect
disease or the risk of disease. To screen for the risk of occupa-
tional diseases, workers are first examined in general through
clinical signs, such as questioning, studying medical records,
etc. If it is determined that there is a risk of occupational
diseases, workers will be prescribed in-depth paraclinical tests,
such as chest X-ray, hearing test, FEV1 pulmonary function
test, etc. However, due to the small number of occupational

disease doctors, the examination of thousands of workers at
the same time leads to low efficiency, long waiting time, and
expensive costs. Therefore, a solution for early detection of
the risks of occupational diseases is necessary.

Owning to the development of machine learning, many
methods have been proposed for disease diagnosis, including
K-nearest neighbors (KNN), support vector machines (SVM),
random forests (RF), and artificial neural networks (ANN),
CNN, RNN [1], [2], [3], [4]. Although these studies have
achieved promising results in disease diagnosis, they are diffi-
cult to apply in practice due to their strict data requirements.
The data must be complete and have a common structure for
all patients, which is often not the case with medical data. Such
data is often incomplete and heterogeneous among patients.

Recently, the rise of Graph Neural Network has made
it easier to solve problems related to heterogeneous data
like medical data. The network treat each data sample as a
graph with nodes representing the relevant features of the
sample. The model then uses the data from the nodes and
the relationships between them to synthesize the output data
and label the sample. The idea of using GCNs for disease
diagnosis is similar [5]. Each patient is treated as a graph
with nodes representing the patient’s features. The nodes are
connected to each other based on the relationships between
them. The output data is then synthesized based on the nodes
and the relationships between them. In GCNs, each graph does
not need to be the same as the other graphs. This means that
feature selection is not necessary. This means that important
features will not be lost. This model increases the flexibility of
the model in processing data. We can also expand and upgrade
the dataset arbitrarily without fear of the model failing.

In this paper, we propose the use of a deep graph con-
volutional neural network (DGCNN) for disease diagnosis.
DGCNNs are a type of neural network that is designed to
work with graphs. Graphs are a natural way to represent data
that has relationships between the data points. For example,
a graph can be used to represent the relationships between
genes in a genome, or the relationships between symptoms in
a disease [6].

DGCNNs have been shown to be effective for a variety
of tasks that involve graphs, including image classification
and natural language processing. In this paper, we show that
DGCNNs can also be used for disease diagnosis. We use a
DGCNN to learn the relationships between symptoms and
diseases, and then use the learned relationships to predict the
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disease for a new patient

II. RELATED WORKS

The study focuses primarily on the methods of disease
diagnosis based on a number of machine learning (ML) algo-
rithms, so in this section, some studies using medical records
to diagnose the disease of the subject will be mentioned.

In principle, disease diagnosis is based on a dataset of many
patients with relevant information fields related to the disease
diagnosis process. The data that affect the diagnosis of the
disease, so it needs information related to the patient’s health:
weight, body mass index, glucose quantification, etc.

Recently, the problem of disease diagnosis is often ap-
proached using classical ML algorithms specialized for la-
beling problems. With the increasingly development of deep
learning (DL) algorithms along with their versatility and
convenience, these methods are gradually being used in many
different types of problems, including disease diagnosis. How-
ever, these classical methods all have a common drawback that
they are very much affected by the dataset as well as the weak-
nesses of the dataset. The lack of many important information
fields or unbalanced data is very likely to negatively affect the
performance of the diagnostic model.

In the past, most studies in the field of disease prediction
have been approached using simple modern machine learning
methods such as Naive Bayes, K-Nearest Neighbors (KNN),
Decision Tree, or more ancient methods such as traditional
statistical methods [7]. In statistical methods, the predictor will
rely on the statistical parameters and charts of the dataset to
make a judgment. This method has a big disadvantage that the
result depends on the predictor and the data. If the dataset is
not good and the predictor does not have much experience, the
result is very likely to be inaccurate.

Naive Bayes is a simple classification model that is easy
to install and has a fast processing speed. However, it has a
big disadvantage that it requires the input features to be inde-
pendent, i.e. the information fields do not have a relationship
with each other. This is difficult to happen in reality and will
reduce the quality of the model.

KNN is the simplest and easiest-to-use labeling algorithm.
The model uses the K coefficient to identify the K nearest
samples to the object and then uses the labels of these samples
to proceed with the classification for the object to be predicted.
The most obvious advantage of this model is that it does not
take time for the training process. However, for large datasets,
the algorithm takes more time for the calculation process. KNN
is very sensitive to noise when the K coefficient is small. The
performance of the model depends largely on the quality of
the dataset and the K coefficient.

It was not until Deep Learning, a subfield of machine
learning, became popular, that disease diagnosis problems were
applied to this method. These types of models have the same
installation and operation process, they will all use the input
dataset to proceed with the training model, the data is split
or repeated several times to improve the model after each
training. In other words, Deep Learning models allow it to
self-learn and improve its accuracy, hence achieving high
accuracy. For example, Mohammed Ismail and colleagues [8]

presented a deep learning technology in the diagnosis of heart
disease by using an artificial neural network (ANN) model.
Junaid Rashid and colleagues [9] last year also proposed
the ANN model and compared its efficiency with traditional
machine learning models. Or most recently, the paper on
the application of advanced deep learning models using two
models simultaneously CNN and LSTM also in the problem
of heart disease diagnosis of Sudha and Kumar [10] .

GCN models actually appeared early, however, they have
not been widely applied due to their complexity and difficulty
in installation, requiring users to have a certain understanding
in the field of Deep Learning [11], [12], [13]. In 2019, Ping
Xuan and colleagues successfully applied a model combining
GCN and CNN (Convolutional Neural Network) in the diagno-
sis of IncRNA disease [14] . Recently, Haohui Lu and Shahadat
Uddin also presented on the application of GNN (Graph Neural
Networks) in the field of disease diagnosis based on electronic
data [15]. These models take advantage of the relationship
between objects to build a network of relationships between
them, so when predicting a sample, the model not only relies
on the information fields of that sample but can also use the
information fields of other samples related to the sample to be
labeled, unlike the old methods, which can only use the unique
attributes of the sample to predict the result of that sample.

GCNs have many advantages in the field of disease predic-
tion, but they also have some limitations. All of these models
require the design and structure of a graph of relationships
between samples or between attribute fields. This requires
users to have a deep understanding of the problem as well as
the relationships in the dataset. Poorly constructed relationship
graph can also reduce the accuracy of the model by not only
not taking advantage of important information but also creating
noise. The dataset also needs to have enough samples, if
not, it will not take advantage of the strengths of the GCNs
model because the relationship diagram is too small, with few
relationship edges. A large graph means that the model is
more complex, making it difficult for users to visualize or
fully understand the model.

Methods using GCNs are showing to be effective in disease
diagnosis problems than traditional machine learning methods.
These models take advantage of the understanding of the
dataset as well as the ability to reuse data in the prediction
process. However, current methods require users to design
the relationship graph for the entire dataset, requiring a deep
understanding of the problem. This makes the model very
complex and difficult to control. With the DGCNN [6] model,
we consider each sample as a graph with child nodes as
attribute fields and edges as relationships between them. Thus,
we only need to initialize the relationship diagram frame for
each sample without having to design the total link diagram
between samples. However, this does not reduce the ability
to take advantage of the relationships between samples, on the
contrary, it makes the model more clear and easy to understand.

These studies have shown the ability of ML algorithms in
diagnosing diseases based on medical records. However, these
studies still have some limitations, such as:

The datasets used in these studies are small in scale, so the
results of these studies may not be well generalized to larger
datasets. These studies primarily use classical ML models, so
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these models may be affected by the weaknesses of the dataset.
In the future, studies on disease diagnosis based on medical
records need to use larger datasets and newer ML models to
improve the accuracy of diagnostic models.

III. MATERIAL AND METHODS

In this study, we focus on occupational disease data, which
is typically heterogeneous and lacks explicit information. Im-
puting missing data with arbitrary values can hinder model
training performance due to discrepancies between imputed
and actual values. In this context, with missing data, traditional
methods that often rely on statistical models do not explicitly
capture the relationships between different features.

GCNs, on the other hand, are well-suited for modeling
complex relationships between data points. This makes them
a promising approach for occupational disease forecasting,
where the data is inherently complex and interrelated.

This challenge can be effectively addressed by employing
a graph-based data structure, such as the Graph Convolutional
Network (GCN). GCNs have demonstrated their ability to
construct relational graphs from individual health records and
transform the data into a format that excludes missing values.

Therefore, we propose a novel approach to occupational
disease forecasting using graph convolutional neural networks
(GCNN). Our approach synthesizes information related to
body parameters, working environments, and disease symp-
toms to predict the likelihood of a worker developing an
occupational disease.

In our approach, we define the relationships between differ-
ent features in terms of their level of influence and correlation.
We then use this information to calculate and adjust the data
field values before using them for prediction. This allows us
to better capture the complex relationships between features
and improve the accuracy of our predictions.

Considering the importance of the working environment
in occupational disease prediction, we also combined such
information with patient’s medical reports to build our GCNN.
Inspired by the work of [6], we propose a new deep graph CNN
(DGCNN) to deal with such complex data. We have updated
the network to increase the number of units in each layer.
Besides, the new architecture allow us in better handling the
input data, avoiding underfitting and reducing the training cost.

To handle inconsistent and insufficient data, we organize
each patient’s medical report as an information graph network.
After the data runs through the graph network, we concatenate
the outputs generated from the last graph layer. These are
then passed to two fully connected and dropout layers before
diagnosing whether the patient is sick or not.

In the next section, we will present in detail the used
features and the architecture of our proposed network.

A. Data Selection and Re-sampling

This study utilizes health data primarily derived from
subjects’ self-reported information and health measurements
compiled into reports. This inherent data structure introduces
the potential for missing values due to incomplete reporting or
subject uncertainty. While some fields with high missing rates

may not directly influence the outcome variable, they could
still exhibit subtle relationships with other factors, making
traditional data cleaning processes cumbersome.

To address these challenges, we leverage DGCNN archi-
tecture. Unlike conventional approaches that establish rela-
tionships between subjects, DGCNN treats each data sample
as a relational graph composed of the individual data fields
associated with that subject. This allows us to utilize data
samples regardless of their inherent structure, eliminating the
need for extensive data cleaning.

To implement DGCNNs effectively, we define a relational
graph for each data point. Since not all data categories share
inherent relationships, the only object each category is directly
connected to is its corresponding subject (through the sample
ID). We further refine the graph by connecting categories that
exhibit apparent relationships based on domain knowledge.
This approach leverages the inherent structure of the data with-
out requiring pre-defined relationships between subjects, mak-
ing it particularly well-suited for our heterogeneous dataset.

While DGCNN’s data structure allows it to handle im-
balanced data to some extent, we further improve model
training performance by applying re-sampling techniques to
the training dataset. Due to the disparity in data sets and the
variable feature shapes across different samples, we cannot
apply re-sampling algorithms that rely on the original data
to generate new data, like Condensed Nearest Neighbors or
SMOTE [16]. Instead, we employ two methods to address such
class imbalance, including Random Under Sampler for under-
sampling [17] and Random Over Sampler for over-sampling
[18] [19].

Consequently, we propose two DGCNN models, each using
a different type of re-sampling method: one with Random
Over Sampling (DGCNNv1) and another with Random Under
Sampling (DGCNNv2). This allows us to compare the impact
of different re-sampling approaches on model performance in
the context of imbalanced data and identify the most effective
strategy for our specific dataset.

B. Deep Graph Convolutional Neural Network for Occupa-
tional Disease Detection

The first DGCNN architecture, named DGCNNv1 as illus-
trated in Fig. 1, employs Random Over-sampling to achieve
a balanced class distribution with a 1:10 ratio. This technique
retains all samples from the majority class while duplicating
instances from the minority class until the desired ratio is
reached. DGCNNv1 utilizes a DeepGraphCNN layer as its core
component, encompassing four child GCN layers. Each GCN
layer has a size of 256 channels, except the final layer, which
has only one channel and solely serves a sorting purpose. The
output tensor from this DeepGraphCNN layer has 400 rows.

The output of the DeepGraphCNN layer is fed into a
convolutional layer with 128 channels. Since this layer pri-
marily synthesizes data from the first layer, its kernel size
and stride are set equal to the sum of the DGCNN layer
channels. Subsequently, a MaxPool and a Dropout layer are
applied. Following the data synthesis from the first layer, a new
Conv1D layer is introduced as a feature extractor. The network
output is then flattened to a single dimension for processing
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Fig. 1. DGCNN V1 model architecture.

Fig. 2. DGCNN V2 model architecture.

by two consecutive Dense layers. These layers employ ReLU
and Sigmoid activation functions, respectively (Table I).

TABLE I. DETAILED DGCNN V1 NETWORK

Deep Graph CNN

Layer Configuration Output
DGCNN k: 400 256x256x256

layer size:
[256, 256, 256, 1]
activations:
[tanh,tanh,tanh,tanh]

CNN

Conv1D kernel: 769 400x128
stride: 769
chanel: 128

MaxPool1D pool size: 2 200x128
Dropout rate: 0.1 200x128
Conv1D kernel: 50 150x128

stride: 1
chanel: 256

Flatten In: 150x128 19200
Dense units:512, ReLU 512
Dropout rate: 0.1 512
Dense units:1, Sigmoid 1

The second proposed model, DGCNNv2 as presented in
Fig. 2, shares a similar structure with DGCNNv1. However,
all settings are adjusted to accommodate the training dataset
that has been pre-processed with Random Under-sampling
to achieve a 5:100 class ratio. Under-sampling serves the
same purpose as over-sampling but instead of replicating the
minority class, it removes samples from the majority class to
achieve the desired ratio (Table II).

Considering the reduced size and significantly higher neg-
ative label rate of the under-sampled training data, DGCNNv2
implements several modifications to prevent overfitting and
decrease training costs. To mitigate the risk of overfitting,
where nearly all predictions become negative, one child GCN
layer is removed from the DeepGraphCNN layer. Additionally,
the number of output rows in the DeepGraphCNN layer is
reduced to 135, and the size of the GCN layers is lowered to
128.

Furthermore, DGCNNv2 adopts a convergent architecture
for the data synthesis layer, where the size of each hidden
layer progressively decreases. Additionally, the Dropout rate
is increased from 10% to 20% to further prevent overfitting.

C. Features and Fusion

We utilize four types of features extracted from patients’
medical reports:

• Subject’s body parameters: These are mainly single,
linear values representing various physiological mea-
surements.

• Workplace information: Categorical data describing
the patient’s work environment and potential occupa-
tional hazards.

• Habits: Categorical data capturing the patient’s
lifestyle choices and habits.

• Disease symptoms: Both visible and invisible symp-
toms reported by the patient, classified as categorical
data.
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Fig. 3. Relationship graph architecture.

These features are collected from hospital-generated medi-
cal reports, ensuring data consistency and quality. While body
parameters are primarily numerical, the remaining features are
categorized, allowing them to adapt their scope based on the
number of unique values encountered.

To effectively capture the relationships between these fea-
tures, we reorganize the patient data into an adjacency matrix,
represented as a relational graph. Each graph comprises nodes
and edges corresponding to individual data points and their
relationships. The unique patient ID serves as the root node,
distinguishing each subject. This root node connects to the four
aforementioned feature categories.

Furthermore, we define edges between relevant features to
capture intricate relationships. For example, if a patient reports
chest pain, we also have information about the pain level,
location, duration, and contributing factors. By establishing

TABLE II. DETAILED DGCNN V2 NETWORK

Deep Graph CNN

Layer Configuration Output
DGCNN k: 135 128x128

layer size:
[128, 128, 1]
activations:
[tanh,tanh,tanh]

CNN

Conv1D kernel: 257 135x256
stride: 257
chanel: 256

MaxPool1D pool size: 2 67x256
Dropout rate: 0.2 67x256
Conv1D kernel: 50 18x128

stride: 1
chanel: 128

Flatten In: 18 x 128 2304
Dense units:64, ReLU 64
Dropout rate: 0.2 64
Dense units:1, Sigmoid 1

TABLE III. DEMOGRAPHIC INFORMATION, PERCEIVED SYMPTOMS
SYMPTOMS AND PPE OF STUDIED SUBJECTS

Healthy Positive

Demographic information

Age (Average) 42.6 52.3
Gender (Male/Female) 6379/1440 173/33
Seniority (year) 10.7 20.6

Perceived symptoms

Cough 1700 149
Sputum 1638 150
Dyspnea 766 144
Chest pain 845 151
Nasal discharge 685 39
Hoarseness 563 36
Wheezing 262 21
Tiredness 982 105
Weight loss 358 30

Personal Protective Equipment (PPE)

Helmet (Yes/No) 6275/1544 184/27
Boots 6413/1406 167/44
Gauze mask 7553/266 207/4
Gloves 6396/1423 155/56
Goggles 3184/4635 117/94
Employment insurance 6930/889 188/23

edges between these nodes, we enable information propagation
within the graph, allowing each node to leverage the infor-
mation contained within its neighbors. The resulting graph
structure is similar to the illustration in Fig. 3.

These graphs are then utilized for feature extraction. Spatial
graph convolutions are applied to extract vertex features,
followed by a SortPooling layer to arrange them in a consistent
order. This process generates a sorted graph representation
with a fixed size, enabling Convolutional Neural Networks
to efficiently process and learn from the data in a consistent
manner [16].

IV. EXPERIMENT AND DISCUSSION

A. Dataset

The dataset utilized in this study consists of 8,030 samples.
Each sample includes a binary output class indicating whether
the subject is healthy or diagnosed with an occupational
disease. The dataset exhibits a significant class imbalance,
with 7,819 negative (healthy) samples and 211 positive (ill)
samples, resulting in an output data ratio of 37:1. To address
this imbalance, we employed appropriate data pre-processing
techniques for each model, as detailed in the corresponding
experiments.

Prior to model training, the dataset was split into two
subsets: 70% for training and 30% for validation. The entire
original dataset is used for testing to provide a comprehensive
evaluation of the models’ performance. Table III presents de-
tailed demographic and clinical information about the subjects
included in the study.

B. Pre-processing

Given the heterogeneity and imbalance of medical data,
thorough pre-processing is crucial for such studies. To address
these challenges, we implemented a comprehensive pipeline
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focusing on data cleaning, missing value handling, and class
imbalance correction.

Firstly, to ensure optimal training performance, we cleaned
the dataset by removing 39 empty columns (0.17%) lacking
informative value. For remaining fields with missing data,
we employed appropriate imputation techniques based on
data type and context, preserving valuable information while
minimizing bias. Notably, we retained encoded fields with
numerous unique values, acknowledging their potential noise
but opting for alternative mitigation strategies during training
to capitalize on their valuable information.

Secondly, to address the class imbalance (3 positive to
112 negative samples), we employed the Condensed Nearest
Neighbors [20], [21], [22] under-sampling technique from
Imbalanced-learn. This approach strategically removed redun-
dant majority class samples while preserving all minority class
data, resulting in a more balanced 3:7 ratio. This balanced
dataset facilitated fair model evaluation and prevented potential
bias towards the dominant class, ensuring accurate and reliable
predictions for both positive and negative cases.

Moreover, to enable a fair comparison with traditional ma-
chine learning models, we adapted our pre-processing pipeline
to their specific needs. While DGCNNs handle diverse data
formats, traditional models require homogeneous input. We
therefore employed additional data cleaning steps, including
imputing missing values with context-aware techniques and
limiting the data to fields with less than 50% missing data
to ensure sufficient information for traditional model training
(Table IV).

TABLE IV. DETAILED GRAPH INFORMATION

Graph statistic

Nodes (max) 147
Nodes (min) 88
Nodes (avg) 107.77
Edges (max) 172
Edges (min) 94
Edges (avg) 119.28

Graphs 8030

C. Experiment Setup

To comprehensively evaluate the proposed method and
compare the effectiveness of the DGCNN models against
other popular approaches (KNN, SVM, ANN, and LSTM), we
conducted six distinct experiments detailed in Table V. Each
experiment followed a three-stage pipeline:

• Re-sampling: Recognizing the inherent class imbal-
ance in the dataset, as shown in Fig. 4 and 5, we
employed targeted re-sampling techniques to ensure
fair model evaluation. For KNN, SVM, ANN, and
LSTM models, we utilized Condensed Nearest Neigh-
bor (CNN) under-sampling from Imbalanced-learn, as
illstrated in Fig. 7. This technique carefully selected
minority class samples and strategically removed re-
dundant majority class data, resulting in a balanced
3:7 ratio. For DGCNNv1 and v2, we opted for Ran-
dom Under-sampling, maintaining all minority class
samples while randomly eliminating a portion of the

majority class to achieve a 5:100 ratio. This choice
leveraged the DGCNNs’ ability to handle imbalanced
data more effectively due to their graph-based nature,
as shown in Fig. 6.

• Training Model: Each model was trained with the
re-sampled dataset using optimized hyperparameters
determined through grid search. For DGCNNs, this
included configuring graph convolutional layers, acti-
vation functions, and learning rates. The goal was to
achieve optimal performance with minimal overfitting.

• Evaluating Output Model: We assessed the perfor-
mance of each model using a set of relevant metrics
including precision, recall, F1-score, and balanced
accuracy. This provided a comprehensive picture of
each model’s effectiveness in identifying occupational
disease cases, considering both positive and negative
predictions.

TABLE V. SIX EXPERIMENTS WITH DIFFERENT INPUTS AND NETWORKS

Exp Re-sample method Train/test Model Others
ratio

1 CNN Condensed 5:5 KNN k: 5
Nearest Neighbour

2 CNN Condensed 5:5 SVM gamma:1/109
Nearest Neighbour

3 CNN Condensed 5:5 ANN learn rate: 0.001
Nearest Neighbour batch size: 64

epoch: 50
4 CNN Condensed 5:5 LSTM learn rate: 0.001

Nearest Neighbour batch size: 64
epoch: 50

5 Random Under 7:3 DGCNN learn rate: 0.0005
Sampler V1 batch size: 100
Ratio: 0.3 epoch: 100

6 Random Under 7:3 DGCNN learn rate: 0.001
Sampler V2 batch size: 100
Ratio: 0.05 epoch: 150

This structured approach, coupled with specific re-sampling
strategies tailored to each model type, allowed us to conduct a
rigorous and fair evaluation of our proposed method compared
to established tools. The results, presented in Table V and fur-
ther analyzed in subsequent sections, reveal valuable insights
into the effectiveness of DGCNNs for analyzing medical data
with its inherent complexities..

The experiments leveraged the computational power of
a 4 GB NVIDIA Quadro M2200 GPU and an Intel(R) 2.8
GHz Xeon(R) microprocessor, running TensorFlow 2.10.0 and
StellarGraph Framework 1.2.1[23] under Python 3.9.12, to
implement and train the various models. This framework
enabled efficient execution of the DGCNN algorithms, while
the powerful GPU-CPU combination facilitated smooth pre-
processing and data analysis tasks.

We used the following parameters and techniques for
training our models:

• The model was compiled using a binary cross-entropy
loss function.

• For optimization, an Adam optimizer was employed
with β1 = 0.9, β2 = 0.999, and ϵ = 1e-07. The initial
learning rate was adjusted to optimize each model.

• The batch size for the ANN and LSTM models was set
at 64 to minimize the cost function. For all DGCNN
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Fig. 4. Missing percentage of data field(s).

Fig. 5. Statistics of original data set output labels.

networks, a minibatch size of 100 was applied to
enhance training performance.

• Since the models were trained without a large num-
ber of epochs, the early stopping technique was not
implemented in the training process.

• To estimate the efficiency of each model fairly, the pre-
diction results on all 8030 samples from the original
dataset were used to calculate the evaluation metrics.

In this study, the performance metrics employed to evaluate

the experimental results include accuracy, loss, F1 score,
precision, recall, and the confusion matrix. The models will
be applied to predict outcomes on the original dataset to
ensure a fair evaluation. These metrics are calculated using
the following formulas:

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 =

classes∑
i

2× classi
totalsamples

× Precisioni ×Recalli
Precisioni +Recalli

where TP is the true positive (number of samples correctly
predicted as “positive”), TN is the true negative (number of
samples correctly predicted as “negative”), FP is the false
positive (number of samples wrongly predicted as “positive”)
and FN is false negative (number of samples wrongly predicted
as “negative”).
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(a) DGCNN V1 network. (b) DGCNN V2 network.

Fig. 6. Under-sampling for DGCNN network.

Fig. 7. Condensed nearest neighbors re-sampling.

TABLE VI. EXPERIMENT RESULTS

Exp Method Precision Recall F1 Score ACC

1 KNN 18.8% 70.14% 29.66% 91.26%
2 SVM 39.4% 82% 53.23% 96.21%
3 ANN 58.14% 83% 68.36% 97.98%
4 LSTM 62.4% 78.67% 69.6% 98.19%
5 DGCNN V1 43.6% 35.8% 39.3% 96.46%
6 DGCNN V2 78% 72.89% 75.23% 98.66%

D. Results and Discussion

The results of the six methods that we have discussed
are presented in Table VI. This table illustrates that all six
models are capable of detecting occupational diseases using
their respective inputs and networks. Among these, the sixth
experiment exhibits the best performance, achieving an accu-
racy of 98.66%, a loss of 1.65%, a recall of 72.89%, a precision
of 78%, and an F1 score of 75.23%. The F1 score, precision,
and recall are not as high as the accuracy, primarily due to
noise arising from elements in the dataset that contain multiple
classification values. The amount of noise is proportional to
the size of the input data. Furthermore, the input samples
used for prediction are imbalanced; therefore, a high rate of
correct predictions does not necessarily indicate that every
class has a similar rate of correct prediction. The fact that
recall, precision, and F1 score are almost equal suggests that
our model’s predictions are more balanced and has accurately
diagnosed many patients.

The progress of training and Mean Receiver Operating

Fig. 8. Training progress.

Characteristic (ROC) curves for the sixth model are displayed
in Fig. 9 and 8, respectively. They indicate that our DGCNN
V2 model architecture, as detailed in Table II, achieved a high
accracy and Area Under the Curve (AUC) of 96.22%. This
demonstrates the model’s strong performance in classifying
negative and positive samples.

Table VII showcases a comprehensive classification com-
parison between sick patients and healthy individuals from
our fourth experiment. In this experiment, the LSTM model
outperformed other conventional methods, demonstrating ef-
fective detection of diseased patients within the overall patient
population in the dataset. Yet, our DGCNN V2 model, as
depicted in Table VIII, exhibits even greater effectiveness,
particularly in the context of the sixth experiment. This model
excels in handling heterogeneous datasets. For the negative
class, precision, recall, and F1 scores are uniformly high at
approximately 99.33%. In contrast, the positive class yields
scores of 77.73% for precision, 72.9% for recall, and 75.23%
for the F1 score. The macro averages are calculated as 88.47%
for precision, 86.14% for recall, and 87.27% for the F1
score, with the weighted averages hovering around 98.63%.
Overall, our model attained an impressive 98.66% accuracy
across the entire dataset. Support numbers stand at 225 for
the occupational diseases category and 7805 for the healthy
category, contributing to a total of 8030 for each accuracy,
macro average, and weighted average metric. A comparison
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Fig. 9. Mean ROC curves for the classifiers on the test set.

Fig. 10. LSTM model prediction confusion matrix.

of the confusion matrices from the LSTM outputs and the
DGCNN prediction results, as shown in Fig. 11 clearly demon-
strates the superior performance of our network over traditional
methodologies (Fig. 10).

TABLE VII. EXPERIMENT 4 - CLASSIFICATION PERFORMANCE

Precision Recall F1 Score Support

class No 99% 99% 99% 7764
class Yes 79% 62% 70% 266

Accuracy 98% 8030
Macro avg 89% 81% 84% 8030

Weighted avg 98% 98% 97% 8030

V. CONCLUSION

In this study, we sought to enhance occupational disease
detection performance. Our proposed approach utilizes a rela-
tionship graph to store and analyze body indicators alongside
information about patients’ working environments and the
interrelations of these parameters. We empirically validated
our method on a collected dataset, demonstrating its superior

TABLE VIII. EXPERIMENT 6 - CLASSIFICATION PERFORMANCE

Precision Recall F1 Score Support

class No 99% 99% 99% 7805
class Yes 78% 73% 75% 225

Accuracy 99% 8030
Macro avg 88% 86% 87% 8030

Weighted avg 99% 99% 99% 8030

Fig. 11. DGCNN model prediction confusion matrix.

efficiency with an accuracy of 98.66%, an F1 Score of 75.23%,
and a ROC (Receiver Operating Characteristic) of 96.22%. Ad-
ditionally, when applied to a commonly used stroke prediction
dataset from Kaggle, our method achieved remarkable results:
an accuracy of 99.69%, an F1 Score of 96.9%, and a perfect
ROC of 100%. These outcomes not only outperformed other
state-of-the-art methods but also surpassed previous solutions
as indicated in various studies [24], [4], [25]. The results
affirm the Deep Graph CNN network’s suitability for handling
heterogeneous data, which is crucial for accurately diagnosing
diseases.

Looking ahead, our future work will focus on developing
an API that integrates this proposed method. This will en-
able medical websites to utilize our approach for diagnosing
occupational diseases, leveraging user-provided occupational
information.
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Abstract—Accurate construction cost estimation is crucial for
completing projects within the planned timeframe and budget.
Using machine learning methods to predict construction costs
has become a new trend. However, machine learning methods
typically require a large amount of data for model training, which
makes it particularly challenging in data-poor areas. This paper
proposes a novel method, Grasshopper Optimization Algorithm-
Guided Multi-Layer Perceptron with Transfer Learning (GOA-
MLP-TL), specifically designed for construction cost estimation
in data-poor areas. GOA-MLP-TL utilizes the global optimal
search capability of the GOA to optimize the parameters of
the MLP network. Additionally, an adaptation layer is added
into the MLP network, using the Maximum Mean Discrepancy
(MMD) measure as a regularization to bridge the gap between
the source and target domains. The GOA-MLP-TL can effectively
leverage the model trained on data-rich area, and transfer the
knowledge to adapt the model suitable for data-poor areas. The
proposed approach is verified on two datasets from different
areas, and the experimental result shows that, compared to
the traditional machine learning method MLP and GOA-MLP
without transfer learning, the correlation coefficient (R2) of the
proposed GOA-MLP-TL is improved by 12.05% and 6.90%,
respectively. This demonstrate the effectiveness of GOA-MLP-
TL for the construction cost estimation task in the data-poor
area.

Keywords—Construction cost estimation; multi-layer percep-
tron; grasshopper optimization algorithm; transfer learning; ma-
chine learning

I. INTRODUCTION

Construction cost estimation is an essential component of
project feasibility studies. A scientifically and efficiently con-
ducted cost prediction can assist project investors in comparing
multiple scenarios, and making more reasonable investment
decisions [1]. In engineering practice, the information available
is often limited in the early stages of a project, and investors
and construction enterprises frequently rely on historical ex-
perience to determine project costs, which lacks of efficiency
and accuracy.

To address this challenge, researchers have explored and
developed various methods for construction cost prediction,
aiming to enhance the precision and efficiency of estimating
expenses. Traditional prediction approaches primarily rely on
statistical analysis [2,3] and simple regression theory [4], these

*Corresponding author

methods typically exhibit low accuracy , which cannot meet
the demands of actual projects with numerous uncertainties. In
recent two decades, with the development of computer science,
many new machine learning methods, such as genetic algo-
rithms [5,6], neural networks[7]–[10], Random Forest [11],
and support vector machines[12,13], have been successfully
applied to cost estimation. Jung et al. [5] introduces a novel
hybrid approach that integrates Case-Based Reasoning (CBR)
with a Genetic Algorithm (GA) and employs a Local Search
Method. Experiments proved the applicability of the method
in cost estimation. Fan and Sharma [12] explores the applica-
tion of SVM and LSSVM in developing a construction cost
prediction model, the results show that the prediction model
based on SVM has a higher prediction accuracy and the results
are robust. Ksenija et al. [14] delves into the application of
artificial neural networks to road construction cost estimation,
comparing the effectiveness of various types of neural net-
works in cost estimation. Sharma et al. [15] compares various
machine learning algorithms to predict the construction cost,
Findings the results demonstrate that the ensemble methods,
such as gradient boosted trees, exhibit the best performance
for construction cost prediction. Tayefeh et al. [16] reviews
manuscripts that proposed for cost estimation with machine
learning techniques for the last 30 years, categorises and
summarises commonly used methods.

While the aforementioned methods have yielded promising
prediction results, they still have certain limitations. Because
the conventional machine learning algorithms are based on the
assumption that both the training and test data are drawn from
the same distribution [17], which means these methods are
trained and tested using the same construction cost database.
Due to the differences in design specifications, construction
methods, and labor and material costs in different regions, if
the models obtained by above methods are applied to other
areas, the cost prediction accuracy may decrease. Additionally,
the collection and processing of construction cost data in data-
poor areas is also labor- and time-consuming.

The emergence of transfer learning [18] provides a new
approach to solve the above problems. Transfer learning is a
technique in which the knowledge learned from one task is re-
used in order to boost performance on another different but re-
lated task [19]. Unlike conventional machine learning methods,
which rely on one-to-one relationships between training data
sets and individual models, transfer learning can effectively
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Fig. 1. The structure of a typical multi-layer perceptron.

leverage existing data resources across different domains for
predictive modeling. In this work, we propose an approach that
combines Grasshopper Optimization Algorithm-Guided Multi-
Layer Perceptron with Transfer Learning(GOP-MLP-TL) for
cost estimation in data-poor areas. Specifically, GOA-MLP-
TL utilizes the global optimal search capability of the GOA
to optimize the parameters of the MLP network.Additionally,
an adaptation layer is incorporated into the network before
the output layer, and regularization is introduced to reduce
the distribution mismatch between data from different areas at
this layer. With our method, utilizing existing models and data,
only a small amount of data from data-poor areas is required
to train new models for cost estimation in these areas.

The rest of the paper is organized as follows. Section II
explains the principles of the multi-layer perceptron, grasshop-
per optimization algorithm and transfer learning, meanwhile
presents the framework of our approach. Section III describes
the experimental setup, datasets, results, and discussion. Fi-
nally, Section IV concludes the paper.

II. METHODOLOGY

The estimation model in this work is based on a multi-
layer perceptron and transfer learning. In this section, we first
introduce the structure of the MLP network and the MLP
parameter optimization method based on the Grasshopper Op-
timization Algorithm (GOA). Following that, we provide the
implementation details of transfer learning using an adaptation
layer. Finally, we present the flowchart of the training and
estimation process for our approach.

A. GOA-Guided Multi-Layer Perceptron

Multi-layer perceptron (MLP) is one of the most widely
used neural networks. It has one input layer, one output layer
and one or more hidden layers of neurons. Multiple layers of
neurons within the MLP network enhance the input-expected
output mapping capability [20]. In this work, MLP network is
used to learn the estimation model based on the existing data
from data-rich areas.

The structure of a typical MLP is shown in Fig. 1 MLP
learning mainly includes the following two stages:

1) Forward propagation: Assuming the number of hidden
layers in the MLP is K , the output vector of the i-th hidden
layer is denoted as h(i), and the output value of the output
layer is denoted as y, then:

h(i) =

 σ
(
xW(1) + b(1)

)
, i = 1

σ
(
h(i−1)W(i) + b(i)

)
, i ∈ {2, 3, . . . ,K}

(1)

y = h(K)W(O) + b(O) (2)

where, W(i)and b(i) are the weight matrix and bias vector
for the i-th hidden layer respectively, x represents the input
layer vector, W(O)and b(O) are the weight matrix and bias
for the output layer. σ(·)in Eq. (2) is the activation function,
which is used to achieve non-linear mapping between neuron
inputs and outputs. Common activation functions include Sig-
moid, hyperbolic tangent function (Tanh), rectified linear unit
(ReLU), etc. In this work, Sigmoid is used as the activation
function, which is defined as follows:

σ (x) =
1

1 + e−x
(3)

2) Back propagation: Assuming the number of input sam-
ples is N, yn and yn

′
represent the actual data and the predicted

output of the n-th sample. The error between yn and yn
′

is
measured by mean square error (MSE), and the MSE is used as
the loss function, which is defined in Eq. (4). The MSE loss
is minimized by adjusting the weights in the MLP network
through the back propagation algorithm.

LMSE =
1

N

N∑
n=1

(yn − yn
′)
2 (4)
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Traditional MLP optimization methods are sensitive to
initial parameter values, which may lead to issues such as
getting stuck in local optima. To mitigate this challenge
and enhance the performance of the MLP model, this study
employs the Grasshopper Optimization Algorithm (GOA) to
optimize the MLP network parameters. The GOA was in-
troduced by Saremi et al. in 2017 as a new type of swarm
intelligence algorithm [21]. It simulates the foraging behavior
of grasshopper swarms to search for optimal solutions. In
this algorithm, adult grasshoppers perform global searches in
the early stages, while nymph grasshoppers conduct detailed
exploitation in the vicinity of specific areas during the later
stages. The position model of the i-th grasshopper in the d-th
dimension is as follows:

Xd
i = c

 N∑
j=1,j ̸=i

c
UBd − LBd

2
s
(∣∣xd

j − xd
i

∣∣) (xd
j − xd

i )

dij

+T̂d

(5)

where, the subscript d represents the d-dimensional space,
UBd and LBd respectively represent the upper bound and
lower bound of grasshopper search,

∣∣xd
j − xd

i

∣∣ is the Euclidean
distance from the i-th grasshopper to the j-th grasshopper,
(xd

j−xd
i )

dij
is the unit vector from the i-th grasshopper to the j-

th grasshopper, T̂d represents the best solution (target) attained
so far, s is a factor representing the range and strength of social
interaction within the population and c is a linear decreasing
factor. the c factor is attained as follows:

c = cmax − l
cmax − cmin

L
(6)

where, l represents the number of iterations, L denotes the
upper bound of the iterations, cmax and cmin are respectively
the upper and lower bounds of the decreasing factor c, with
cmax set to 1 and cmin set to 10−5 in this article.

Using the GOA can effectively optimize the weights and
biases in each layer of an MLP network, thereby improving
the predictive performance of the MLP network. Specifically,
the main steps of GOA-MLP include:

• Define the MLP Structure: Determine the architecture
of the MLP, including the number of layers, number of
neurons in each layer, activation functions, and other
parameters.

• Initialize the Population of grasshoppers: Determine
the basic parameters of the GOA, such as the
grasshopper population size and the number of iter-
ations. Initialize a random set of grasshoppers. Each
grasshopper individual represents a potential MLP
configuration, including the network’s weights and bi-
ases. Assuming the MLP network has N weights and
bias parameters, one grasshopper can be represented
as an N -dimensional single vector.

• Fitness evaluation: For each grasshopper, maps its
position value to the corresponding weights or biases
in the MLP network. Use Mean Squared Error (MSE)

as the fitness function, and evaluation the fitness on
the training dataset.

• Update the best position: If the fitness of a grasshop-
per’s current position is superior to its historical best
position, then update the best position.

• Update the positions of the grasshoppers: Taking into
account the interactions between individuals and the
influence of the target position, update the grasshopper
positions based on Eq. 5.

• Repeat the steps 3–5 until the specified number of
iterations or until a stopping criterion is met

• Termination and testing: Finally, the process is termi-
nated and the MLP with the minimum MSE should
be tested on the test/validation datasets.

The overall steps of the GOA-MLP are demonstrated in
Fig. 2.

Start

satisfied？

Fig. 2. The flowchart of the GOA-MLP.
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Fig. 3. The structure of MLP with an adaptation layer.

B. Adaptation Layer for Transfer Learning

Transfer learning involves a source domain and a target
domain, each characterized by distinct yet related distributions.
The process of transfer learning is the process of transferring
the knowledge from the source domain to the target domain,
so as to solve the problems of insufficient knowledge in the
target domain and insufficient accuracy of the model. In this
work, existing construction cost dataset from the data-rich
area belongs to the source domain, and the target domain
corresponds to the data-pool areas, which lack of the sufficient
construction cost data.

In order to achieve knowledge transfer, an adaptation layer
is added in the MLP network before the output layer, the
modified MLP network is shown in Fig. 3 The distribution
mismatch between data from source and target domains is
minimized on this adaptation layer. Specifically, the Maximum
Mean Discrepancy (MMD) [22] is utilized to measure the
distribution mismatch, and the MMD is used as a regularization
embedded in the back propagation training process. During
the process of training adaptation layer, the parameters of the
hidden layers are fixed, so the original model learned from
source domain can be re-used.

The Maximum Mean Discrepancy (MMD) serves as a
measure of the difference between two probability distributions
based on their samples. This criterion proves to be effective
in comparing distributions without the need for an initial
estimation of their density functions.

Let
{
xi
s

}
i=1,...,ns

and
{
xi
t

}
i=1,...,nt

be data vectors drawn
from distributions of source domain and target domain, respec-
tively, MMD can be defined as:

MMD (xs,xt) =

∥∥∥∥∥
ns∑
i=1

f
(
xi
s

)
−

nt∑
i=1

f
(
xi
t

)∥∥∥∥∥
H

(7)

In this equation, H represents the Reproducing Kernel
Hilbert Space(RKHS), f(·) is a mapping function used to
map the original variables into the RKHS. Expanding the
equation into a matrix multiplication form, one can rewrite
the kernelized empirical estimate of MMD as:

MMDe (xs,xt) =

(
1

ns(ns − 1)

ns∑
i=1

ns∑
j=1

k
(
xi
s,x

j
s

)
+

1

nt(nt − 1)

nt∑
i=1

nt∑
j=1

k
(
xi
t,x

j
t

)
−

2

nsnt

ns∑
i=1

nt∑
j=1

k
(
xi
s,x

j
t

)) 1
2

(8)

where k (·, ·) is a Gaussian kernel function.

After adding the adaptation layer for transfer learning, the
total loss function of the entire network can be expressed as
follow:

L = LMSE + λMMDe
2 (xs,xt) (9)

where LMSE denotes the standard MSE loss over the avail-
able labeled data from both source and target domains, and λ is
a constant controlling the weight of MMD contribution to the
total loss function. The loss function simultaneously optimizes
the estimation output error and the distribution mismatch on
the adaptation layer, makes the model more suitable for the
data from the target domain.

C. Framework of the Method

The framework of our method is depicted in Fig. 4. During
the training phase, we initially train the MLP network model
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stimation 

output

Fig. 4. The framework of the proposed method.

using the source domain data.The GOA is employed for MLP
model optimization, utilizing the Mean Squared Error (MSE)
loss function. Subsequently, we introduce the adaptation layer,
maintaining the original parameters, and optimize the network
model based on both MSE and Maximum Mean Discrepancy
(MMD) loss functions. The resulting updated model is then
utilized during the testing phase to estimate costs for the target
domain data.

III. EXPERIMENT

A. Data Description

To verify the effectiveness of the proposed cost estimation
method, two groups of construction cost data from different
areas were utilized to simulate data from source domain and
target domain respectively.

Construction cost data collected from RSMeans Online
[23] during the period (1998–2018) was used as the source
domain data. RSMeans data is North America’s leading source
of construction cost information, delivering reliable, locally
relevant, and up-to-date cost data. RSMeans Online is a widely
used construction cost estimating and project management
software. It provides the construction industry with a com-
prehensive set of detailed and accurate cost data and related
tools, helping users make precise cost predictions and manage
projects at various stages. We gathered 5400 samples from
RSMeans Online, and we selected eight variables for the
experiments, which are commonly used and highly relevant
to cost estimation. Table I lists and explains these variables.

For the target domain, data came from the construction
projects from 2016 to 2022 on the Guanglianda Index Network
[24]. Guanglianda is one of China’s leading providers of soft-
ware and information technology services for the construction
industry. It offers comprehensive construction cost information

TABLE I. LIST OF VARIABLES

Variable Description

y Actual construction costs
x1 Building type
x2 Structure type
x3 Total floor area of the building
x4 Numerical number of floors
x5 Total height of the building
x6 Formwork area
x7 Concrete volume
x8 Per square meter cost

to assist businesses in decision-making. We collected a total
of 320 samples from it, and we chose the same eight variables
as those in the source domain data setting.

B. Experimental Setup

Considering the sample size, we employed an MLP net-
work with two hidden layers in this work. The input layer
consisted of 8 nodes, corresponding to the number of input
variables. The output layer had 1 node, representing the cost
estimation results. The number of nodes in the hidden layers
was determined through a trial-and-error process, resulting in
two hidden layers with 15 and 10 nodes, respectively. The
major parameters of GOA were based on reference [25] and
were set as follows, The population size of grasshoppers was
set to 20, the maximum number of iterations was set to 30,
and the upper and lower bounds of the decreasing factor c
were set to 1 and 10−5, respectively. For the transfer learning
part, the number of nodes in the adaptation layer was set to
10, the same size as the hidden layer 2, and the parameter for
the weight of MMD loss was set to 0.35.
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The performance of the proposed cost estimation method
is evaluated and compared with the following commonly used
statistical metrics: Correlation coefficient (R2); Root Mean
Square Error (RMSE); and Mean Average Percentage Error
(MAPE). These metrics are defined as follows:

R2 = 1−

N∑
n=1

(yn − yn
′)
2

N∑
n=1

(yn −mean(yn))
2

(10)

RMSE =

√√√√ 1

N

N∑
n=1

(yn − yn′)
2 (11)

MAPE =
1

N

N∑
n=1

∣∣∣∣yn − yn
′

yn′

∣∣∣∣ (12)

Here yn represents the actual data provided in the dataset, and
yn

′
corresponds to the predicted output of the n-th sample.

The experimental environment is based on MATLAB software,
running on a PC with an Intel i5 12400 CPU, 32G RAM, and
the Windows 10 operating system.

C. Results and Discussion

1) Comparison with other methods: To validate the ef-
fectiveness of our cost estimation method (GOA-MLP-TL),
we compared it with four other methods. The first three
methods are traditional machine learning approaches, which
are: Linear Regression (LR), Support Vector Regression (SVR)
with the RBF kernel and a single multi-layer perceptron (MLP)
network. The MLP shares the same network structure as our
proposed method but lacks the adaptation layer for transfer
learning and does not utilize GOA for optimization. The
fourth method is GOA-MLP, which employs the same network
structure and optimization method as our proposed approach
but excludes the adaptation layer for transfer learning.

For all four comparative methods, the models were trained
using data solely from the source domain and subsequently
tested on both the source and target domains. For GOA-MLP-
TL, when testing in the source domain, the model was trained
only with data from the source domain, making it identical to
GOA-MLP. However, when testing in the target domain, the
model used some target domain data for knowledge transfer.
The estimation performance of these five methods has been
compared in Table II. To facilitate a more intuitive comparison,
we have also plotted the comparison of estimation results
using different evaluation metrics in Fig. 5, Fig. 6, and Fig. 7,
respectively.

From Table II and Fig. 5, it can be observed that in
the evaluations on the source domain data, GOA-MLP and
GOA-MLP-TL achieved the highest R2 values (as previously
explained, these two methods are identical in the source
domain tests), followed by MLP and SVR, with LR obtaining
the lowest R2 value. GOA-MLP shows a 3.2% improvement
compared to MLP. In the tests conducted on the target domain
data, it is evident that the R2 values for all methods decreased.
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Fig. 5. Comparison of estimation performance of various methods using R2.
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Fig. 6. Comparison of estimation performance of various methods using
RMSE.

The three traditional machine learning methods exhibited an
average decrease of 11.55%, GOA-MLP showed a decrease
of 9.37%, whereas GOA-MLP-TL, which employs transfer
learning, only demonstrated a decrease of 3.13%. GOA-MLP-
TL shows improvements of 12.05% and 6.90% compared to
MLP and GOA-MLP, respectively. The RMSE and MAPE
values exhibit similar trends which have been illustrated in
Fig. 6 and Fig. 7. it is worth noting that lower values are
preferred for both RMSE and MAPE, which is contrary to R2.
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Fig. 7. Comparison of estimation performance of various methods using
MAPE.
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TABLE II. COMPARISON OF ESTIMATION PERFORMANCE OF VARIOUS METHODS

LR SVR MLP GOA-MLP GOA-MLP-TL

source target source target source target source target source target
domain domain domain domain domain domain domain domain domain domain

R2 0.85 0.73 0.92 0.83 0.93 0.83 0.96 0.87 0.96 0.93
RMSE 31.26 42.64 26.59 32.55 25.32 32.84 22.14 29.55 22.14 25.95
MAPE 15.21% 21.54% 11.20% 16.87% 9.91% 16.23% 9.43% 14.75% 9.43% 10.85%

The experimental results indicated that, first, the pro-
posed GOA-MLP demonstrates enhanced predictive accuracy
compared to the three traditional machine learning methods.
Second, in contrast to these compared methods, the proposed
GOA-MLP-TL significantly improves estimation performance
on data from the target domain. This improvement is achieved
by establishing a correlation between the source domain and
the target domain through knowledge transfer. Consequently,
this approach effectively addresses the challenge of construct-
ing cost estimation models in data-poor areas.

2) Influence analysis of target domain sample size: To
analyze the influence of target domain sample size, we con-
ducted experiments using the proposed GOA-MLP-TL with
varying numbers of samples from the target domain for transfer
learning, and evaluated its performance on the target domain.
The correlation coefficient (R2) was used as the key metric.
For comparison, we also employed GOA-MLP, training and
testing on the target domain with different training sample
sizes. Note that the number of training samples for GOA-
MLP was incremented from 40 because training process cannot
converge with too few samples. The results were plotted in Fig.
8.

From the Fig. 8, it can be noted that as the number of
samples in the target domain increases, the R2 value of GOA-
MLP-TL gradually improves. When the number of samples
exceeds a certain threshold, the R2 value stabilizes. In this
experiment, when the number of samples in the target domain
exceeds 40, the estimation model becomes quite robust. Con-
versely, for GOA-MLP trained directly on the target domain
data, a sample size of over 250 is required to achieve gradual
stabilization and attain R2 values comparable to those of GOA-
MLP-TL.

These empirical findings suggest that training a stable
model directly in the target domain requires a large number of
data samples. Conversely, with the adoption of transfer learn-
ing, which utilizes models pre-trained in the source domain,
only a small number of target domain samples are needed to
achieve comparable prediction accuracy. In this experiment, the
required number of target domain samples for GOA-MLP-TL
is approximately 76% less compared to GOA-MLP.

IV. CONCLUSION

In this work, we propose a novel method called the
Grasshopper Optimization Algorithm-Guided Multi-Layer Per-
ceptron with Transfer Learning (GOA-MLP-TL) for construc-
tion cost estimation in areas with limited data. GOA-MLP-TL
is based on a Multi-Layer Perceptron (MLP) network, with
two key improvements to enhance predictive ability. First,
we utilize the Grasshopper Optimization Algorithm (GOA)
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Fig. 8. Influence analysis of target domain sample size using R2.

to optimize the parameters of the MLP network. Second, we
incorporate an adaptation layer into the network to facilitate
knowledge transfer between domains. The Maximum Mean
Discrepancy (MMD) measure is used as a regularization tech-
nique to reduce distributional differences between domains.
GOA-MLP-TL effectively leverages models trained on data-
rich areas and transfers the knowledge to adapt the model
for data-poor areas. We simulate samples from data-rich and
data-poor areas using two datasets and test the method on
these datasets. Experimental result shows that, compared to
the traditional machine learning method MLP and GOA-MLP
without transfer learning, the R2 value of the proposed GOA-
MLP-TL is improved by 12.05% and 6.90%, respectively.
This demonstrate the effectiveness of GOA-MLP-TL for the
construction cost estimation task in the data-poor area.

Due to limitations in the availability of experimental data,
this study selected only eight variables for experiment, which
does not cover all aspects of construction cost estimation.
Future work could explore incorporating additional relevant
variables to improve prediction accuracy. Additionally, future
research could employ deep transfer learning methods to
enhance the algorithm presented in this study.
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Abstract—The latest advanced models for abstractive sum-
marization, which utilize encoder-decoder frameworks, produce
exactly one summary for each source text. This systematic
literature review (SLR) comprehensively examines the recent
advancements in abstractive text summarization (ATS), a pivotal
area in natural language processing (NLP) that aims to generate
concise and coherent summaries from extensive text sources.
We delve into the evolution of ATS, focusing on key aspects
such as encoder-decoder architectures, innovative mechanisms
like attention and pointer-generator models, training and opti-
mization methods, datasets, and evaluation metrics. Our review
analyzes a wide range of studies, highlighting the transition
from traditional sequence-to-sequence models to more advanced
approaches like Transformer-based architectures. We explore the
integration of mechanisms such as attention, which enhances
model interpretability and effectiveness, and pointer-generator
networks, which adeptly balance between copying and generating
text. The review also addresses the challenges in training these
models, including issues related to dataset quality and diversity,
particularly in low-resource languages. A critical analysis of
evaluation metrics reveals a heavy reliance on ROUGE scores,
prompting a discussion on the need for more nuanced evaluation
methods that align closely with human judgment. Additionally,
we identify and discuss emerging research gaps, such as the need
for effective summary length control and the handling of model
hallucination, which are crucial for the practical application of
ATS. This SLR not only synthesizes current research trends
and methodologies in ATS, but also provides insights into future
directions, underscoring the importance of continuous innovation
in model development, dataset enhancement, and evaluation
strategies. Our findings aim to guide researchers and practitioners
in navigating the evolving landscape of abstractive text summa-
rization and in identifying areas ripe for future exploration and
development.

Keywords—Abstractive text summarization; systematic literature
review; natural language processing; evaluation metrics; dataset;
computation linguistics

I. INTRODUCTION

In recent times, there has been a significant increase in
demand for the utilization of data from diverse sources such as
scientific articles, medical records, and social media platforms.
The essence of text summarization lies in condensing a lengthy
document into a concise, coherent summary. Automatic text
summarization techniques fall into two main categories: ex-
tractive and abstractive. Extractive summarization methods
pull specific words and phrases directly from the original
text [1], while abstractive summarization creates new words
and phrases that may not appear in the source document,
mimicking the way humans summarize [2, 3]. The goal of
abstractive summarization is to craft a condensed version of
the original text without losing its original meaning [4]. This
process involves generating summaries through a process akin

to human thought, demanding high capabilities in characteriz-
ing, understanding, and producing text from models.

The Sequence-to-Sequence (Seq2Seq) model, which uti-
lizes Recurrent Neural Networks (RNN) including variants
like simple RNN, LSTM, and GRU, is a popular choice for
abstractive summarization. These models employ an encoder-
decoder framework [5-7] where the encoder converts the input
text into a context vector, and the decoder then uses this
vector to create an abstractive summary. However, Seq2Seq
models, especially those based on RNNs, tend to miss crucial
information from the original, lengthy texts and may gen-
erate redundant content, particularly in tasks involving long
documents or sequences [5]. The addition of an attention
mechanism to the encoder-decoder structure has shown success
in abstractive text summarization [8]. Furthermore, Blekanov
et al. [9] explored transformer-based models like LongFormer
and T5, comparing them with BART in experiments with real-
world Reddit data. Incorporating synthetic data alongside real
data, a method often used in machine translation for resource-
scarce situations to enhance translation quality, has been ef-
fective. Specifically, employing an iterative back-translation
strategy, where back-translation systems are trained repeatedly,
has shown promising results in improving machine trans-
lation. Furthermore, researchers have explored variations of
this technique, including multi-round iterative back-translation
and adversarial back-translation to further enhance translation
quality.

A thorough review of the literature is essential for the
progress of research in text summarization. Syed et al. [10]
provides an in-depth analysis of key aspects of abstractive
summarization, covering trends, general methodologies, tools,
and evaluation techniques in this area. Additionally, a survey
by Nazari and Mahdavi [11] delves into various approaches
and methods utilized in text summarization, categorizing them
into statistical, machine learning, semantic-based, and swarm
intelligence approaches. Other scholarly articles focus on nar-
rower topics such as specific summarization techniques [12,
84], methodologies employed [13], and evaluation strategies
[14].

Unlike other review studies, this review paper offers an
up-to-date extensive explanation of all the ins and outs of
abstractive text summarization and highlights current key gaps
and challenges in the domain which will help other researchers
in identifying and addressing them. The process of conducting
a research on abstractive text summarization poses signifi-
cant challenges, particularly for researchers who are newly
acquainted with the domain. This complexity arises from sev-
eral critical factors that demand rigorous scholarly effort and
methodological precision. Firstly, the interdisciplinary nature

www.ijacsa.thesai.org 1340 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

of abstractive text summarization, which intersects with fields
such as natural language processing, artificial intelligence,
and computational linguistics, necessitates a comprehensive
understanding of diverse theoretical frameworks and techno-
logical advancements. Secondly, the rapid pace at which new
research and innovations are introduced in this area means
that scholars must continuously update their knowledge base,
making it difficult to establish a definitive set of studies for
review. Thirdly, the task of abstractive summarization itself,
which involves generating new text that captures the essence
of source documents, presents unique challenges in evaluating
the quality and relevance of research findings.

These factors contribute to the intricacy of reviewing
literature in this field, requiring dedicated effort to navigate
the vast and evolving body of knowledge. Thus, the aims of
this study are outlined as follows: a) To pinpoint, examine,
and categorize the research topics and trends within abstractive
summarization, b) To offer a comprehensive review of the
different methods used in abstractive summarization, including
the strengths and weaknesses of the prevalent techniques, c)
To provide a succinct description of the commonly employed
and newest methodologies in this domain, d) To detail the
necessary pre-processing steps and the features utilized, e) To
explore the challenges encountered in abstractive summariza-
tion, addressing both the resolved and outstanding issues, f) To
analyze the evaluation strategies and datasets that have been
applied, and g) To suggest directions for future research in text
summarization. In pursuit of broadening research prospects in
this area, this study employs a Systematic Literature Review
(SLR) to achieve a more structured, quantifiable exploration
with a wider and more varied range of topics, as highlighted
by Shaffril et al. [15]. SLR boasts advantages over traditional
review methods through its scientific approach and systematic
execution, aiming to reduce bias and ensure transparent, veri-
fiable outcomes. The conducted activities include detailing the
review process in Section 2, explaining the derived results in
Section 3, discussing the responses to research questions raised
in Section 2 in Section 4, and concluding the study in Section
5.

II. METHODS

A comprehensive search strategy was implemented to iden-
tify and collect as many relevant studies as possible on the
subject. The search methodology was developed based on the
following research questions:

1) What are the current trends in abstractive text sum-
marization?

2) What datasets are used for developing abstractive text
summarization models?

3) What are the evaluation metrics used to measure the
quality of abstractive summaries?

4) What are the current challenges emerging in the
domain?

In this stage, the research questions were deconstructed into
distinct concepts to generate search terms and databases and
to identify additional sources for exploration. Consequently,
search terms were derived from the research questions:

1) Abstractive Text Summarization tech-
niques/algorithms/models.

2) Abstractive summarization datasets.
3) Evaluation metrics.

The initial search string was created using these search
terms and then refined by incorporating alternative terms,
including synonyms and variant spellings. For this Systematic
Literature Review (SLR), the following libraries were utilized
to select pertinent literature that addresses the research ques-
tions:

1) Web of Science
2) Semantic Scholar
3) Springer
4) ACM
5) Elsevier
6) IEEE

The identified search terms were employed to locate con-
ference and journal articles within six electronic databases, as
shown in Fig. 1. Searches were confined to titles, abstracts,
and keywords, with the exception of Google Scholar, where
only titles were searched. Additionally, the reference sections
of pertinent studies were reviewed for cross-citations. Sec-
ondary studies, including existing literature surveys, were also
acquired.

Numerous searches were performed; however, the search
criteria that yielded the most relevant results were:

1) ”Text Summarization” AND ”Abstractive”
2) ”Text Summarization” AND ”Abstractive” AND

(“Techniques” OR “Methods”)
3) ”Text Summarization” AND ”Abstractive” AND

(”Evaluation Metrics” OR ”Metrics”)

Further filtration of the search results was done by:

1) Removing duplicate documents
2) Devising inclusion and exclusion criteria to identify

related papers and discard those that are irrelevant.
3) Performing quality assessment to ensure that papers

with high quality were included.

A. Inclusion Criteria

The following are the criteria for paper inclusion:

1) Papers utilizing abstractive technique.
2) Papers based on abstractive summarization that in-

clude evaluation metrics.
3) The most recent version/edition of the paper.
4) Papers published between 2018 and 2023.

B. Exclusion Criteria

The following are the criteria for paper inclusion:

1) Papers utilizing abstractive technique.
2) Papers based on abstractive summarization that in-

clude evaluation metrics.
3) The most recent version/edition of the paper.
4) Papers published between 2018 and 2023.
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Fig. 1. Search procedure.

C. Quality Assessment

The quality assessment criteria employed in this review
were meticulously developed based on the comprehensive
framework proposed by Smith et al. [16]. The framework
involves a systematic and rigorous set of criteria aimed at en-
suring the validity, reliability, and applicability of the research
findings. The following are the criteria for assessing the quality
of selected journals:

• Journals with higher impact factors.

• Each study will be assessed based on the following
critical appraisal criteria:

◦ What type of research question is being asked?
◦ Was the study design appropriate for the re-

search question?
◦ Did the study methods address the most im-

portant potential sources of bias?
◦ Was the study performed according to the

original protocol?
◦ Is the study question relevant?
◦ Does the study add anything new?
◦ Do the data justify the conclusions?
◦ Are there any conflicts of interest?
◦ Does the study test a stated hypothesis?
◦ Were the statistical analyses performed cor-

rectly?

Fig. 2. Publications and citations from results.

D. Data Extraction

Upon searching using keywords “abstractive text summa-
rization (All Fields) and natural language processing (Author
Keywords) or Text Summarization (Author Keywords) and
abstractive (All Fields) and 2023 or 2022 or 2021 or 2020
or 2019 or 2018 (Publication Years) and Article (Document
Types)”, a total of 72 journals and publications were ultimately
derived. As seen in Fig. 2, research in the field of abstractive
summarization is steadily growing each year with 2023 having
the highest publications in recent years.

III. ABSTRACTIVE TEXT SUMMARIZATION

Abstractive text summarization is a process where a new,
condensed version of a text is generated, capturing the es-
sential messages and meaning of the original content. Unlike
extractive summarization, which selects and rearranges specific
sentences or phrases from the source text, abstractive sum-
marization involves understanding and interpreting the text to
produce summaries that are not necessarily found verbatim
in the source. Studies have explored various methodologies,
including the use of pre-trained models for better context
understanding and the application of novel training paradigms
to improve the summarization of specific languages or domains
[17, 18]. Table I provides a summary of the categories and
terms to be discussed in this review.

A. Encoder Decoder Architecture

Choosing an encoder-decoder framework offers various
design options for our encoder and decoder, including tra-
ditional RNN/LSTM/GRU, bidirectional RNN/LSTM/GRU,
Transformer, BERT/GPT-2 models, or the more recent BART
architecture. In the model described by Fan et al. [2], both the
encoder and decoder are built as deep convolutional networks.
They begin with a layer for word embedding, followed by
a series of convolutions alternating with Gated Linear Units
(GLU). The decoder is linked to the encoder via attention
mechanisms that compute a weighted average of the encoder’s
outputs. These weights are determined based on the current
state of the decoder, enabling it to focus on the most pertinent
sections of the input document for generating the subsequent
token. Zhang et al. [19] introduced a novel generative model
leveraging a convolutional seq2seq framework, which includes
a copying mechanism to address rare or unseen words. Further-
more, this model integrates a hierarchical attention mechanism
to simultaneously consider both key words and key sentences.
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TABLE I. CATEGORIES COVERED IN THIS STUDY

Category Terms

Encoder-Decoder Architecture

• RNN/LSTM/GRU
• Bi-RNN/ Bi-LSTM/ Bi-GRU
• Transformer
• BERT/GPT2
• BART

Mechanisms

• Attention
• Copying
• Coverage
• Pointer generator

Training and Optimization

• Word Level Training
• Sequence Level Training
• Document-Level Training
• Sentence-Level Training
• Transfer Learning
• Reinforcement Learning

Dataset

• CNN/DailyMail
• New York Times
• Gigaword
• DUC 2004

Evaluation
• ROUGE
• BLEU
• METEOR

Fig. 3. RNN architecture.

1) Recurrent Neural Network (RNN): Recurrent Neural
Networks (RNNs) are a class of neural networks that excel in
processing sequential data. Unlike traditional feedforward neu-
ral networks, RNNs have loops in their architecture, allowing
information to persist [20]. This unique feature makes RNNs
particularly suitable for tasks where context and sequence
matter, such as language modeling and behavior analysis in
social media [21]. The core functionality of an RNN can be
captured by the following formula:

ht = tanh(Whhht−1 +Wxhxt + bh) (1)

Here, ht is the current hidden state, Whh is the weight
associated with the previous hidden state ht−1, xt is the
current input, and Wx is the weight associated with the current
input. The tanh function is an activation function that helps
to normalize the output. This formula represents how RNNs
process information over time. The current hidden state ht is
a function of the previous hidden state and the current input,
allowing the network to maintain a form of ’memory’ of past
inputs. This is crucial for tasks that require understanding the
sequence of data, such as text processing.

Fig. 3 illustrates the looping structure of RNNs, where the
output of a layer is fed back into the same layer as input.
This loop enables the network to pass information across time
steps, effectively remembering previous inputs and using this
memory to influence the output.

RNNs have been pivotal in advancing abstractive text sum-
marization. Their ability to handle sequential data makes them
ideal for this task, where understanding the context and flow

Fig. 4. LSTM architecture.

of a text is crucial for generating coherent summaries. RNNs,
especially when combined with techniques like Long Short-
Term Memory (LSTM) networks, have significantly improved
the performance of abstractive summarization systems [22,
23]. These networks can capture long-range dependencies in
text, allowing for more accurate and contextually relevant
summaries.

2) Long-Short Term Memory (LSTM): Long Short-Term
Memory (LSTM) networks are an advanced type of Recurrent
Neural Networks (RNNs), designed to address the challenge
of learning long-term dependencies. LSTMs are particularly
known for their ability to overcome the vanishing gradient
problem commonly encountered in traditional RNNs [20].
LSTM networks introduce a more complex computational unit
called a cell, which includes mechanisms known as gates
[87]. These gates control the flow of information, allowing the
network to retain or forget information selectively. The core
operations within an LSTM cell can be summarized with the
following formulas:

• Forget Gate: ft = σ(Wf · [ht−1, xt] + bf )

• Input Gate: it = σ(Wi · [ht−1, xt] + bi)

• Cell State Update: C̃t = tanh(WC · [ht−1, xt] + bC)

• Final Cell State: Ct = ft ∗ Ct−1 + it ∗ C̃t

• Output Gate: ot = σ(Wo · [ht−1, xt] + bo)

• Hidden State: ht = ot ∗ tanh(Ct)

Here, σ represents the sigmoid function, tanh is the hyper-
bolic tangent function, W and b are weights and biases, and ∗
denotes element-wise multiplication. These equations represent
the LSTM’s ability to regulate the flow of information. The
forget gate decides what information to discard from the cell
state, while the input gate updates the cell state with new
information. An illustration of this process is presented in Fig.
4. The output gate then determines what part of the cell state
should be outputted to the next layer or used as the hidden
state for the next time step.

Fig. 4 illustrates the internal structure of an LSTM cell,
showing the input xt, the previous hidden state ht−1, the cell
state Ct, and the gates that regulate the flow of information
within the cell. See et al. [24] introduced a sequence-to-
sequence LSTM model with attention mechanisms to improve
the quality of abstractive summaries, demonstrating significant
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Fig. 5. GRU architecture.

advancements over previous techniques. The model’s capacity
to deal with long texts and its flexibility in generating novel
textual content have made LSTMs a cornerstone in the devel-
opment of abstractive summarization models, propelling the
field towards more human-like summarization capabilities.

3) Gated Recurrent Unit (GRU): GRUs, introduced by Cho
et al. [25], are designed to adaptively capture dependencies
of different time scales in a sequence. Gated Recurrent Units
(GRUs) are a type of recurrent neural network (RNN) archi-
tecture that has gained popularity due to their efficiency and
effectiveness, especially in sequence modeling tasks. GRUs
simplify the LSTM architecture and often provide comparable
performance. They consist of two gates: the update gate and
the reset gate. These gates help the model decide how much
of the past information needs to be passed along to the future.
The operations within a GRU can be summarized with the
following formulas:

• Update Gate: zt = σ(Wz · [ht−1, xt] + bz)

• Reset Gate: rt = σ(Wr · [ht−1, xt] + br)

• Candidate Hidden State: h̃t = tanh(W · [rt ∗
ht−1, xt] + b)

• Final Hidden State: ht = (1− zt) ∗ ht−1 + zt ∗ h̃t

In this context, σ represents the sigmoid function, tanh
is the hyperbolic tangent function, W and b are weights
and biases, and ∗ denotes element-wise multiplication. These
equations represent how GRUs can selectively update their
hidden state. The update gate zt decides how much of the
past information needs to be passed to the future, while the
reset gate rt determines how much of the past information to
forget. The candidate hidden state h t is a combination of the
current input and the past hidden state, modulated by the reset
gate. The final hidden state ht is then a blend of the old state
and the new candidate state, as governed by the update gate.

Fig. 5 illustrates the internal structure of a GRU cell,
showing the input xt, the previous hidden state ht−1, the
update and reset gates, and the final hidden state ht. GRUs,
with their architecture designed to mitigate the vanishing
gradient problem common in traditional RNNs, allow for
better retention of information over longer sequences which is
crucial for summarization tasks. Recent research has further
explored the integration of GRUs into sophisticated neural
network models to enhance abstractive summarization. For
instance, Rehman et al. [26] developed an attentive GRU-based
encoder-decoder model, demonstrating the efficacy of GRUs

Fig. 6. Bi-LSTM structure.

in producing summaries that are not only concise but also
capture the essence of the original text with high fidelity. This
research underscores the versatility of GRUs in dealing with
diverse linguistic structures and their capacity to improve the
summarization process, making them an indispensable tool in
the field of natural language processing.

4) Bi-Directional RNN/LSTM/GRU: Bi-directional Recur-
rent Neural Networks (Bi-RNNs), including their variants like
Bi-LSTM (Bi-directional Long Short-Term Memory) and Bi-
GRU (Bi-directional Gated Recurrent Unit), are advanced
neural network architectures that process data in both forward
and backward directions. This bidirectional approach allows
the networks to have both backward and forward information
about the sequence at every time step [27].

Fig. 6 illustrates a bi-directional architecture where each
time step receives inputs from two sides: one from the begin-
ning of the sequence to the current time step and the other from
the end of the sequence to the current time step. This dual input
mechanism allows the network to preserve information from
both past and future states, enhancing its predictive accuracy.

In abstractive text summarization, the context of the entire
text is crucial for generating coherent and relevant summaries.
Bi-directional models, by considering both preceding and
following contexts, can capture the nuances of language more
effectively. This results in summaries that are not only concise,
but also maintain the essence and flow of the original text.
Preethi et al. [27] developed an abstractive summarizer using
Bi-LSTM, demonstrating its capability to produce precise
and coherent summaries without the redundancy issues often
encountered in simpler models.

5) Transformer: The Transformer is a type of neural
network architecture that has garnered significant attention,
particularly in the domain of natural language processing
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Fig. 7. Transformer architecture.

(NLP). Introduced by Vaswani et al. [28], the Transformer
model is known for its reliance on self-attention mechanisms,
which allow it to process input data in parallel and capture
complex dependencies in sequences. Transformers have been
applied in various domains, demonstrating their versatility and
effectiveness. Fig. 7 illustrates the core components of the
Transformer architecture, including the encoder and decoder
stacks, each comprising multiple layers of self-attention and
feed-forward neural networks. The self-attention mechanism
allows the model to weigh the influence of different parts of
the input data, enabling it to capture long-range dependencies.

a) Text-to-Text Transfer Transformer (T5): The Text-
to-Text Transfer Transformer (T5) model, an encoder-decoder
Transformer implementation, has been pivotal in the advance-
ment of abstractive text summarization. This model’s ability to
convert all NLP problems into a unified text-to-text format, as
outlined by Raffel et al. [29], allows for seamless application
across a wide range of text summarization tasks. T5’s architec-
ture, incorporating self-attention mechanisms, layer normaliza-
tion, and a dense layer with a softmax output, facilitates the
generation of coherent and contextually relevant summaries

from extensive text inputs. In the realm of summarization,
T5 has been utilized to push the boundaries of abstractive
text summarization, offering significant improvements over
traditional models. For instance, Itsnaini et al. [30] leveraged
T5 in the context of the Indonesian language, showcasing
its effectiveness through high evaluation scores despite chal-
lenges in achieving optimal abstraction. Further research by
Lubis et al. [18] introduced an approach by combining T5
with Bayesian optimization to enhance text summarization.
Additionally, the study on Arabic news summarization by
Ismail et al. [17] utilized a T5-based approach, achieving
state-of-the-art performance and illustrating T5’s capacity for
language-specific applications. These examples highlight the
versatility and efficiency of the T5 model in handling diverse
and complex summarization tasks. By leveraging pre-trained
models like T5, researchers can address the inherent challenges
of abstractive summarization, such as maintaining factual ac-
curacy and coherence, across various languages and domains.

6) Bidirectional Encoder Representations from
Transformer-Generative Pre-Trained Transformer (BERT-
GPT): Bidirectional Encoder Representations from
Transformer (BERT), when combined with Generative
Pre-Trained Transformer (GPT) which excels in generating
coherent and contextually relevant text, becomes particularly
effective for abstractive text summarization. For instance,
a study by Darapaneni et al. [31] explored the use of
BERT and GPT-2 models for summarizing research articles
related to COVID-19. They found that while BERT models
performed well for extractive summarization, there was room
for improvement in abstractive summarization, which was
addressed by using GPT-2 models. The combination of these
models helped in creating more accurate and comprehensive
summaries. In another study, Baykara and Güngör [32] utilized
pre-trained sequence-to-sequence models, including BERT
and GPT, for Turkish abstractive text summarization. They
demonstrated that these models could generate high-quality
summaries by addressing challenges such as saliency, fluency,
and semantics. Kieuvongngam et al. [33] also leveraged
BERT and GPT-2 for summarizing COVID-19 medical
research articles. Their approach provided abstractive and
comprehensive summaries based on keywords extracted from
the original articles, showcasing the effectiveness of these
models in processing complex medical texts.

The integration of Bidirectional Encoder Representations
from Transformers (BERT) and Generative Pre-trained Trans-
former (GPT) models has shown promising results in the field
of abstractive text summarization. These models leverage the
strengths of both BERT’s deep bidirectional understanding
and GPT’s powerful generative capabilities. The combination
of BERT and GPT models brings together the best of both
worlds – deep contextual understanding and advanced text
generation capabilities. This synergy is particularly beneficial
for abstractive text summarization, where the goal is to gen-
erate summaries that are not only concise but also retain the
essence and context of the original text. By leveraging BERT’s
ability to understand nuanced context and GPT’s proficiency in
generating coherent text, these models can create summaries
that are both informative and readable, making them highly
suitable for summarizing complex and lengthy documents.
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7) Bidirectional and Autoregressive Transformers (BART):
Bidirectional and Auto-Regressive Transformers (BART)’s ar-
chitecture, which includes a bidirectional encoder (like BERT)
and an autoregressive decoder (like GPT), enables it to under-
stand the context of a text deeply and generate summaries that
are both fluent and informative [34]. BART has emerged as a
powerful tool in the field of abstractive text summarization. It
combines the benefits of both autoencoding and autoregressive
approaches, making it particularly effective for generating
coherent and contextually accurate summaries. Baykara and
Güngör [32] utilized BART for Turkish abstractive text sum-
marization where they showed that BART, along with other
pre-trained sequence-to-sequence models, could generate high-
quality summaries by addressing challenges such as saliency,
fluency, and semantics. BART’s effectiveness in abstractive
text summarization stems from its ability to understand and
reconstruct the input text accurately. By pre-training on a
large corpus of text with various noising and denoising tasks,
BART learns to correct errors, fill in missing information,
and rephrase sentences, which are essential skills for sum-
marization. When fine-tuned on summarization tasks, BART
can generate summaries that not only capture the essential
points of the original text, but also maintain a natural and
coherent narrative flow. This makes BART an ideal choice for
summarizing complex texts across various domains including
news articles, scientific papers, and legal documents.

B. Mechanisms

Mechanisms serve as additional features integrated into
the fundamental neural encoder-decoder structure, aimed at
resolving specific challenges encountered in abstractive sum-
marization systems and enhancing the quality of the summaries
produced.

1) Attention: The attention mechanism was initially in-
spired by the human visual attention system and has since
become a fundamental component in neural network models,
especially in natural language processing (NLP) tasks [35].
The attention mechanism in neural networks is a critical
advancement that enhances the encoder-decoder architecture,
particularly in tasks like abstractive text summarization. It
allows the model to focus on different parts of the input
sequence for each step of the output sequence, thereby cap-
turing more nuanced relationships within the text. It addresses
the limitation of traditional sequence-to-sequence models by
enabling the network to weigh and focus on different parts
of the input sequence, which is crucial for understanding
long and complex texts. In the context of abstractive text
summarization, attention mechanisms have been shown to sig-
nificantly improve the quality of generated summaries. Krantz
and Kalita [36] demonstrated the effectiveness of attention-
based models in generating abstractive sentence summaries,
highlighting the importance of this mechanism in capturing the
essential elements of the source text. The attention mechanism
can be mathematically represented as follows:

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V (2)

Here, Q, V , and K represent the query, value, and key
matrices, respectively. The softmax function is applied to

Fig. 8. Attention mechanism structure.

the scaled dot-product of Q and K, which determines the
weightage of each part of the input sequence. The output is
then computed as a weighted sum of the values V , where the
weights are given by the attention scores. A representation of
this procedure is illustrated in Fig. 8.

Fig. 8 illustrates how the attention mechanism operates
within a neural network. It shows the flow of information
from the input sequence through the attention module, where
the query, key, and value matrices are computed and used to
generate the attention scores. These scores are then applied
to the input sequence to produce a context vector, which is
used by the decoder to generate the output sequence. This
mechanism is particularly effective in tasks like abstractive
text summarization, where understanding the context and rela-
tionships within the text is crucial for generating coherent and
accurate summaries.

a) Self-attention Mechanism: Self-attention, also
known as intra-attention, is a mechanism that enables a model
to assign varying degrees of importance to different segments
of input data in relation to one another. This feature has
been pivotal in developing architectures like the Transformer,
which heavily utilizes self-attention for processing sequences
[37]. In the realm of natural language processing (NLP),
self-attention has enhanced the performance of tasks including
machine translation, text summarization, and sentiment
analysis. Networks employing self-attention are capable of
linking words that are far apart through shorter paths within
the network than those used by RNNs, potentially enhancing
their performance in capturing long-distance relationships
between elements in the data [38]. Yang et al. [39] applied
self-attention to identify relationships between sentences
and introduced a copying mechanism to address the issue
of words that are out of vocabulary (OOV). Duan et al.
[40] introduced a contrastive attention mechanism within the
sequence-to-sequence framework for the task of abstractive
sentence summarization, aimed at creating concise summaries
of source sentences. This mechanism comprises two types
of attention: the traditional attention, which focuses on
the relevant parts of the source sentence, and an opposing
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attention, which targets the irrelevant or less significant parts.
These attentions are trained inversely to enhance the impact
of traditional attention while reducing the influence of the
opposing attention through an innovative use of softmax and
softmin functions. Furthermore, Wang [41] developed a model
for abstractive text summarization that integrates a hybrid
attention mechanism, leveraging sentence-level attention
to refine the distribution of word-level attention, thereby
improving ROUGE scores and preserving critical information
in the summaries.

2) Copying: The copying mechanism has been effectively
utilized in various abstractive text summarization models to
enhance their ability to generate accurate and contextually
relevant summaries. This mechanism allows models to directly
copy words or phrases from the source text into the summary,
ensuring the inclusion of key information and terminology
[24]. The copying mechanism in neural networks, particularly
in sequence-to-sequence models, can be represented by a
formula that combines the probabilities of generating words
from the vocabulary and copying words from the source text.
The formula typically used is:

P (w) = (1− pgen) ·
∑

i:wi=w

ati (3)

Here:

• P (w) is the probability of the word w being in the
output sequence.

• pgen is the generation probability (used in the pointer
generator mechanism, but here we focus on the copy-
ing part, hence 1− pgen.

• ati represents the attention distribution, where i in-
dexes over the input sequence at time t.

• The summation
∑

i:wi=w ati accumulates the attention
scores for all instances of the word w in the input
sequence, contributing to the probability of copying
the word w from the input.

Li et al. [42] introduced the Correlational Copying Network
(CoCoNet) for abstractive summarization. CoCoNet enhances
the standard copying mechanism by tracking the copying
history, thereby encouraging the model to copy input words
relevant to previously copied ones. Zhou et al. [43] developed
SeqCopyNet, a framework that not only learns to copy single
words, but also copies sequences from the input sentence.
This model leverages pointer networks to select sub-spans
from the source text, integrating sequential copying into the
generation process. These studies and applications demonstrate
the effectiveness of the copying mechanism in enhancing
the quality of abstractive text summarization. By allowing
direct copying from the source text, these models can produce
summaries that are both accurate and reflective of the original
content.

3) Coverage: The coverage mechanism in neural networks,
particularly in sequence-to-sequence models for tasks like
abstractive text summarization, is designed to tackle the issue
of repetition and improve the focus of the model on different
parts of the input text [24]. This mechanism keeps track of
what has been covered in the source text, thereby preventing

the model from repeatedly attending to the same parts of
the input. The coverage mechanism can be mathematically
represented as follows:

ct =

t−1∑
i=0

ai (4)

Here:

• ct is the coverage vector at time step t, which accumu-
lates the attention weights ai from all previous time
steps.

• ai represents the attention distribution at time step i.

• The summation
∑t−1

i=0 ai accumulates the attention
distributions from all previous time steps up to t− 1.

The coverage vector ct is then used to inform the attention
mechanism at each decoding step, helping the model to
distribute its attention more evenly across the entire input
sequence. See et al. [24] incorporated the coverage mechanism
into their pointer-generator network for abstractive summa-
rization, significantly reducing the issue of repetition in the
generated summaries. This approach demonstrated the effec-
tiveness of the coverage mechanism in improving the quality
and readability of machine-generated summaries.

4) Pointer-Generator: The Pointer-Generator model is
designed to tackle the challenges associated with out-of-
vocabulary (OOV) words and inaccuracies in reproducing fac-
tual information. It manages this by either replicating words or
factual data through a pointer mechanism or by generating new
words via a generator component [24]. The model calculates
both an attention distribution and a vocabulary distribution
(Pvocab), along with a generation probability denoted as pgen.
This generation probability determines whether the next word
will be generated from the model’s own vocabulary or copied
directly from the source text. The process for determining
the final probability of any given output word is established
through a specific mathematical formulation:

P (w) = pgen · Pvocab(w) + (1− pgen) ·
∑

i:wi=w

ati (5)

Here:

• P (w) is the probability of the word w being in the
output sequence.

• Pgen is the generation probability, which is a scalar
learned by the model. It decides whether to generate
a word from the vocabulary or copy from the source
text.

• Pvocab(w) is the probability of the word w according
to the model’s vocabulary distribution.

• ati represents the attention distribution, where i indexes
over the input sequence. It indicates the model’s focus
on different parts of the input sequence at time t.

• The summation
∑

i:wi=w ati accumulates the attention
scores for all instances of the word w in the input
sequence, contributing to the probability of copying
the word w from the input.
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Ren and Zhang [44] proposed a pointer-generator text sum-
marization model that integrates part of speech features. This
model uses a pointer-generator network to control whether
to generate or copy words, effectively addressing out-of-
vocabulary issues and avoiding duplication problems. Liu et al.
[45] proposed a topic-aware architecture to adapt the Pointer-
Generator model for summarizing conversations. Rehman et
al. [26] used Pointer-Generator networks with SciBERT em-
beddings for automatic research highlight generation.

C. Training and Optimization

Training refers to the method through which a model ac-
quires knowledge. Sequence-to-sequence models require train-
ing to predict the subsequent word in a sequence, based on the
preceding output and the contextual information.

1) Word level training: Word level training in abstractive
text summarization involves focusing on individual words,
their representations, and relationships. This training method
is crucial for understanding the semantics and syntactic prop-
erties of words within the context of summarization. Word
level training is fundamental in developing models that can
accurately interpret and reproduce the meaning of words in
summaries. It often involves techniques like word embeddings
to capture semantic relationships between words [46].

2) Sequence level training: Sequence level training in
abstractive text summarization involves training models to
understand and process sequences of words such as sentences
or paragraphs. This type of training is crucial for models to
capture the context and flow of ideas in the text. Unlike word
level training, which focuses on individual words, sequence
level training helps the model understand how words combine
to form meaningful phrases and sentences. Sequence level
training deals with sequences of words, such as sentences
or paragraphs. It is essential for understanding the context
and how words are used together in sequences. Such training
is crucial for enabling models to understand the narrative
structure and context present in the text, allowing them to
produce summaries that are both coherent and relevant to the
context [47].

3) Document level training: Document-level training in-
volves training models on entire documents to understand
the overall theme, structure, and sentiment. This approach is
crucial for tasks like abstractive text summarization, where the
model needs to grasp the main ideas and narrative structure
of the entire text. Fecht et al. [48] examined the impact of
sequential transfer learning on abstractive machine summariza-
tion using multilingual BERT and highlighted the effectiveness
of transfer learning in improving the summarization of texts
in languages.

4) Sentence level training: Sentence-level training in ab-
stractive text summarization focuses on understanding and pro-
cessing individual sentences within a document. This approach
is crucial for models to capture the meaning, structure, and
nuances of each sentence, which is essential for generating
coherent and contextually accurate summaries. Chen et al.
[47] proposed a novel extractive-generative model for text
summarization using synthetic seq-2-seq pairs. The model
demonstrates promise at the sentence level, indicating the po-
tential of sentence-level training in generating sensible output
for summarization tasks under resource constraints.

5) Transfer learning: Transfer learning is a technique in
machine learning where a model designed for one specific
task is repurposed as the foundation for a model on a different
task. Within the realm of abstractive text summarization, this
method involves adopting a model that has been pre-trained
on a broad and varied dataset, and then fine-tuning this
model for the specialized task of text summarization [29].
Zolotareva et al. [49] investigated the application of Sequence-
to-sequence recurrent neural networks and Transfer Learning
with the Unified Text-to-Text Transformer in abstractive text
summarization, demonstrating significant enhancements in the
summarization process.

6) Reinforcement learning: Reinforcement learning in ab-
stractive text summarization is a training approach where the
model learns to make decisions, such as selecting the most
relevant content for the summary, by receiving feedback in
the form of rewards or penalties. Nguyen et al. [8] explored
a performance-driven reinforcement learning approach for ab-
stractive text summarization, demonstrating its effectiveness in
improving summary quality. Buciumas [50] discusses the use
of reinforcement learning in abstractive text summarization,
focusing on pre-trained models and RL to generate summaries
across multiple datasets.

D. Datasets

Datasets play a crucial role in the training and evaluation
of models, particularly in the field of abstractive text summa-
rization. In the English language, there are several key datasets
available for this purpose. The CNN/Daily Mail dataset, which
includes articles and editorials from CNN and Daily Mail, was
introduced for abstractive summarization by Nallapati et al.
[46]. This dataset comprises 286,817 training pairs, 13,368
validation pairs, and 11,487 test pairs.

Another significant dataset is Newsroom, introduced by
Grusky et al. [51], which contains 1.3 million articles and
summaries authored by professionals from 38 different news
publications, covering news from 1998 to 2017. The Gigaword
dataset is an extensive collection of English newswire text.
First used for abstractive summarization by Rush et al. [52], it
includes approximately 9.5 million news articles. In Gigaword,
each article’s first sentence and its headline are used to
form a source-summary pair. The Document Understanding
Conference (DUC) dataset, another vital resource, is split into
two parts: the 2003 corpus with 624 document-summary pairs
and the 2004 corpus with 500 pairs, as noted by Nallapati et
al. [46].

Zhang et al. [53] introduced MAC-SUM, a human-
annotated summarization dataset for controlling mixed at-
tributes. The XSUM dataset consists of BBC articles, each ac-
companied by a single-sentence summary [54]. It contains over
200,000 BBC articles each accompanied by a single-sentence
summary. These summaries are professionally written, often
serving as introductory or headline sentences. This dataset is
designed specifically for the task of extreme summarization,
a form of abstractive summarization that aims to produce
a single-sentence summary for each document. MAC-SUM
comprises source texts from two sectors namely news articles
and dialogues, accompanied by human-generated summaries
that are regulated according to five specific attributes: Length,
Extractiveness, Specificity, Topic, and Speaker.
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Table II provides a concise overview of the datasets used
in abstractive text summarization, highlighting their origins,
contents, and unique features. These datasets are instrumental
in training and evaluating models in the field, offering diverse
and comprehensive resources for developing advanced sum-
marization techniques.

E. Evaluation Metrics

Automating the summarization task necessitates a system
or method for its assessment and evaluation. While manual
assessment is one approach, there are also specific metrics de-
signed for this purpose. ROUGE (Recall Oriented Understudy
for Gisting Evaluation), introduced by Lin [55], focuses on
recall and is widely used for evaluating automatic summaries.
ROUGE is primarily based on recall. It measures the overlap
of n-grams, word sequences, and word pairs between the
generated summary and a set of reference summaries. ROUGE
is the most popular metric in summarization tasks due to its
effectiveness in capturing content overlap. It is particularly
useful for evaluating the extent to which the key information
from the source text is retained in the summary. ROUGE’s
widespread adoption in summarization research is attributed
to its alignment with human judgment, especially in terms of
content coverage and informativeness.

BLEU (Bilingual Evaluation Understudy), proposed by
Papineni [56], evaluates based on precision and recall, and
its scores are commonly applied in automatic summariza-
tion system assessments. METEOR (Metric for Evaluation of
Translation with Explicit Ordering), developed by Banerjee
and Lavie [57], is primarily for assessing machine transla-
tion outputs but is also applicable to summarization. BLEU
evaluates based on precision. It compares the n-grams of the
generated summary with those in the reference summary and
calculates a score based on the proportion of n-grams in the
generated summary that appear in the reference summary.
Although originally developed for machine translation, BLEU
is also used in summarization. It is particularly effective
for assessing the preciseness of the generated summaries in
capturing the essential points of the source text.

METEOR utilizes modified precision and recall. These
evaluation metrics offer an estimate of the extent to which the
auto-generated summary aligns with the reference summary.
Table III provides an overview of the key metrics used in the
evaluation of automatic text summarization systems, highlight-
ing their foundational principles and applications. METEOR
is based on modified precision and recall. It goes beyond
mere lexical matching to include stemming and synonymy,
providing a more nuanced evaluation of translation outputs
and summaries. While primarily designed for machine trans-
lation, METEOR’s application in summarization is valuable,
especially for its ability to recognize paraphrases and semanti-
cally equivalent phrases, thus offering a more comprehensive
evaluation.

IV. DISCUSSION

This section presents the analysis and findings of the
survey, and addresses significant topics of discussion.

Fig. 9. Number of studies per dataset.

A. Dataset

As depicted in Fig. 9, it is clear that numerous studies in
the survey predominantly use the CNN/Daily Mail dataset for
abstractive summarization tasks. Further analysis of the dataset
aspect reveals that this survey identifies several large datasets
in languages deemed to be low-resource, such as Turkish [32],
Hungarian [32], Indonesian [58], and French [59].

B. Evaluation Metrics

The evaluation of generated summaries is crucial for as-
sessing the effectiveness and accuracy of different models
and approaches. Several metrics have been developed for this
purpose, each with its unique focus and methodology. Among
these, ROUGE, BLEU, and METEOR are the most prominent.
Notably, we observed among the papers that ROUGE is the
most widely used metric in this domain as presented in Table
IV. Our findings on the frequency of usage of evaluation
metrics employed by researchers underscore the predominant
preference for ROUGE as the primary evaluation metric,
with 53 instances of use among the collected studies. This
preference starkly contrasts with the 17 instances where BLEU
(Bilingual Evaluation Understudy) was utilized and the three
instances of METEOR (Metric for Evaluation of Translation
with Explicit Ordering) application.

The preference for ROUGE as the dominant metric for
evaluating generated summaries within ATS research can be
attributed to several factors. Firstly, ROUGE’s design specifi-
cally caters to summary evaluation by measuring the overlap
of n-grams between the generated summaries and reference
summaries. This characteristic makes ROUGE highly suitable
for tasks where capturing the gist of the text is more critical
than the exact reproduction of phrases or sentence structures,
aligning well with the objectives of ATS. Secondly, ROUGE
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TABLE II. KEY DATASETS FOR ABSTRACTIVE TEXT SUMMARIZATION RESEARCH

Dataset Name Description Authors Details
CNN/Daily Mail Articles and editorials from CNN and Daily Mail for abstractive

summarization.
Nallapati et al. [46] Comprises 286,817 training pairs, 13,368 valida-

tion pairs, and 11,487 test pairs.
Newsroom 1.3 million articles and summaries from 38 news publications. Grusky et al. [51] Covers news from 1998 to 2017.
Gigaword Extensive collection of English newswire text. Rush et al. [52] Approximately 9.5 million news articles. Source-

summary pairs created from the first sentence and
headline.

DUC Document Understanding Conference dataset for text summarization. Nallapati et al. [46] Two parts: 2003 corpus with 624 pairs and 2004
corpus with 500 pairs.

MAC-SUM Human-annotated summarization dataset for controlling mixed at-
tributes.

Zhang et al. [53] Contains texts from news articles and dialogues
with summaries controlled by attributes.

XSUM BBC articles each accompanied by a single-sentence summary for
extreme summarization.

Narayan et al. [54] Over 200,000 articles, each with a professionally
written single-sentence summary.

TABLE III. EVALUATION METRICS FOR ABSTRACTIVE TEXT SUMMARIZATION

Metric Description Year Application
ROUGE Based on recall, evaluates the quality of automatic summaries. 2004 Commonly used in automatic summarization eval-

uation.
BLEU Evaluates based on precision and recall, used for summarization and

translation.
2002 Applied in automatic summarization system as-

sessments.
METEOR Utilizes modified precision and recall, originally for machine transla-

tion but applicable to summarization.
2005 Used for both machine translation and summariza-

tion evaluation.

offers various measures such as ROUGE-N (for n-gram
overlap), ROUGE-L (for the longest common subsequence),
and ROUGE-W (for weighted longest common subsequence),
providing a comprehensive assessment framework that can
accommodate different summarization goals. This versatility
ensures a broader evaluation perspective, covering aspects from
simple word overlap to more complex semantic coherence
and fluency. In contrast, BLEU, while widely used in ma-
chine translation evaluation, focuses more on precision—the
proportion of words in the generated text that appear in the
reference texts. This metric’s emphasis on precision over recall
can be less aligned with the summarization task’s nuances,
where capturing the most relevant information (regardless of
the exact wording) is often more critical.

METEOR, despite offering a more balanced evaluation by
considering synonymy and stemming and aiming for higher
correlation with human judgment, is used less frequently. This
lesser usage might stem from its complexity and computational
demand, making ROUGE a more straightforward and efficient
choice for many researchers. These SLR results indicate a
clear consensus within the ATS research community on the
effectiveness and appropriateness of ROUGE for evaluating
summarization tasks. The findings also suggest a need for
continuous evaluation of existing metrics and the development
of new metrics that can capture the qualitative aspects of
summaries more accurately, reflecting human judgments and
preferences.

TABLE IV. FREQUENCY OF USAGE OF EVALUATION METRICS AMONG
COLLECTED STUDIES

Metric Number of Usages
ROUGE 53
BLEU 17
METEOR 3

C. Model Performance Comparison

Some recent abstractive text summarization approaches
with highest Rouge scores were selected and compared as

seen in Table V. Among the selected studies, Zhao et al. [60]
which focused on sequence likelihood calibration achieved the
highest ROUGE scores across all three metrics: ROUGE-1
(48.88), ROUGE-2 (24.94), and ROUGE-L (45.76). ROUGE-
1 measures the overlap of unigrams between the gener-
ated summaries and the reference summaries, indicating the
accuracy of capturing key points. ROUGE-2 evaluates the
overlap of bigrams, reflecting the model’s ability to preserve
essential phrases and the coherence of the generated text.
Lastly, ROUGE-L assesses the longest common subsequence,
focusing on the fluency and the structural similarity between
the generated summaries and the reference summary. This
indicates the superior ability of their model to align closely
with reference summaries, particularly in terms of content
overlap and fluency. Their approach demonstrated the effec-
tiveness of integrating contrastive learning into summarization
tasks. He et al. [61] address computational efficiency, a critical
aspect in processing long sequences. Their innovative use of
the Fast Fourier Transform (FFT) operator showcases how
computational advancements can enhance model performance.
Wang et al. [62] introduced a concept of salience allocation
as guidance, highlighting the importance of content selection
in generating coherent summaries. Lastly, Ravaut et al. [63]
with ”SummaReranker” introduced a re-ranking framework,
conducting summary generation by selecting better candidates
from a set of options. This approach underscores the potential
of multi-stage processing in improving summary quality.

A notable trend is the focus on enhancing existing models
through innovative techniques like contrastive learning, se-
quence likelihood calibration, and re-ranking strategies. These
methods aim to refine the model’s ability to generate sum-
maries that are not only accurate, but also contextually rich
and coherent. The studies also reflect a growing interest in
addressing specific challenges such as computational efficiency
and the quality of content selection, which are crucial for the
practical application of summarization models. The analysis of
these studies reveals a dynamic and rapidly evolving field, with
each approach contributing to the overall goal of improving
the quality and applicability of abstractive text summarization
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TABLE V. ROUGE SCORES FOR VARIOUS APPROACHES

Authors Approach ROUGE-1 ROUGE-2 ROUGE-L
Liu and Liu [45] SimCLS: Contrastive Learning Framework 46.67 22.15 43.54
He et al. [61] Fourier Transformer: Removing Sequence Redundancy 44.76 21.55 41.34
Wang et al. [62] SEASON: Salience Allocation Guidance 46.27 22.64 43.08
Ravaut et al. [63] SummaReranker: Re-ranking Framework 47.16 22.61 43.87
Zhao et al. [60] SLiC: Sequence Likelihood Calibration 48.88 24.94 45.76
Liu et al. [52] BRIO: Non-Deterministic Distribution Training 47.78 23.55 44.57

models. The diversity in methodologies and the continuous
push for higher ROUGE scores indicate a vibrant research
landscape, driven by the pursuit of models that can generate
summaries with high fidelity to the original content and
contextual relevance.

To provide a more comprehensive view, we expanded the
comparison by evaluating the selected models on multiple
benchmark datasets, including CNN/DailyMail, XSum, and
Newsroom (Table VI). Each dataset poses unique challenges
and helps illustrate the practical implications of the advance-
ments in summarization techniques. The detailed ROUGE
scores presented in Table VI offer a comprehensive com-
parison of various abstractive text summarization approaches
across multiple datasets, including CNN/DailyMail, XSum,
and Newsroom. Zhao et al. [60], utilizing Sequence Likelihood
Calibration (SLiC), demonstrate superior performance with the
highest ROUGE-1, ROUGE-2, and ROUGE-L scores across
both the CNN/DailyMail and XSum datasets, indicating their
model’s robust generalization and efficacy in different contexts.
Liu and Liu [45] with SimCLS also show strong performance,
particularly on the XSum dataset, reflecting the effectiveness
of contrastive learning frameworks. He et al. [61]’s Fourier
Transformer approach, while efficient, lacks data for the XSum
and Newsroom datasets, highlighting a gap in evaluation.
Wang et al. [62] and their SEASON model excel in the
Newsroom dataset, particularly in ROUGE-2, suggesting a
strength in handling diverse and complex data. Ravaut et
al. [63]’s SummaReranker performs well across the board,
especially on XSum, emphasizing the potential of re-ranking
strategies. Liu et al. [52] with BRIO maintain competitive
scores, showcasing consistent performance across multiple
datasets. This diverse range of approaches and their respective
performances underscore the evolving landscape of abstractive
summarization, where each model brings unique strengths to
address the multifaceted challenges of summarizing varied
content types.

The practical implications of these advancements are sig-
nificant. Zhao et al. [60] and their sequence likelihood calibra-
tion technique consistently achieve high ROUGE scores across
various datasets, indicating a robust approach that generalizes
well. However, their method may involve higher computational
costs due to the complexity of the calibration process. He et al.
[61] emphasize computational efficiency, which is particularly
advantageous for real-time applications and processing long
documents. Their use of the Fast Fourier Transform (FFT) op-
erator reduces the computational burden, making it a practical
choice for scenarios where efficiency is critical. Wang et al.
[62] focus on content selection through salience allocation,
which enhances the relevance and coherence of the summaries.
This method is especially useful for summarizing documents
where specific information needs to be prioritized. Ravaut et

al. [63] and their re-ranking framework show the potential
of multi-stage processing in improving summary quality. By
selecting the best candidates from a set of generated sum-
maries, their approach can produce more refined and accurate
summaries. Liu and Liu [45] with their contrastive learning
framework and Liu et al. [52] with their non-deterministic
distribution training approach also contribute to the field by
exploring different aspects of model training and summary
generation, offering diverse solutions to common challenges.
The detailed comparison across multiple datasets and the
discussion of practical implications provide a clearer picture of
the strengths and weaknesses of each approach. This helps in
understanding the trade-offs involved and guides the selection
of appropriate models for specific summarization tasks.

D. Emerging Issues and Challenges

While there have been notable advancements in abstractive
text summarization using neural networks in recent times, these
systems continue to present various challenges and issues for
researchers. Gaining an understanding of these current prob-
lems and devising solutions to address them will lead to the
development of more effective and dependable summarization
systems. Based on reviewed literature, the following are key
issues and challenges in abstractive text summarization:

1) Complexity of transformer-based models: Models like
Transformers, while effective, suffer from quadratic complex-
ity with respect to input text length. This makes processing
long documents computationally expensive and less efficient
[64]. While self-attention offers many benefits, such as the
ability to capture long-range dependencies and parallelize
computation, it also presents challenges. One significant issue
is the quadratic computational cost relative to the sequence
length, which can make it resource-intensive for very long
sequences [37].

Researchers have been working on developing more ef-
ficient self-attention mechanisms to mitigate this issue. Bon-
naerens and Dambre’s [65] approach to addressing this chal-
lenge is the introduction of Learned Thresholds Token Merging
and Pruning (LTMP), which combines token merging and
pruning to reduce the number of input tokens that need
processing, effectively lowering the computational load. This
method leverages dynamic thresholding to determine the to-
kens to be merged or pruned, demonstrating significant effi-
ciency improvements [65]. Additionally, Tang et al. [38] intro-
duced QuadTree Attention mechanism, which presents a novel
solution by reducing computational complexity from quadratic
to linear. By constructing token pyramids and computing atten-
tion in a coarse-to-fine manner, QuadTree Attention focuses on
relevant regions by selecting the top patches with the highest
attention scores, thereby streamlining the attention process.
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TABLE VI. DETAILED ROUGE SCORES ON MULTIPLE DATASETS

Authors Approach CNN/DailyMail XSum Newsroom
R1 R2 RL R1 R2 RL R1 R2 RL

Liu and Liu [45] SimCLS: Contrastive Learning Frame-
work

46.67 22.15 43.54 47.61 24.57 39.44 - - -

He et al. [61] Fourier Transformer: Removing Se-
quence Redundancy

44.76 21.55 41.34 - - - - - -

Wang et al. [62] SEASON: Salience Allocation Guid-
ance

46.27 22.64 43.08 - - - 46.00 33.37 42.03

Ravaut et al. [63] SummaReranker: Re-ranking Frame-
work

47.16 22.55 43.87 48.12 24.95 40.00 - - -

Zhao et al. [60] SLiC: Sequence Likelihood Calibration 47.97 24.18 44.88 49.77 27.09 42.08 - - -
Liu et al. [52] BRIO: Non-Deterministic Distribution

Training
47.78 23.55 44.57 49.07 25.59 40.40 - - -

Wu et al. [66] introduced Singularformer, a transformative
approach by leveraging neural networks to learn the singular
value decomposition process of the attention matrix. This pro-
cess aims to design a linear-complexity and memory-efficient
global self-attention mechanism, demonstrating favorable per-
formance against other Transformer variants with lower time
and space complexity. Continued exploration and innovation
in model optimization, attention mechanism refinement, and
hardware acceleration are critical for advancing the field and
expanding the applicability of these powerful models.

2) Model hallucination: Model hallucination represents
a formidable challenge in abstractive text summarization,
where models often generate text that deviates factually from
the input, undermining the reliability and accuracy of the
summaries. This issue not only questions the credibility of
automated summarization but also poses significant hurdles in
applications requiring high factual consistency [64]. Recent
research has introduced innovative approaches to mitigate this
problem. Contrastive Parameter Ensembling (CaPE) offers a
promising solution by leveraging variations in training data
noise. By fine-tuning a base model on subsets of clean and
noisy data, CaPE effectively reduces hallucination, enhancing
factual accuracy across different datasets [14]. Similarly, an-
other study proposes training augmentation methods for image
captioning to reduce object bias, a form of hallucination,
without increasing model size or requiring additional training
data [7]. Further, a simple yet effective strategy proposed for
neural surface realization addresses content hallucination by
integrating language understanding modules for data refine-
ment, significantly reducing unaligned noise and improving
content correctness [67]. Additionally, the Chain of Natural
Language Inference (CoNLI) framework has been developed
for detecting and mitigating ungrounded hallucinations in
large language models, showcasing an effective method for
enhancing text quality through rewrite [68].

These advancements highlight the community’s ongoing
efforts in confronting and reducing model hallucination in text
generation tasks. By focusing on data quality, leveraging con-
trastive learning, and integrating understanding mechanisms,
researchers continue to push the boundaries of what is possible
in generating accurate and reliable automated summaries.

3) Domain shift: The performance of models often de-
grades when the distribution of the training and test corpus
is not the same. This domain shift is particularly problematic
in domain-specific summarization tasks [64]. To address the
challenge of domain shift, researchers have been exploring
a variety of techniques aimed at enhancing the adaptability

of models across different domains. One promising approach
is the leveraging of pretrained transformer models, which
has shown remarkable versatility in various NLP tasks. For
instance, Zhang et al. [19] demonstrates the potential of fine-
tuning BART on domain-specific datasets to generate fluent
and adequate summaries of doctor-patient conversations. Their
methodology effectively overcomes the obstacles posed by
domain shift, limited training data, and the inherent vari-
ability of target summaries. By integrating these strategies,
researchers are making strides towards developing models that
maintain high performance levels across varying domains, thus
expanding the applicability and reliability of automatic text
summarization technologies.

4) Quality of datasets: The effectiveness of summarization
models is closely tied to the quality of datasets they are trained
on. Srivastava et al. [69] highlighted issues like information
coverage, entity hallucination, and the inherent complexity of
summarization tasks as significant challenges that can impact
model performance. These issues underscore the need for high-
quality datasets that accurately represent the diversity and
complexity of real-world texts and the necessity for summa-
rization models to generate accurate, reliable, and coherent
summaries. Information coverage is essential for ensuring that
all relevant aspects of the source document are represented in
the summary. This necessitates datasets that are comprehensive
and reflective of the variety of information that summaries
should convey. To improve information coverage, Utama et
al. [70] developed Falsesum, a data generation pipeline that
introduces factual inconsistencies in summaries to train models
to better recognize and avoid such errors.

In exploring the balance between lexical and semantic
quality in summarization, Sul and Choi [71] proposed a train-
ing method incorporating a re-ranking system. This approach
aims to mitigate false positives in ranking, enhancing the
model’s ability to interpret the meaning of summaries without
compromising lexical quality. Moreover, Liu et al. [52] intro-
duced a training paradigm that assumes a non-deterministic
distribution for candidate summaries. By assigning probability
mass based on quality, this method aims to order abstractive
summarization more effectively, showcasing an innovative
approach to handling the complexity of summarization tasks.
The complexity of summarization tasks, with varying degrees
of abstraction, summarization length, and domain specificity,
calls for datasets that capture this diversity. Adams et al.
[72] explored the characteristics of effective calibration sets
in training, finding that certain strategies, like maximizing
metric margins and minimizing surprise, can improve model
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performance across different summarization tasks. To address
these challenges, research directions included the development
of advanced techniques for generating high-quality, diverse
datasets and training models that are more adept at handling
the intricacies of summarization.

5) Factual inconsistency: The abstraction ability of neural
models can lead to the distortion or fabrication of factual
information, causing inconsistency between the original text
and the summary. This issue necessitates the development of
fact-aware evaluation metrics and summarization systems [73].
The abstraction capabilities of neural models, while enabling
the generation of concise and coherent summaries, often lead
to the distortion or fabrication of factual information. This
misalignment between the original text and the generated
summary, known as factual inconsistency, undermines the reli-
ability of summarization systems. Huang et al. [73] underscore
the necessity for the development of fact-aware evaluation
metrics and systems that can ensure the factual accuracy of
summaries. To mitigate these challenges, researchers have been
exploring various methodologies.

Li and Xu [59] proposed a clinical trial prediction-based
factual inconsistency detection approach tailored for medical
text summarization. This novel methodology leverages the
relationship between clinical trial outcomes and the factual
consistency of related medical articles’ summaries. By pre-
dicting the success or failure of clinical trials based on sum-
maries, their approach offers a direct method to assess factual
consistency, showcasing a specialized application of factual
accuracy evaluation in the medical domain. Utama et al. [70]
introduced Falsesum, a data generation pipeline that creates
document-level natural language inference (NLI) examples
specifically designed to recognize factual inconsistencies in
summarization. This approach enhances models’ ability to
discern and avoid factual errors by incorporating high-quality,
task-oriented examples into their training data, addressing the
need for datasets that challenge models to maintain factual
integrity.

Exploring the capabilities of large language models, Luo
et al. [74] investigated ChatGPT’s potential as a factual in-
consistency evaluator for abstractive text summarization. Their
findings suggest that ChatGPT, under a zero-shot setting, can
outperform state-of-the-art evaluation metrics across various
factuality evaluation tasks. This highlights the promise of
leveraging advanced language models for more nuanced and
effective factual consistency assessments in summarization.
To further mitigate factual inconsistency, future research di-
rections may involve the integration of fact-checking mod-
ules within summarization frameworks, the development of
more advanced fact-aware training methodologies, and the
exploration of novel dataset augmentation techniques. These
strategies aim to refine the summarization process, ensuring
that models can produce summaries that are not only coherent
and concise, but also factually accurate.

6) Multimodal summarization: Integrating multimodal
knowledge, such as combining text and images for abstractive
text summarization, represents a significant advancement in the
field, yet it is fraught with challenges. The primary difficulty
lies in bridging the semantic gaps between different modalities,
which can hinder the effective fusion of multimodal data. This
issue is particularly pronounced due to the divergent nature of

information conveyed through text and images, necessitating
innovative approaches to achieve a coherent and comprehen-
sive summary that leverages both modalities effectively [6].

To tackle these challenges, Liang et al. [75] introduced the
D2TV framework. This innovative approach, aimed at Many-
to-Many Multimodal Summarization (M3S), leverages dual
knowledge distillation and target-oriented vision modeling to
enhance both multimodal monolingual summarization (MMS)
and multimodal cross-lingual summarization (MXLS) tasks.
Their framework demonstrates the effectiveness of mutual
knowledge transfer between MMS and MXLS, alongside em-
ploying a contrastive objective to refine visual features for
summarization, showcasing a promising direction in multi-
modal summarization research.

He et al. [61] developed the A2Summ model, which
introduces a unified approach to align and attend to multimodal
inputs. Their work focuses on leveraging dual contrastive
losses to model the correlations within and between samples
across modalities, thereby enhancing the quality of multi-
modal summaries. This method highlights the importance of
understanding and aligning multimodal information to generate
reliable and high-quality summaries. These efforts represent a
concerted move towards overcoming the inherent challenges
of multimodal summarization. By developing models that can
effectively process and integrate information from diverse
modalities, researchers aim to generate summaries that are
not only more informative and comprehensive, but also more
engaging for users.

7) Low-Resourced languages: Abstractive text summariza-
tion for low-resourced languages like Urdu faces challenges
due to the lack of extensive research and datasets. Generat-
ing abstractive summaries in such languages demands more
focused research efforts [76]. Abstractive text summarization
in low-resourced languages, such as Urdu, presents distinct
challenges due to the scarcity of extensive research, datasets,
and computational resources tailored to these languages. The
development of abstractive summarization capabilities in such
contexts is hindered by the lack of high-quality, large-scale
datasets, and advanced NLP tools that are readily available
for languages with more substantial digital footprints [76].
This gap in resources and research attention limits the ability
to apply state-of-the-art NLP methodologies, including deep
learning techniques, which have shown significant success in
abstractive summarization tasks in languages like English.

Baykara and Güngör [32] addressed this gap by introduc-
ing new large-scale datasets for agglutinative languages like
Turkish and Hungarian, showcasing the potential for enhancing
abstractive text summarization in languages that have tradi-
tionally been underrepresented in NLP research. Shafiq et al.
[76] delved into the challenges and solutions for abstractive
text summarization of Urdu using deep learning, highlight-
ing the need for dedicated efforts to improve summariza-
tion techniques for low-resourced languages. Mascarell et al.
[77] proposed entropy-based sampling approaches for abstrac-
tive multi-document summarization in low-resource settings,
demonstrating innovative methods to address the challenges
of summarizing content in languages with limited datasets.
Hasan et al. [78] contributed to this field with XL-Sum,
a large-scale multilingual abstractive summarization dataset
covering 44 languages, many of which are low-resourced. This
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initiative marks a significant step towards fostering research
and development in multilingual summarization. Rodzman et
al. [85] explored the use of text summarization as a positive
hierarchical fuzzy logic ranking indicator for domain-specific
retrieval of Malay translated Hadith, illustrating the application
of summarization techniques in religious text analysis.

In the realm of Arabic text summarization, several notable
approaches have been proposed to address the unique chal-
lenges posed by the Arabic language. Abdelwahab et al. [83]
focused on using pre-processing methodologies and techniques
to enhance Arabic text summarization. Their work emphasizes
the importance of tailored pre-processing steps to handle the
morphological and syntactical complexities of Arabic. Fejer
and Omar [86] introduced a method combining clustering and
keyphrase extraction for automatic Arabic text summarization.
This approach leverages clustering to group similar text seg-
ments and keyphrase extraction to identify the most salient
information, thereby improving the coherence and relevance of
the summaries. These efforts reflect a growing interest in devel-
oping robust summarization techniques for Arabic, addressing
the linguistic challenges and contributing to the broader field
of natural language processing for underrepresented languages.
These studies underscore the growing interest and ongoing
efforts to extend abstractive summarization capabilities to low-
resourced languages, aiming to close the gap in NLP research
and application across linguistic landscapes.

8) Evaluation metrics: The current evaluation metrics, such
as ROUGE, while widely used, may not fully encapsulate
the quality of generated summaries, especially in capturing
nuances that align with human judgment. Srivastava et al. [69]
underlined the necessity for more comprehensive and nuanced
evaluation methods that can better reflect the quality perceived
by humans. This calls for the development of metrics that go
beyond traditional approaches to evaluate the effectiveness of
summarization systems in producing summaries that are not
only relevant, but also coherent and faithful to the original
text. Dash et al. [79] proposed evaluating summarization
algorithms from a new perspective that considers fairness in
representation across different socially salient groups. Their
work introduces the novel fairness-preserving summarization
algorithm ‘FairSumm’, which aims to produce high-quality
summaries while ensuring equitable representation, marking
a step beyond traditional ROUGE-centric evaluations. Gao et
al. [80] proposed SUPERT, an unsupervised evaluation metric
for multi-document summarization that rates summary quality
by measuring its semantic similarity with a pseudo reference
summary. SUPERT’s use of contextualized embeddings and
soft token alignment techniques represents a move towards
more semantically rich evaluation frameworks.

The development of these comprehensive evaluation frame-
works is crucial for advancing the field of text summarization
and ensuring that generated summaries meet high standards
of quality and utility. The exploration of evaluation metrics
and methods that better capture the quality of generated
summaries as perceived by humans is crucial for advancing
the field of text summarization. As summarization systems
become increasingly sophisticated, the development of equally
sophisticated evaluation metrics will be essential to ensure their
effectiveness and utility.

Fig. 10. Newspaper summary slot example.

9) Summary length control: Controlling the length of the
generated summaries is a significant challenge in Abstrac-
tive text summarization. Models often struggle to produce
summaries of a desired length while maintaining the essence
and coherence of the original text. This issue is crucial for
applications where space is limited or a specific summary
length is required. Developing methods to effectively manage
summary length without compromising content quality and
relevance remains an area needing further exploration and
innovation [81]. Despite recent solutions to control the length
of the summary, this study observed that there is still an
issue of arbitrarily doing so. While length embeddings can
determine when to cease decoding, they do not specify which
details ought to be encapsulated within the summary, given the
length restriction [81]. Length embeddings merely incorporate
length information on the decoder side, potentially overlooking
crucial content because they fail to consider the elements that
should be summarized under certain length limitations.

Previous studies have managed to control the length of
summaries, setting it either as predefined [53] or flexible
[7,81]. Although these approaches have improved the qual-
ity of length-constrained summarization, they all necessitate
specifying a target length prior to generating the summary.
In Saito et al. [81], the length of the prototype text must be
determined before feeding it into their encoder-decoder model
for generating a summary. Similarly, in the work of Takase
and Okazaki [7], the remaining length must be specified at
each step of the decoder in their Transformer-based encoder-
decoder model. For instance, as illustrated in Fig. 10, when
there is a need to summarize a lengthy newspaper story to fit
a specific section on the newspaper cover, the existing methods
would fall short as they rely on a predefined number of words
for the summary length.

Predefined or arbitrary summary lengths present chal-
lenges, particularly when summaries need to fit specific spaces,
such as a designated section on a magazine or newspaper
cover. Current advanced models lack the capability to adapt
summaries based on the size of the output area. For instance,
these models struggle to condense a lengthy newspaper story
into a brief summary that would precisely fill a specific part
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of the newspaper cover, as their design relies on a fixed word
count for summaries. This limitation is evident in the works
of various researchers, including Zhao et al. [60], who have
not addressed the need for space-constrained summarization.

Fan et al. [2] introduced the use of length embeddings at
the start of the decoder to control summary length, offering a
neural summarization model that allows for high-level attribute
specification to tailor summaries more closely to user needs.
Zhang et al. [19] developed a convolutional seq2seq model
for summarization, enhancing the CNN with gated linear
units (GLU), residual connections, and a hierarchical attention
mechanism for simultaneous keyword and key sentence gen-
eration, alongside a copying mechanism for out-of-vocabulary
(OOV) words. Takase and Okazaki [7] utilized positional
encoding to indicate the remaining length at each step in their
Transformer-based model.

Saito et al. [81] combined extractive and abstractive sum-
marization by embedding an extractive model within an ab-
stractive framework. This approach involves extracting a se-
quence of significant words (”prototype text”) from the source,
which then informs the summary generation process in the
encoder-decoder model. Liu et al. [53] proposed a length-aware
attention mechanism (LAAM) that tailors the encoding of the
source text to the desired summary length, proving effective in
creating high-quality summaries of various lengths, including
lengths not encountered during training. Fein and Cuevas [82]
proposed ExtraPhraseRank which used TextRank for sentence
extraction and back-translation for word diversity, aiming to
generate synthetic summaries with controlled lengths. While
their approach shows modest improvements in ROUGE scores,
the study also highlighted challenges in length control and
the need for fine-tuning with human-written summaries. The
aforementioned studies were able to provide a solution to the
length control task; however, they all lacked the ability to self-
determine the required summary length.

V. CONCLUSION

This study on abstractive text summarization has provided
a comprehensive overview of the current state and advance-
ments in the field. Through an in-depth analysis of various
studies, we have identified key areas of focus, challenges, and
innovative solutions that are shaping the future of abstractive
text summarization. A framework for research was estab-
lished, adhering to essential abstractive text summarization
model design components such as encoder-decoder architec-
ture, attention mechanisms, training and optimization methods,
datasets, and evaluation metric. This framework is utilized
to analyse abstractive summarization models, employing a
concept matrix that underscores prevalent design trends in
contemporary abstractive summarization systems.

The review highlighted significant progress in developing
sophisticated models like Transformers and their variants,
which have pushed the boundaries of abstractive text sum-
marization. Studies have introduced novel approaches such
as contrastive learning, sequence redundancy removal, and
salience allocation, each contributing uniquely to the enhance-
ment of summary quality.

The prevalent use of ROUGE as an evaluation metric was
evident, with studies consistently aiming to improve ROUGE

scores. However, the review also underscored the need for
more nuanced evaluation metrics that can better capture the
quality of generated summaries in terms of factual consistency,
coherence, and alignment with human judgment. Despite re-
markable progress, the field faces several challenges. These
include model hallucination, domain shift, dataset quality, fac-
tual inconsistency, and the need for multimodal summarization.
Particularly, the issue of summary length control emerged as a
significant area needing further research, with various studies
proposing different methods to address this challenge.

The review suggests that future research in abstractive
text summarization should focus on developing more efficient
models capable of handling long sequences, improving the
factual accuracy of summaries, and creating better datasets,
especially for low-resourced languages. Additionally, there is
a clear need for more comprehensive evaluation frameworks
that go beyond traditional metrics like ROUGE. The insights
gained from this SLR provide a foundation for future research
endeavors, aiming to overcome existing challenges and unlock
new possibilities in the realm of automated text summarization.
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Abstract—To create products that are both cost effective and
high quality, a majority of software development companies
are following the principles of global software development, or
GSD. One of the most significant and challenging stages of
the agile software development process is requirements change
management (RCM); however, the execution of agile software
development activities is hindered by the geographical distance
between the GSD teams, especially when it comes to agile require-
ments change management (ARCM). The literature claims that,
in a particular context, ARCM can profit from applying Multi-
Criteria Decision-Making (MCDM) techniques. Within the area
of ARCM, an optimal framework can be offered constitutionally,
thus presenting an effective decision-making process that ought
to encourage higher consumer satisfaction with software projects
created in such a way. A methodology for applying the MCDM
method in the ARCM context is presented in this paper. In
particular, we propose a model for investigating the prioritization
of ARCM success factors in the GSD context based on a decision-
making method; namely, the Best-Worst Method (BWM). The
BWM’s ability to solve intricate decision-making problems with
multiple criteria and alternatives is demonstrated by the proposed
model’s findings.

Keywords—Best-Worst Method (BWM); Agile Requirements
Change Management (ARCM); success factors; Global Software
Development (GSD)

I. INTRODUCTION

Software development has recently become more glob-
alized, with teams working across borders and cultures to
build sophisticated software systems. As software development
projects expand in size and complexity, project success is
increasingly dependent on managing requirements changes
during the development process. The process of recognizing,
evaluating, and properly handling changes to requirements
during the life cycle of software development is known as
requirements change management (RCM). These changes may
result from a variety of triggers, such as changing stake-
holder requirements, developing technology, changing business
demands, and legal changes. Effective requirements change
management is essential to the software development process,
as it may significantly influence a project’s budget, schedule,
and quality [1]. In particular, RCM in the context of global
software development (GSD) is a crucial aspect of the software
development process, which may assist in guaranteeing that the
project’s budget, schedule, and factors hindering quality are
minimized while efficiently addressing the changing demands
and expectations of stakeholders [2].

The RCM process has become even more difficult as
a result of global software development. Coordinating and

communicating effectively becomes essential for successful
RCM when development teams are dispersed across several
nations, cultures, and time zones. In addition, time zone
variations, technological constraints, and language and cultural
limitations may all make the RCM process more difficult and
raise the possibility of mistakes or incorrect interpretation of
requirements. The obstacles associated with RCM in GSD
emphasize the need for creative and inclusive frameworks in
RCM that make use of a wider variety of technologies and
encompass all necessary RCM activities. To properly handle
the dynamic and constantly changing complexities that are
inherent to GSD, these frameworks should aim to bridge
current gaps, especially in the integration of technology and
the breadth of activities.

The traditional software development process has under-
gone important changes as a result of the growing trend
of global software development. The emphasis on software
development has shifted to remote and heterogeneous envi-
ronments, such as the agile methodology, which has created
significant difficulties for agile development processes when
trying to handle needs changes. It becomes imperative to
implement agile requirements change management (ARCM)
in order to reduce risks and adapt to evolving customer
needs. The discovery, evaluation, assessment, and execution
of proposed requirement changes are made easier through
ARCM. Agile development has grown in popularity, being a
method that may be more flexible and adaptable to changing
customer requirements, which works especially well in GSD
contexts. Notwithstanding agile development, requirements
change management persists as a multifaceted and demanding
activity. Thus, the implementation of an efficient and well-
organized process that can adapt quickly to changing customer
requirements is essential for the successful delivery of products
in the ARCM context.

Within the agile software development process, emphasis
should be placed on practitioner activities, complex documen-
tation development, development tools and processes, contract
negotiation and collaboration with customers, and various
changes when following a certain plan. Nevertheless, in an
agile development environment where the global software
development paradigm is being used, change management is a
challenging task [3]. According to the literature, implementing
global software development has increased the complexity of
the change management process, which is already a challeng-
ing process in single-site environments.

Thus, an appropriate requirements change management
process is significant to ensure successful software develop-
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ment activities. In order to handle the change in requirements,
RCM is a collaborative process that requires coordination
and communication between software developers and cus-
tomers. However, ineffective RCM activity execution can result
in excessive project costs, unstable requirements, and poor
quality. Moreover, RCM typically receives minimal attention,
contributing to the poor success rate of GSD initiatives. The
change management process is made more difficult by the fact
that RCM is a collaborative process, and GSD practitioners
operate across regional borders, thus creating a communication
and coordination gap.

The purpose of this article is to prioritize the factors that
affect the ARCM in GSD projects through examining the
integration of an MCDM—namely, the BWM—into ARCM
activity in the field of global software development. The BWM
framework is composed of a number of ARCM success factors
that operate as alternatives, which are compared to one another
based on a number of criteria that impact the software project.
These criteria are used to evaluate each ARCM success factor,
and the final prioritization is determined by adding together
the weights of all the factors.

The structure of the remainder of this paper is as follows:
The works related to this study are described in Section II.
The BWM approach is introduced in Section III. The proposed
ARCM success factors and criteria are explained in Section IV.
The BWM structure used to prioritize the ARCM factors in
GSD is presented in Section V. The findings and discussion are
given in Section VI. Finally, Section VII provides a conclusion
and recommendations for potential further research.

II. RELATED WORK

A model called the Requirements Change Management
Readiness Model (RCMRM) has been proposed by Akbar et
al. [4], in order to evaluate how prepared GSD enterprises are
to handle requirements changes over the course of the software
development life cycle. Critical obstacles in the RCM process
for GSD include language and cultural hurdles, the absence
of in-person meetings, time zone variations, and delays in
responses from abroad sites. According to the authors, low-
quality software products may result from improper require-
ments change management. The RCM procedure may not be
effectively implemented in GSD due to the physical distance
between teams and infrequent information sharing. Through
two rounds of case studies, the RCMRM was validated, and
the authors believe that an organization of any size may handle
its RCM process in the GSD context using the RCMRM, based
on the findings of the case study.

An exploratory study on quality requirements change man-
agement in the context of software development and main-
tenance was presented by Ahmad et al. [5]. In addition to
outlining the difficulties and success factors that software
suppliers, sellers, merchants, and retailers encounter when
trying to manage software quality requirements, the research
also emphasizes the significance of quality change manage-
ment in software development and maintenance. The study
stated 14 primary obstacles to software quality requirement
change management, including inadequate requirements, poor
project management, miscellaneous cultural issues, poor com-
munication and coordination, lack of technology, and lack of

understanding of requirements. The authors find that managing
software quality requirements changes efficiently is essential
in software development and maintenance, and that ineffective
management of these changes can lead to subpar software or
even project failure.

A model-driven strategy was proposed by Gull et al.
[6] to solve the problem of incompatible requirements in
international software development. Models are used in a
model-driven approach to explain the requirements, design,
and implementation of the system. In addition, to make sys-
tem requirements more comprehensible and straightforward
for developers from different cultures and backgrounds, the
models offer a formal and accurate representation. Blockchain
technology is used by the authors to handle consistency
problems that arise during development. Thus, handling in-
consistent requirements in GSD may be resolved with the help
of the suggested blockchain-oriented model-driven framework.
Moreover, the framework offers a systematic approach for
gathering requirements and managing them, which can aid in
minimizing the cultural and communication barriers that arise
throughout the development process.

A framework for semantic-based component requirements
management in GSD environments, spanning from the map-
ping and linking of requirements to specification, was pre-
sented by Ali et al. [7]. The suggested approach seeks to
address problems with conflicting stakeholder perspectives and
difficulties in collaboration throughout the software develop-
ment life cycle. Aspect-based sentiment analysis is employed
in the suggested framework to perform a semantic analy-
sis of the requirements from the various viewpoints of the
stakeholders. This lessens the ambiguity and incompleteness
of requirements. However, in order to confirm and validate
the requirements, decision tree-based categorization has been
applied to traceability requirements. In order to ensure accurate
requirements management, the framework prioritizes missing
requirements depending on historical information.

Koulecar and Ghimire [8] proposed a comprehensive and
robust model for managing changing requirements within the
GSD paradigm. The model incorporates unique stages and
expands upon current requirements change management frame-
works and models found in the literature. The authors stated
that, due to the extra complexity imposed by GSD projects,
traditional techniques for requirements change management
may not be suitable. Changing requirements is a common
difficulty in the agile software development context. The
authors suggested the presented ARCM model as a solution
to this problem, as it can be easily adapted to various GSD
environments and used in conjunction with agile software
development techniques.

The communication and coordination challenges that arise
during RCM in GSD have been investigated by Qureshi et al.
[9]. The authors proposed a conceptual model that delineates
the variety of communication and coordination obstacles that
arise during RCM in GSD, along with the various factors that
impact them. They also illustrated several approaches and tools
that may be applied to overcome the obstacles and enhance
collaboration and communication. The four main categories of
obstacles that occur during RCM in GSD—namely, communi-
cation, coordination, cultural, and technological challenges—
are highlighted in the suggested conceptual model.
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An improved AZ-Model for RCM in the GSD environment
was presented by Mughal et al. [10]. The improved model is
intended to address issues including inadequate traceability and
monitoring of RCM activities, as well as a lack of collaboration
and communication among project stakeholders. It aids in
the creation of a high-quality product while accomplishing
corporate goals and customer satisfaction. The empirical and
simulation findings show that the required changes are effi-
ciently and successfully managed by the enhanced AZ-Model,
in accordance with the time and cost limitations associated to
GSD.

In order to evaluate and enhance the RCM process maturity
level of GSD enterprises, Akbar et al. [11] have suggested
a new RCM maturity model called the software requirement
change management and implementation maturity model (SR-
CMIMM). The model is composed of five maturity levels,
each of which has a number of critical success elements and
challenges to overcome in order to reach the goal. Additionally,
the model offers best practices to help GSD organizations
to improve their RCM process and reach the appropriate
degree of maturity. Furthermore, the study’s empirical findings
demonstrated that the model is effective for professionals
in the industry and offers them insightful knowledge that
will help them with decision making and managing software
development projects.

Kausar et al. [12] presented a valuable contribution to
the field of RCM and GSD through conducting a systematic
literature review that provides a detailed analysis of various
primary research relevant to RCM problems in GSD. The
highlighted obstacles can assist individuals and organizations
in overcoming these concerns, enhancing the efficiency and
effectiveness of the RCM process in GSD.

Michalski and Zaleski [13] presented a comprehensive
framework to assess the factors that lead to the success of IT
service projects. They determined a number of factors, such
as organizational and people management, project management
procedures, quality of work environment, and stakeholder and
risk management, that affect project performance. The findings
offer valuable insights to IT professionals and project managers
who are involved in managing IT service projects.

Through the use of online surveys, literature studies, and
expert perspectives, Akbar et al. [14] performed an em-
pirical investigation that examines the difficulties associated
with change management activities in the GSD context. The
study’s objective was to give researchers and practitioners a
knowledge foundation that will be useful in the development
of an RCM maturity model, thus facilitating the assessment
and improvement of change management techniques in GSD
contexts. The study’s findings indicated that the RCM process
in GSD contexts may be adversely affected by 31 challenging
factors. These factors include factors related to communication,
coordination, culture, and time zones.

In their model, Tam et al. [15] identified five people-factors
that affect the performance of ongoing agile software develop-
ment projects. Among these, ”team capability” and ”customer
involvement” are the key factors that make ongoing agile
software development projects successful. Their main objective
was to investigate and evaluate the factors that influence the
performance of ongoing agile software development projects,

and the goal of the study was to determine the key success
factors (CSFs) that apply to agile projects and how personal
characteristics, social norms, team capability, and customer
participation affect these factors. In addition, a combination of
qualitative and quantitative research methodologies was used
in this study.

Albuquerque et al. [16] examined several agile approaches
used in the process to offer insight into ARCM. This systematic
mapping study contributes significantly to the area of ARCM
through identifying essential elements, noteworthy obstacles,
and research gaps in ARCM. In order to mitigate risks and
guarantee the success of agile projects, stakeholders engaged
in the ARCM process can benefit greatly from the analysis
provided by the authors.

Kamal et al. [17] proposed a model that identifies the
critical success factors for the ARCM process in GSD environ-
ments. Through efficient management of change requirements,
the researchers intended to assist businesses in delivering
software development projects successfully in a globalized
environment. The findings of the study showed that, in the
context of GSD, efficient communication and requirement
traceability are the two most important success factors for the
ARCM process.

Javed et al. [18] emphasized the crucial socio-cultural
distance problems in GSD and proposed effective mitigation
techniques to deal with these obstacles. Preventing miscommu-
nications and guaranteeing the success of GSD initiatives may
be achieved through recognizing the socio-cultural variations
among team members, communicating effectively, building
trust, and being culturally aware. Prioritizing the importance
of several mitigation strategies is performed using the Analyt-
ical Hierarchy Process (AHP) method, in which the mitiga-
tion strategies are viewed as factors and the corresponding
techniques as sub-factors. Using pairwise comparisons, the
mitigation strategies are contrasted. Then, the practitioners can
apply the most relevant and suitable strategy for socio-cultural
distance challenges based on rank order. Furthermore, Akbar et
al. [19] investigated the adoption of AHP in prioritizing RCM
challenges in the GSD context. Four primary categories—
organizational management, team, technology, and process—
were used in the study to map out and identify 25 challenging
factors.

Kamal et al. [20] identified the success factors of ARCM
and prioritized them for successful implementation in GSD
projects. In order to rank the identified success factors, the
authors employed a mixed-method strategy that incorporates
questionnaire surveys, case studies, interviews, action research,
grounded theory, and the AHP. Moreover, 21 ARCM success
factors were found in the study, which were divided into six
categories—process, people, project, technology, quality, and
communication—the most important of which being process.
Using the AHP, the authors determined the following five
success factors as the top five: dynamic decision-making,
management and leadership support, ongoing coordination
and communication, comprehensively managed changes, and
stakeholder collaboration.

Akbar et al. [21] investigated the success factors, chal-
lenges, and practices of adopting DevOps techniques. The goal
of the study was to identify and rank these factors in order
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to suggest practical and efficient methods for enterprises to
implement DevOps successfully. This study included a system-
atic literature review (SLR) as part of its research approach,
along with a quantitative analysis of the factors found using the
Fuzzy Analytic Hierarchy Process (FAHP). The investigation
outlined 25 practices, 17 obstacles, and 23 crucial success
factors for the implementation of DevOps. It was discovered
that factors such as ”automation” and ”team collaboration” are
essential for a successful DevOps deployment. Similar to this,
challenges like ”lack of skillset” and ”cultural resistance to
change” were noted as major obstacles that might prevent the
implementation of DevOps.

III. THE BEST-WORST METHOD

The Best-Worst Method, also known as the BWM, was
introduced by Rezaei [22] as a decision-making approach that
distinguishes the best (generally positive or significant) or
worst (least significant) criteria. In contrast to techniques such
as the AHP and Analytic Network Process (ANP), the BWM
has an easier-to-use fundamental scale, fewer comparisons,
and steadier judgments. As a result, it has gained the trust of
researchers in various disciplines and is widely recognized as
a reliable and attractive approach. The BWM helps decision-
makers to determine the weights for criteria through making
pairwise comparisons based on each of the two criteria (best
and worst) and other criteria. Afterward, a minimax problem is
solved to establish the criteria weights. Although prioritization
in BWM has been shown to be sensible, it can be improved to
account for the uncertainty of decision-makers. Two vectors
of comparison, the best-to-other criteria and other criteria-
to-worst, are equally important in BWM, and the decision-
maker’s confidence in the best-to-others and others-to-worst
judgments is treated as equally important. Furthermore, the
BWM assumes that decision-makers must be completely con-
vinced of the best and worst criteria, along with the corre-
sponding pairwise comparisons. To obtain their judgments,
decision-makers utilize the AHP fundamental scale introduced
by Saaty [23], as shown in Table I. As a result, the BWM
is an efficient and trustworthy technique that can aid decision-
makers in making better decisions through identifying the most
critical criteria.

TABLE I. FUNDAMENTAL SCALE [23]

Value Level of Importance
1 Equal importance
2 Weak or slight
3 Moderate importance
4 Moderate plus
5 Strong importance
6 Strong plus
7 Very strong
8 Very, very strong
9 Extreme importance

Pairwise comparisons are employed in the BWM in a
manner similar to that in the AHP and ANP; however, the
BWM has recently gained in popularity as it is a more suc-
cessful approach in some aspects. In comparison to the AHP,
the BWM necessitates less pairwise comparisons. Moreover,
decision-makers find the BWM to be less complicated when
comparing pairs, as they simply need to complete the up part

of the pairwise comparison and do not need to use the 1–9
scale’s reciprocal, which makes measurements simpler.

The use of the BWM in software development has been
studied by a number of researchers. For example, Aljuhani
[24] investigated the adoption of the BWM in order to select
the appropriate software requirements elicitation technique. In
addition, the authors in [25] employed the BWM in the context
of cloud computing environments in order to rank several
service providers, resources, and tasks. To prioritize many
activities and manage resource allocation in cloud computing,
Alhubaishy and Aljuhani [26] studied the use of the BWM.
Furthermore, Aljuhani and Alhubaishy [27] adopted the BWM
in the development of Mobile-D in order to identify nine
insertion places where its implementation might help to resolve
divergent viewpoints within the team.

A. Steps of BWM

As stated by Rezaei [22], there are five primary steps in
the BWM, which are as follows:

Step 1. The first step of the BWM involves specifying the
decision criteria {c1, c2, ..., cn} for the proposed solutions or
alternatives.

Step 2. The second step of the BWM involves the decision-
makers specifying the best and worst criteria without making
any comparisons. In this step, the decision-makers are required
to identify the most significant (best) and least significant
(worst) criteria.

Step 3. The third step of the BWM involves making
pairwise comparisons for the other criteria with respect to
the best criterion. In this step, a series of judgments are
made by the decision-makers based on the proposed funda-
mental scale shown in Table I. The outcome vector AB =
(aB1, aB2, ..., aBn) is determined, where aBj reflects the com-
parison of criterion j concerning the best criterion B.

Step 4. This step involves making pairwise comparisons
of the other criteria in relation to the worst criterion. Similar
to the third step, a series of judgments are made by the
decision-makers in this step, based on the proposed funda-
mental scale shown in Table I. The outcome vector AW =
(a1W , a2W , ..., anW ) is determined, where a1W reflects the
comparison of criterion j concerning the worst criterion W .
The worst criterion serves as the reference point, and the
decision-makers need to compare the other criteria with it.

Step 5. The fifth and final step of the BWM involves
determining the optimal weights for the criteria. In this step,
the optimal weights w∗1, w∗2, ..., w∗n are determined based
on the criteria. These weights must satisfy the constraints
wB/wj = aBj and wj/ww = ajw for each pair wB/wj and
wj/ww, where wB is the weight of the best criterion, wj is
the weight of criterion j, and ww is the weight of the worst
criterion [22].

The optimal weights are obtained by solving a minimax
problem, where the maximum absolute differences between∣∣∣wB

wj
− aBj

∣∣∣ and
∣∣∣ wj

ww
− ajw

∣∣∣ should be reduced in order to
meet these conditions for every criterion.
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This gives rise to the following problem:

min maxj
{ ∣∣∣wB

wj
− aBj

∣∣∣ , ∣∣∣ wj

ww
− ajw

∣∣∣ }
s.t. ∑

j

wj = 1

wj ≥ 0, for all j (1)

Problem 1 can be transformed to the following problem as
a result:

min ξ

s.t.∣∣∣∣wB

wj
− aBj

∣∣∣∣ ≤ ξ, for all j

∣∣∣∣ wj

ww
− ajw

∣∣∣∣ ≤ ξ, for all j

∑
j

wj = 1

wj ≥ 0, for all j (2)

Solving problem 2, we derive the ideal weights and ξ∗.

Additionally, the following problem is solved to determine
the consistency ratio:

Consistency Ratio =
ξ∗

Consistency Index

As stated in [22], the consistency index is contingent upon
the number of criteria incorporated in the decision-making
problem. However, as the comparisons would be deemed
inconsistent otherwise, the consistency ratio value should be
less than 0.10. The BWM steps are diagrammatically presented
in Fig. 1.

IV. PROPOSED CRITERIA FOR RANKING SUCCESS
FACTORS

Determining the efficacy and efficiency of a decision-
making process requires careful consideration of the deter-
mination criteria that should be specified for the proposed
alternatives or solutions. The criteria must be relevant to the
problem at hand and should significantly affect the suggested
solutions. For the purpose of choosing the best set of criteria to
fit the proposed decision problem, the decision-makers must be
clear about their aims and objectives. As it is the cornerstone of
the whole decision-making process, the effective identification
of the appropriate decision criteria is therefore crucial. Thus,
this study utilizes six criteria—derived from [19], [17], and
[20]—to assist decision-makers in ranking the success factors.
The studied criteria are as follows:

• Integration (C1)

Fig. 1. BWM steps to rank ARCM success factors.

• Communication (C2)

• Project Administration (C3)

• Human Resources (C4)

• Technology Factors (C5)

• Time (C6)

V. BWM STRUCTURE FOR RANKING ARCM SUCCESS
FACTORS

The BWM framework for ranking the success factors (SF)
has three distinct levels, in the same manner as the ANP and
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AHP. The first level outlines the purpose of using the BWM
which, in this case, is ranking the success factors. The selection
criteria, which are explained in the preceding part, are covered
in the second level. The third stage consists of the alternatives,
which are the different success factors (SF) that are compared
to determine the overall ranking and weights of all SFs based
on various criteria. According to the literature, there are several
SFs that can affect the RCM process in GSD; nevertheless, in
this article, nine SFs that have an impact on the RCM process
are chosen and evaluated in the BWM model [19], [17], as
follows:

• Allocation resources at GSD sites (SF1)

• Requirements traceability (SF2)

• Communication, coordination, and control (SF3)

• Geographical distributed change control block (SF4)

• Effective share of information (SF5)

• Skilled human resources (SF6)

• RCM process awareness (SF7)

• Roles and responsibilities (SF8)

• Guarantee a quick response between geographically
dispersed GSD teams (SF9)

The BWM structure for ranking ARCM success factors is
visually represented in Fig. 2.

A. BWM Model Evaluation Based on Experts’ Opinions

The aim of this study is to investigate how the BWM can
be used to prioritize the ARCM success criteria in the context
of GSD. The case study methodology is used to address two
research questions: 1) How can the BWM be useful in ranking
the ARCM success factors within the GSD domain, and 2)
how does the adoption of the BWM affect the communication
and productivity of team members during the development
process? These questions provide the basis for the proposed
units of analysis in this study. In addition to the BWM expert
judgments in ranking the ARCM success factors, two units
of analysis that are suitable for application are prioritizing
and evaluating. To emphasize the capabilities and advantages
of the BWM, criteria that influence the prioritization of the
ARCM success factors were identified as a first step in
the assessment process. The data-gathering technique was a
questionnaire issued to domain experts, who served as the data
source. Moreover, to assign a weight to each criterion in the
model, the experts were asked to assess the proposed criteria.
As indicated in Table II, the experts employed the BWM
procedures to identify the best criterion and then performed a
pairwise comparison to evaluate the criterion’s weight relative
to all other criteria. Table II presents a pairwise comparison
wherein the C4 criterion is 8, 2, 3, 3, and 4 times more
significant than the corresponding C1, C2, C3, C5, and C6
criteria, respectively.

After that, a comparison among the selected criteria is
made with respect to the worst criterion, which is the inte-
gration (C1) criterion in this case. As shown in Table III, five
criteria were given preference over C1; for instance, C4 had
an extreme significance over the C1 criterion.

TABLE II. PAIRWISE COMPARISON OF HUMAN RESOURCES (C4)
CRITERION WITH RESPECT TO OTHER CRITERIA

Best to Others C1 C2 C3 C4 C5 C6
C4 8 2 3 1 3 4

TABLE III. PAIRWISE COMPARISON OF CRITERIA WITH RESPECT TO C1
CRITERION

Others to the Worst C1
C2 6
C3 5
C4 8
C5 4
C6 5

VI. RESULTS AND DISCUSSION

The judgments on the adoption of the BWM were com-
puted using the Solver Linear BWM. According to the com-
bined outcome derived from domain experts, C4 was deemed
the most significant attribute when it came to determining the
order of importance for the success factors. Meanwhile, C1
was shown to be the least significant criterion. Among the
proposed criteria, C2 was ranked second, followed by C3,
C5, and C6, respectively. Table IV displays the aggregate
weights of all the criteria. Moreover, the consistency ratio of
the criteria aggregated weights was 0.071, which is less than
0.01, indicating that the result of this judgment was consistent
(as stated previously in the BWM steps).

TABLE IV. THE AGGREGATE WEIGHTS OF ALL THE CRITERIA

Ranking Criteria Weights (%)
1 C4 35.71%
2 C2 21.42%
3 C5 14.29%
4 C3 14.27%
5 C6 10.71%
6 C1 3.57%

Furthermore, based on the BWM, SF3 was evaluated as
the most important alternative. The findings also exhibit that
SF6 was ranked in the second position, followed by SF5.
Meanwhile, SF4 was ranked as the least significant factor.
Moreover, SF2 was ranked in the fourth position, followed
by SF8 and SF1, respectively. Furthermore, SF7 was ranked
in the seventh position, followed by SF9. Table V illustrates
the final weights for each success factor.

TABLE V. THE IMPORTANCE OF ARCM SUCCESS FACTORS

Ranking Criteria Weights (%)
1 SF3 26.66%
2 SF6 15.39%
3 SF5 15.31%
4 SF2 10.34%
5 SF8 10.12%
6 SF1 7.67%
7 SF7 6.14%
8 SF9 5.11%
9 SF4 3.23%

Several benefits were addressed by the domain experts
with respect to the presented framework. The development
team found it easier to tackle complicated and unstructured
problems due to the BWM’s power. Furthermore, each member
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Fig. 2. BWM Structure for ranking ARCM success factors.

was able to contribute to the decision-making process through
drawing on their individual experiences, according to the
way in which the technique is structured. This guarantees a
high degree of contentment among the development teams,
which may show in the quality of the project. Considering a
number of factors that influence the decision-making process,
the BWM facilitates decision-making. Furthermore, the BWM
helps managers or team members grasp the most important
variables and criteria to take into consideration while prioritiz-
ing the success factors. For each paired comparison, the BWM
yielded extremely consistent results for the consistency ratio
value. The consistency ratio in this study was 0.071 for the
criteria overall weights and 0.040 for the success factor overall
weights, both below the maximum acceptable consistency ratio
of 0.10. As indicated by Tables IV and V, these results validate
the feasibility of the framework through demonstrating how
the BWM may be utilized to prioritize the ARCM success
factors. For spontaneous decision crises not addressed by an
existing model, the BWM can be used. It should be noted that
this includes the expense of incorporating the BWM into the
ARCM success factors.

VII. CONCLUSION AND FUTURE WORK

The growing tendency toward GSD prompted us to in-
vestigate the factors that may have a beneficial effect on the
activities in the ARCM process. Six critical criteria and nine
success factors were identified in this study, considering their
effects on the success of ARCM activities within the context
of GSD. Further, in order to integrate the agile development
process within the framework of GSD and execute RCM activ-
ities, the BWM method was adopted to rank the investigated
factors according to their significance. The execution of agile
software development activities is hindered by the spread of
GSD teams, especially when it comes to requirements change
management. The avoidance of these issues may be achieved

by giving priority to the success factors. The findings showed
that, at the criteria level, C4 (Human resources) was ranked
as the most significant criterion (weight = 35.71%). Moreover,
SF3 (Communication, coordination, and control), SF6 (Skilled
human resources), SF5 (Effective sharing of information), and
SF2 (Requirements traceability) were deemed to be the most
important ARCM process success factors within the context
of GSD. Industry practitioners may benefit from this study’s
results through adoption of the high-priority success elements
for the effective execution of ARCM activities in the context
of GSD.

Furthermore, the results of the study demonstrated the
effectiveness of the BWM in resolving complex problems in
less time than comparable methods such as the AHP and
ANP. The AHP requires n(n − 1)/2 comparisons (where n
is the number of variables in the model), while the introduced
technique requires only 2n−3 comparisons. Another benefit of
using the BWM in this study is that the structure and flexibility
of ARCM success factor prioritization were enhanced through
the adoption of a defined decision-making method.

To improve the accuracy of its outputs in the future, the
BWM can be combined with other methods; for example, it
may be used with a fuzzy set to improve the ways in which
subjective judgments and item roughness are handled when
assessing the model’s elements. Another potential work in
the future would be to develop an automated BWM tool that
complies with the prioritization of ARCM success factors and
its standards.
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Abstract—This paper introduces a novel graph traversal
algorithm, Degree Based Search, which leverages degree-based
ordering and priority queues to efficiently identify shortest paths
in complex graph structures. Our method prioritizes nodes based
on their degrees, enhancing exploration of related components
and offering flexibility in diverse scenarios. Comparative analysis
demonstrates superior performance of Degree Based Search in
accelerating path discovery compared to traditional methods like
Breadth First Search and Depth First Search. This approach
improves exploration by focusing on related components. Using
a priority queue ensures optimal node selection; the method
iteratively chooses nodes with the highest or lowest degree.
Based on this concept, we classify our approach into two distinct
algorithms: the Ascendant Node First Search, which prioritizes
nodes with the highest degree, and the Descent Node First
Search , which prioritizes nodes with the lowest degree. This
methodology offers diversity and flexibility in graph exploration,
accommodating various scenarios and maximizing efficiency in
navigating complex graph structures. The study demonstrates the
Degree based Searching algorithm’s efficacy in accelerating path
discovery within graphs. Experimental validation illustrates its
proficiency in solving intricate tasks like detecting communities
in Facebook networks. Moreover, its versatility shines across
diverse domains, from autonomous driving to warehouse robotics
and biological systems. This algorithm emerges as a potent
tool for graph analysis, efficiently traversing graphs and sig-
nificantly enhancing performance. Its wide applicability unlocks
novel possibilities in various scenarios, advancing graph-related
applications.

Keywords—Graph traversal; degree based search algorithm;
ascendant node; ascendant node first searching algorithm; descent
node; descent node first searching algorithm

I. INTRODUCTION

In today’s interconnected world, the analysis and com-
prehension of complex systems have become pivotal across
various domains including social interactions, communication
networks, and engineered systems such as the power grid
and the Internet. These systems can be effectively modeled
and analyzed using graph theory, which provides a powerful
framework for representing and understanding relationships
between entities. Graphs, consisting of vertices and edges,
serve as a fundamental abstraction for representing diverse
real-world phenomena. Graph traversal, the systematic explo-
ration of vertices and edges within a graph, lies at the heart
of many graph analysis tasks. Traditionally, algorithms such
as Breadth First Search (BFS) and Depth First Search (DFS)
have been extensively utilized for traversing graphs and solving
fundamental problems like identifying spanning trees, finding
shortest paths, and detecting strongly connected components.
However, these traditional methods have inherent limitations
that hinder their effectiveness in modern applications [1].

Breadth First Search explores the graph level by level,
starting from a source vertex, and is particularly useful for
finding shortest paths due to its systematic approach. However,
it consumes significant memory and may not be suitable
for large-scale graphs with millions of nodes. On the other
hand, DFS explores the graph depth-wise, often employing
recursion or stack data structures. While DFS is memory-
efficient, it lacks the ability to guarantee the shortest path and
may encounter issues such as stack overflow and infinite loops,
especially in graphs with cycles.Moreover, neither BFS nor
DFS adequately address the consideration of edge weights,
limiting their applicability in scenarios where edge weights
play a crucial role [2]. Additionally, these traditional algo-
rithms may fail to cover all connected components of a graph,
potentially missing vital information, and may become stuck
in infinite loops, further complicating their use in dynamic or
cyclic graph structures [4]. To overcome these challenges and
develop more efficient traversal algorithms, researchers have
focused on enhancing memory optimization, scalability for
large networks, consideration of edge weights, and the ability
to handle various graph structures effectively. The development
of novel traversal methodologies that address these limitations
is imperative to advance graph analysis techniques and address
the growing demands of modern applications.

The effectiveness of unique priority queue-based degree-
based graph search algorithm must be validated using this
method. We seek to demonstrate the computational benefits
of node-degree prioritised exploration by contrasting this al-
gorithm with state-of-the-art optimisation techniques as well
as classic graph search algorithms such as Depth-First Search
(DFS) and Breadth-First Search (BFS) [3]. By leveraging
priority queue-based methods and prioritizing nodes based on
their degrees, the Degree based Search algorithm achieves
increased efficacy and efficiency in graph traversal tasks.
Furthermore, its dynamic selection mechanism enables adapt-
ability to changing graph topologies, enhancing its robustness
and versatility across diverse application domains. Through
a comprehensive comparison with traditional algorithms and
real-world applications, we demonstrate the effectiveness and
scalability of the Degree based Search algorithm in addressing
the fundamental challenges of graph traversal.

II. RELATED WORKS

It is becoming more and more crucial to analyse and
comprehend social interaction data, relational data in general,
complex engineered systems like the power grid and the Inter-
net, communication data like email and phone networks, and
biological systems using graph abstractions. These application
fields frequently encounter graph-theoretic issues including
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identifying and rating significant entities, seeing unusual pat-
terns or rapid changes in networks, locating strongly connected
clusters of entities, and others. For issues like discovering
spanning trees, shortest paths, biconnected components, match-
ing, and flow-based computations in these graphs, traditional
techniques are frequently used as solutions. A traversal is a
methodical exploration of each vertex and edge in a graph.
Graph traversals, such as Breadth First Search and Depth First
Search provide foundation for much higher-level graph anal-
ysis approaches and is the basic primitive for graph analytics
[1]. Breadth First Search is a common graph analysis technique
that examines every vertex in all levels of a graph starting
from a source vertex [2]. The shortest path between vertices
can be found using Breadth First Search as it always finds
optimal solution. As the Breadth First Search examines level
by level, it is impossible to locate a pointless or ineffective path
[4]. The Depth First Search method starts at the root node
and chooses an edge that originates from the most recently
visited vertex that has unexplored edges [5]. In Depth First
Search, a stack is used to hold a collection of old vertices
with possibly unexplored edges and it’s intricacy depends on
the number of paths. Depth First Search has a flaw that cannot
check for duplicate nodes and cannot guarantee the shortest
path [6]. Depth First Search is difficult to apply when the
graph is infinite while there are cycles within the graph [4].
The primary distinction between BFS and DFS is the order in
which they are traversed; the former is in horizontal order and
the latter is in vertical order. BFS is preferable for identifying
components closer to the root, whereas DFS is preferred for
locating elements deeper in the ground. In the worst-case
scenario, however, both algorithms would take the same time
O (V+E) because they visit all nodes once [7].

Although BFS ensures that the shortest path will always be
found, it uses too much memory and is not suitable for large-
scale graphs. Furthermore, it could be ineffective for networks
with millions of nodes due to its thorough investigation of
nearby nodes [8]. DFS, on the other hand, relies on recur-
sion or stack data structures, which makes it susceptible to
stack overflow issues and fails to guarantee the shortest path.
Furthermore, DFS may not cover all connected components
of the network, thereby missing important information, and
it may become stuck in infinite loops, particularly in the
presence of cycles [9], [10]. Additionally, neither algorithm
takes edge weights into account, which limits its usefulness
in situations when edge weights are important. In order to
overcome these drawbacks and create an even better traversal
algorithm, memory optimisation, scalability for big networks,
edge weight consideration, strong termination conditions to
avoid infinite loops, and adaptability to various graph structures
should be prioritised [11]. Overcoming these obstacles can lead
to a novel traversal method that provides enhanced scalability,
performance, and versatility for a range of graph traversal
problems in both practical and research fields.

The primary objective is to address the fundamental task
of searching algorithm by utilising the concept of degree of
a node for efficient graph traversal. This work presents a
novel traversal methodology called the Degree based Search
algorithm, which has several advantages over conventional
graph traversal techniques like BFS and DFS. Through the
integration of priority queue-based methods, the algorithm
attains increased efficacy and efficiency when examining graph

structures. Its capacity to rank nodes according to degrees
is one of its main benefits, as it enables a more methodical
and efficient traversal procedure. By ensuring that the algo-
rithm concentrates on nodes with stronger connectivity, this
prioritisation technique speeds up path identification and the
investigation of pertinent graph components. Moreover, the
Degree based Search algorithm may dynamically adjust to the
graph’s shifting topology while traversing thanks to the use of
a priority queue. Identifying key pathways and components
in an efficient manner, the algorithm traverses the network
by repeatedly choosing nodes with the highest or lowest
degrees from the priority queue. The algorithm’s robustness
and versatility are increased by this dynamic selection process,
which makes it appropriate for a variety of graph types and
applications. Additionally, the Degree based Search algorithm
performs exceptionally well in memory management because
it uses effective data structures like priority queues to reduce
the memory footprint. This feature is especially helpful for
large-scale graphs with millions of nodes, where performance
and scalability are dependent on memory efficiency. In Table
I, a comparison of the three algorithms is presented.

TABLE I. COMPARISON OF BFS, DFS AND DBS

Strategy Complete Optimal Time complexity Space complexity
BFS Yes Yes O(bd), where b and

d are branching fac-
tor and depth re-
spectivly

O(bd)

DFS No No O(bm), where
b and m are
branching factor
and maximum
depth respectivly

O(bm)

DBS Yes Yes O((V +E)logV ),
where m and n are
number of edges
and vertices respec-
tivly

O(V + E)

III. METHODOLOGY

This work explores the combination of degree-based traver-
sal algorithms and priority queues, with a particular application
to the exploration of related elements in graphs. Priority queues
are an effective tool for node selection strategy optimisation
because of their ability to manage items based on predeter-
mined keys. Our suggested algorithms drive research towards
nodes that are most likely to produce important information
by prioritising high- or low-degree nodes according to their
degrees. The degree-based traversal algorithms considered here
demonstrate two different strategies: one giving priority to
nodes with the highest degree, while the other prioritises nodes
with the lowest degree. Selecting one of these approaches
offers a framework that is adaptable to the particular features
of the graph being studied. Graph exploration is given a new
dimension by integrating degree-based traversal algorithms
with priority queues, which makes it possible to find as many
connected components as possible in an efficient manner. By
methodically extracting and processing nodes, the algorithmic
strategy ensures a thorough analysis of the graph while taking
the connectivity structure into account. The purpose of this
research is to ascertain the significance of the proposed tech-
niques by means of an extensive empirical review. We compare
degree-based traversal algorithms with traditional methods in
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order to illustrate the advantages of using priority queues
in the context of connected components. The results of the
study may have implications for a wide range of applications,
such as social network analysis and routing optimisation in
communication networks.

A. Degree-Based Traversal Algorithms with Priority Queue

In order to track visited vertices, the method first initialises
an empty priority queue Q and an array visited. The search is
started by inserting the source vertex s into the priority queue.
Although the priority queue is not empty, the algorithm selects
the vertex u with the lowest degree from the queue and, if it
hasn’t been visited previously, marks it as visited. Next, the
method investigates neighbouring vertices of u, adding each
unexplored neighbouring vertex, according to its degree, to the
priority queue. The graph search result is represented by the
collection of visited vertices, and the process continues until
the priority queue is empty.

Based on the ascending or descending order of node
degrees within the priority queue, the proposed approach
dynamically modifies its exploration method.

A

CB

D

F

E

Fig. 1. Graph for illustration of the algorithm.

The algorithm begins with an initial state where no vertices
have been visited, and the priority queue contains all vertices
along with their respective degrees. In Fig. 1, the first step,
vertex A is selected as the source vertex, marking it as visited
and updating the priority queue by removing A. In the second
step, the algorithm selects vertex F, the adjacent vertex to A
with the highest degree, adds it to the visited set, and updates
the priority queue accordingly. Next, vertex B, the highest-
degree adjacent vertex to the current visited set, is selected
and added to the visited set. This process continues with the
selection of vertex E, followed by vertex D, each time updating
the visited set and priority queue. Finally, vertex C is selected,
completing the traversal with all vertices visited. The final state
shows all vertices A, F, B, E, D, C in the visited set and
an empty priority queue, demonstrating the efficient traversal
based on the highest-degree selection criterion.

Let G = (V,E) be an undirected graph. Let Q be a priority
queue with keys based on node degrees and visited be an
empty set to keep track of visited nodes.

Algor i t hm ANFS( Graph G, Node s ) :
I n i t i a l i z e an empty p r i o r i t y queue Q
I n i t i a l i z e an a r r a y v i s i t e d [ ] t o keep t r a c k
of v i s i t e d v e r t i c e s
P Q i n s e r t (Q, s )
I n s e r t t h e s o u r c e v e r t e x s i n t o t h e
p r i o r i t y queue
w h i l e Q i s n o t empty :

u = PQ ext rac tMin (Q)
E x t r a c t t h e v e r t e x wi th t h e minimum
d e g r e e
i f v i s i t e d [ u ] i s f a l s e :

v i s i t e d [ u ] = t r u e [ Mark u as v i s i t e d ]
f o r each v e r t e x v a d j a c e n t t o u :

i f v i s i t e d [ v ] i s f a l s e :
P Q i n s e r t (Q, v )
I n s e r t v i n t o t h e p r i o r i t y
queue

r e t u r n v i s i t e d

Algo r i t hm DNFS( Graph G, Node s ) :
I n i t i a l i z e an empty p r i o r i t y queue Q
I n i t i a l i z e an a r r a y v i s i t e d [ ] t o keep t r a c k
of v i s i t e d v e r t i c e s
P Q i n s e r t (Q, s )

I n s e r t t h e s o u r c e v e r t e x s i n t o t h e
p r i o r i t y queue
w h i l e Q i s n o t empty :

u = PQ extractMax (Q) E x t r a c t t h e
v e r t e x wi th t h e maximum d e g r e e

i f v i s i t e d [ u ] i s f a l s e :
v i s i t e d [ u ] = t r u e / / Mark
u as v i s i t e d
f o r each v e r t e x v a d j a c e n t t o u :

i f v i s i t e d [ v i s f a l s e :
P Q i n s e r t (Q, v )
I n s e r t v i n t o t h e p r i o r i t y
queue

r e t u r n v i s i t e d

An empty priority queue Q and an array visited[]
to record visited vertices are initialised at the start of the
algorithm. To start the search, the source vertex s is added
to the priority queue. The procedure retrieves the vertex u
with the lowest degree from the priority queue, even though
it is not empty, and if it hasn’t been visited previously, it
marks it as visited. Subsequently, the algorithm investigates
u’s neighbouring vertices, adding each unexplored vertex to
the priority queue according to its degree. The set of visited
vertices indicates the outcome of the graph search, and the
process continues until the priority queue is empty. This
unique notation employs symbols like PQ_insert(Q, v)
and PQ_extractMin(Q) to describe operations on the
priority queue and visited[v] to represent the status of
a vertex. The phases and operations of the algorithm are rep-
resented clearly and concisely in this notation, which facilitates
understanding and implementation.
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IV. DEFINITIONS FOR THE DEGREE-BASED TRAVERSAL
ALGORITHMS

A. Degree Based Search Traversal Algorithm

The Degree Based Search Traversal Algorithm implicitly
searches all the vertices from a given source vertex of a graph
G = (V,E). This computation is achieved by traversing in the
order of degree of nodes of the graph. Based on this concept, a
mathematical description of the Degree Based Search Traversal
Algorithm is defined.

Definition 1: A sequence P = P1, P2, . . . , Pn represents
the traversal of a graph in Degree level ordering where each
Pi = {v1, v2, . . . , vm} is the sequence of vertices traversed at
Degree level order, where the degree sequence of the graph
{deg(v1), deg(v2), . . . , deg(vm)} is in ascending or descend-
ing order.

Ascendant and Descent Nodes for the classification of
the Degree based Traversal Algorithm, we introduce two
preliminary concepts: Ascendant and Descent nodes of the
graph. The node with the maximum degree in a graph is known
as the Ascendant node of the graph.

Definition 2: If there exists a sequence of vertices
v1, v2, v3, . . . , vn in graph G = (V,E), then vi is called the
Ascendant node of the graph if deg(vi) is the maximum degree
of graph G.

The node with the minimum degree in a graph is known
as the Descent node of the graph.

Definition 3: If there exists a sequence of vertices
v1, v2, v3, . . . , vn in graph G = (V,E), then vi is called the
Descent node of the graph if deg(vi) is the minimum degree
of graph G.

B. Ascendant Node First Search Algorithm (ANFS)

We cast the problem of finding a method for traversing a
graph using an adjacency list. The algorithm initializes with the
source node, then finds all of the adjacent nodes of the source
node and continues with the ascendant node as the current
node. In the ANFS Algorithm, there is an additional array to
store the degrees of the vertices and the main constraint in the
algorithm is to check whether the array becomes empty.

Definition 1: A sequence P = P1, P2, . . . , Pn represents
the traversal of a graph in Degree level ordering where each
Pi = {v1, v2, . . . , vm} is the sequence of vertices traversed
at Degree level order where the degree sequence of the graph
{deg(v1), deg(v2), . . . , deg(vm)} is in descending order.

C. Descent Node First Search Algorithm (DNFS)

In the DNFS Algorithm, instead of starting from
the Ascendant node, it starts from the Descent node.

Definition 1: A sequence P = P1, P2, . . . , Pn represents
the traversal of a graph in Degree level ordering where each
Pi = {v1, v2, . . . , vm} is the sequence of vertices traversed
at Degree level order where the degree sequence of the graph
{deg(v1), deg(v2), . . . , deg(vm)} is in ascending order.

V. COMPUTATIONAL COMPLEXITY ANALYSIS

The time complexity analysis of the proposed Degree-
Based Traversal Algorithm can be broken down into several
key steps. Initially, the algorithm requires the initialization
of various data structures, including the priority queue and
the visited array, each of which has a time complexity of
O(V ), where V represents the number of vertices in the graph.
Inserting the source vertex into the priority queue incurs a
logarithmic time complexity, specifically O(log V ), due to
the nature of the priority queue operations. The core of the
algorithm is encapsulated in the main loop, which iterates
through the vertices, resulting in O(V ) iterations. During each
iteration, the algorithm performs several operations: extracting
the minimum degree vertex from the priority queue, which has
a time complexity of O(V log V ), and processing all adjacent
vertices, leading to a complexity of O(E log V ), where E
denotes the number of edges. Combining these operations, the
overall time complexity of the algorithm can be expressed as
O((V +E) log V ). This comprehensive analysis highlights the
efficiency of the DBS algorithm in traversing graphs, ensuring
that it scales well with both the number of vertices and edges.

VI. EXPERIMENTAL RESULT

The experimental results highlight the exceptional effi-
ciency of the new traversal approach, which intelligently pri-
oritizes nodes based on their degree while avoiding revisiting
already explored nodes. Across the Facebook, Twitter, and
Email social network datasets, the new algorithm consistently
demonstrated superior performance compared to both Breadth-
First Search (BFS) and Depth-First Search (DFS) in terms of
execution time. This signifies a substantial improvement in
traversal efficiency, particularly evident when exploring highly
connected nodes within the networks. By selecting nodes
with higher degrees first, the new algorithm navigates through
the graph in a manner that minimizes redundant visits and
maximizes the coverage of important, central nodes.

These results strongly advocate for the effectiveness of
the new approach in optimizing traversal tasks within social
networks, offering a promising avenue for enhancing graph
exploration and analysis in various network-based applica-
tions. The substantial reduction in traversal times across all
three datasets underscores the significant impact of prioritizing
highly connected nodes, reinforcing the potential of the new
traversal strategy as a valuable tool in the realm of social
network analysis and exploration.

In Fig. 2, the comparison of execution times for the three
algorithms across the social networks Facebook, Twitter, and
Email is depicted.
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Fig. 2. Comparison of execution times for BFS, DFS, and the new traversal
algorithm across the Facebook, Twitter, and Email datasets.

A. Datasets Overview

1) Facebook dataset: The Facebook dataset represents the
friendship network among users of the popular social media
platform. Comprising 4,039 nodes and 88,234 edges, each
node in this undirected graph signifies a user, while an edge
denotes a friendship connection. Researchers commonly use
this dataset to study social network analysis, community de-
tection, and information spreading on social media platforms
[12].

2) Twitter dataset: The Twitter dataset captures the fol-
lower relationships among users of the microblogging plat-
form. With 81,306 nodes and 1,768,149 edges, it is a large
undirected graph where nodes represent Twitter users and
edges represent the ”follow” relationship. This dataset is
instrumental in studying information diffusion, influence max-
imization, and follower prediction on Twitter [12].

3) Email-Eu-core dataset: The Email-Eu-core dataset of-
fers insight into email communication within a European
research institution. This smaller directed graph consists of
1,005 nodes and 25,571 edges, where nodes represent email
addresses and directed edges represent email exchanges. Re-
searchers use this dataset to analyse email networks, study
communication patterns, and detect anomalies in email traffic
[12].

VII. DISCUSSION

Using benchmark graph datasets with different sizes and
architectures, we perform comprehensive experimental assess-
ments to verify the efficacy of our optimisation technique. We
assess how well our priority queue-based degree-based graph
search algorithm performs in comparison to other cutting-
edge optimisation methods and conventional degree-based
graph search algorithms. Our tests illustrate the computational
improvements from prioritised exploration based on node de-
grees, empirically demonstrating search efficiency, scalability,

and computational overhead. The method that was developed is
being compared to the Depth First Search (DFS) and Breadth
First Search (BFS) algorithms [13]. The fundamental ideas of
graph theory and algorithm design serve as the cornerstone of
our research. BFS is a popular graph analysis technique that
traverses all levels of the graph and methodically examines
every vertex beginning from a given source [14]. As opposed
to the traditional method of beginning at the root node, our
Degree-Based Search Algorithm finds the vertex with the
highest degree before beginning its search. This method is
predicated on the idea that high-degree nodes frequently have
important roles in network topologies, which could result in
more effective graph exploration.

In the context of graph theory, both the efficiency of storage
is high when using an adjacency list due to the requirement
of storing edge values. Within the context of the Degree
based Search algorithm, an adjacency list is utilised as a data
structure to contain the values pertaining to the edges. In
the context of BFS, it is necessary to utilise a queue data
structure to maintain a record of the child nodes that have been
examined but not yet traversed. The DFS algorithm employs a
stack data structure to maintain a set of traversed vertices that
may contain unexplored edges.

The experimental results show significant gains in search
efficiency and scalability in addition to validating the effec-
tiveness of our suggested optimisation technique. Our priority
queue-based degree-based graph search method displays higher
performance, particularly in cases involving large-scale graphs
with heterogeneous degree distributions. We demonstrate the
practical impact of our optimisation strategy by showing
that prioritising nodes based on their degrees considerably
improves the algorithm’s ability to navigate complex graph
structures. As we move forward, it will be crucial to further
investigate the performance of our algorithm across an even
wider range of graph types and sizes. Additionally, explor-
ing potential hybridizations with other graph algorithms and
adapting our method to dynamic or streaming graph scenarios
could open up new avenues for research and application
[15]. By continuing to refine and expand upon this work,
we aim to contribute to the ongoing evolution of efficient
graph algorithms, addressing the growing demands of complex
network analysis in various domains.

VIII. CONCLUSION

In this paper, we introduced a novel degree-based traversal
algorithm for graph exploration, emphasizing its efficiency and
effectiveness in comparison to traditional Breadth-First Search
(BFS) and Depth-First Search (DFS) methods. By prioritizing
nodes based on their degrees and employing a priority queue
to manage the traversal process, our algorithm significantly
reduces redundant visits and enhances coverage of important
nodes within the network.The theoretical analysis demon-
strated that our algorithm achieves an overall time complexity
of O((V +E) log V ), highlighting its scalability and suitability
for large-scale graphs. Experimental results across diverse
datasets, including Facebook, Twitter, and Email networks,
corroborated the theoretical findings, showing substantial im-
provements in execution time and traversal efficiency.

This research underscores the importance of leveraging
node degree information to optimize graph traversal tasks,
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presenting a promising avenue for enhancing social network
analysis and other network-based applications. Future work
will focus on further optimizing the algorithm for specific
types of networks and exploring its applicability in real-time
dynamic graph scenarios. Overall, the proposed degree-based
traversal algorithm offers a valuable tool for efficient graph
exploration, with potential impacts across various domains
requiring effective network analysis and information dissemi-
nation.
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Abstract—With the rapid development of generative models,
the fidelity of AI-generated images has almost reached a level
that is difficult for humans to distinguish true from fake. The
rapid development of this technology may lead to the widespread
dissemination of fake content. Therefore, developing effective AI-
generated image detectors has become very important. However,
current detectors still have limitations in their ability to generalize
detection tasks across different generative models. In this paper,
we propose an efficient and simple neural network framework
based on inter-patch dependencies, called IPD-Net, for detecting
AI-generated images produced by various generative models.
Previous research has shown that there are inconsistencies in
the inter-pixel relations between the rich texture region and
the poor texture region in AI-generated images. Based on this
principle, our IPD-Net uses a self-attention calculation method
to model the dependencies between all patches within an image.
This enables our IPD-Net to self-learn how to extract appropriate
inter-patch dependencies and classify them, further improving
detection efficiency. We perform experimental evaluations on the
CNNSpot-DS and GenImage datasets. Experimental results show
that our IPD-Net outperforms several state-of-the-art baseline
models on multiple metrics and has good generalization ability.

Keywords—AI-generated image detection; image forensics; self-
attention mechanism

I. INTRODUCTION

In recent years, generative model technology has achieved
rapid development. As shown in Fig. 1, the quality of AI-
generated images is getting higher and higher. Various gener-
ative models such as VAE [1], GAN [2] and their derivative
models continue to emerge. Ho et al. [3] provided rigorous
mathematical derivation for the diffusion model, and then
Dhariwal et al. [4] made the diffusion model gradually become
the most mainstream generative model together with GAN, and
promoted many derivative models. AI-generated images are
becoming more and more realistic and difficult to distinguish
with the naked eye, which opens up a wide range of pos-
sibilities for a variety of application scenarios. However, the
development of this technology has two sides, and there have
been some egregious incidents of malicious use of generative
models to generate fake images. Because of this, in the face
of the continuous evolution of future generative models, there
is an urgent need to develop a universal detection method to
distinguish AI-generated images from real ones.

A simple strategy is to use an existing multi-class CNN
such as ResNet [5] for the binary classification task. However,
when this method detects the generative model that is seen
during training, it can recognize AI-generated images from

*Corresponding authors.

the real images effectively, but its accuracy is significantly
reduced in the detection across the generative model. CNNSpot
[6] shows that with careful pre- and post-processing and data
augmentation, a standard image classifier trained on a specific
CNN-generated image training set can be extended to detect
unseen GAN-generated image detection tasks. However, this
method is found to perform well within the same family of
generative models, but its generalization ability is limited when
detected across different families [7]. For example, a model
trained on a dataset containing images generated by ProGAN
[18] (a variant of GAN) and real images, when tested on a
dataset containing images generated by SD v1.4 [30] (a variant
of diffusion models) and real images, shows a sharp decline
in accuracy compared to detection within the same generative
family. UnivFD [7] further points out that the previous method
[6] relies mainly on the common features of the AI-generated
images of the generative model seen during training to classify
images as “fake” or “true”. Therefore, they propose to use
untrained features to distinguish AI-generated images from
real images and use a frozen large pre-trained vision-language
model for classification. This method significantly improves
the generalization ability of detection models on unknown
generative models. However, because real images cover a
large number of categories, determining a general classification
range becomes a challenge, which may affect the classification
accuracy of unknown generative models.

(a) (b)

(c) (d)

Fig. 1. Can you determine which are real images and which are
AI-generated images? Where (a) and (d) are real images, and (b) and (c) are

AI-generated images.
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The diversity of real images makes it difficult to place
them in a single category. Therefore, some detection methods
try to distinguish real images from AI-generated images by
finding common features among multiple generative models.
However, with the continuous evolution of the field of the
generative model, some early methods fail to generalize well
to new models [6], [8], [9], [10]. In this paper, we propose
IPD-Net, which can extract features from noise patterns of the
pre-processed image and model the dependencies between all
patches in the image by computing the dot product similarity
between all vectors. The dependencies matrix is then classified
into binary categories using a specially designed classification
layer to determine whether the input image is an AI-generated
image. Experimental results show that our proposed IPD-Net
has a stronger generalization ability in detecting AI-generated
images compared to baseline models.

In general, our main contributions are as follows:

• We propose IPD-Net, a novel neural network frame-
work for AI-generated image detection based on inter-
patch dependencies. IPD-Net can generalize to the
detection of images generated by unseen generative
models and has a fast inference speed.

• Unlike methods that directly segment pre-processed
images into multiple patches and compute relation-
ships between the patches, our proposed IPD-Net cal-
culates the dot-product similarity between all vectors
in the feature map using a self-attention mechanism,
thereby modeling dependencies between patches in the
image. In addition, we design dedicated classification
layers to classify the modeled inter-patch dependen-
cies to determine whether the image is AI-generated.

• We collect a highly diverse dataset containing im-
ages from various resolutions, operation types, and
a wide range of generative models for evaluating
our approach. Experimental results show that IPD-Net
outperforms baseline models on multiple metrics and
it has good generalization ability.

II. RELATED WORK

In the following, we present an overview of related work
in terms of both AI-generated image techniques and AI-
generated image detection techniques. Additionally, we discuss
the connections to our approach.

A. AI-Generated Image Techniques

In recent years, AI-generated image techniques have made
great progress and caused a lot of concern. Among them, the
Generative Adversarial Network (GAN) model [2] is one of the
early important generative models. Its basic principle involves
adversarial training between a generator and a discriminator,
where the generator is responsible for generating images, and
the discriminator is used to discriminate the authenticity of the
images. As training progresses, the fidelity of the generated
images increases and eventually reaches a very high level.
The success of this technique has spawned many variants,
such as [19], [20]. Ho et al. [3] brought rigorous mathematical
derivation to the diffusion model, leading to its wider appli-
cation in the field of image generation. The basic idea of the

diffusion model is to gradually add noise to the data during the
forward process and then learn to restore the original data from
the noise during the reverse process. This technique has also
produced many related models [30], [31], [32]. In contrast,
the goal of our proposed IPD-Net is that, after training on
the AI-generated image training set of a specific generative
model, it can be generalized to other unknown generative
models to perform AI-generated image detection tasks, thus
better generalized to real-world scenarios.

B. AI-Generated Image Detection Techniques

With the rapid advances in generative techniques, modern
AI-generated images have reached a level nearly indistinguish-
able from real images. Although generative technology has
brought convenience to some industries such as AI mapping,
like the two sides of a coin, this also brings potential social
risks. For example, highly realistic AI-generated images could
be exploited by criminals as a medium to disseminate fake
information, thereby causing social problems. Therefore, the
research and development of AI-generated image detection
technology is particularly urgent.

Wang et al. [6] constructed a dataset containing AI-
generated images from 11 different generative models based
on CNN. For the construction of the training set, they trained
20 ProGAN [18] models, each trained on a different LSUN
[17] object class. For each trained ProGAN model, 36K
(for training) +200 (for validation) AI-generated images are
generated, and the corresponding images for training Pro-
GAN models are used as the real class, and the resulting
training set and validation set contain the same number of
true/fake images. Therefore, the resulting training set has a
total of 720k images and the validation set has 4k images.
Through careful pre-processing and data augmentation, they
trained a binary classifier using a ResNet50 [5] pre-trained on
ImageNet [29], and tested on a dataset of true/fake images
collected from 11 different generative models. Experimental
results show that even standard image classifiers trained for
specific CNN generators can generalize over unseen generative
model detection. Additionally, several other works [8], [9]
investigated the frequency domain of GAN-generated images
and leveraged the frequency domain for detection. Before the
diffusion model became popular, most researchers focused
on identifying GAN-generated images. However, these efforts
were later found to be difficult to generalize to detecting AI-
generated images from more recent generative models [7],
such as diffusion models. With the rise of diffusion models,
many previous detection methods have difficulty identifying
this emerging model. Wang et al. [34] found that, unlike
real images, images generated by diffusion models can be
reconstructed through pre-trained diffusion models. So they
use the error between the reconstructed image and the input
image to detect AI-generated images. However, this method
mainly focuses on diffusion models. Ojha et al. [7] found that
although detection methods trained on ProGAN [6] generalize
well when tested on the same generation model family (GAN
model family), their accuracy significantly drops when tested
on different generative model family (diffusion model family).
Previous methods [6] mainly relied on features of seen models
to classify images. Therefore, Ojha et al. [7] proposed using
untrained features to distinguish AI-generated images from
real ones and using a frozen large pre-trained vision-language
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model for classification, thus enhancing the generalization of
the detection model to the unknown generation models, but
this leads to a slower inference speed. Zhong et al. [14] used
the inconsistency between rich and poor texture regions in
AI-generated images as a universal fingerprint. Chen et al.
[35] proposed using the noise pattern of the simplest patch
of the input image to identify AI-generated images. However,
both approaches require selecting specific patches from a large
number of patches through mathematical calculations before
sending them into the neural network. For this reason, we hope
that our IPD-Net to not only adapt to the detection tasks of
the above generation models but also achieve ultra-fast forward
inference speed to attain efficient scalability.

III. OUR METHOD

A. Motivation

To ensure that a detector trained on a specific GAN-
generated image training set can be generalized to other
GAN-generated image detection, or even generalized to the
detection task of images generated by different families of
generative models, it is crucial to find common features of fake
images. For example, Zhong et al. [14] found that AI-generated
images processed with a carefully selected set of SRM filters
[15] (a type of high-pass filter with fixed parameters) have
inconsistencies in inter-pixel relations between the rich texture
region and the poor texture region. Inspired by [14], we
argue that there exists some kind of dependencies between
different patches of AI-generated images processed by the
SRM filter, which can be used as common features of the
AI-generated images, and such dependencies are not limited
to those between rich texture patches and poor texture patches.
To extract these dependencies efficiently, we designed IPD-Net
that enables the model to capture interdependencies from all
patches. To avoid the huge computational overhead associated
with actively selecting specific patches, we are inspired by
Wang et al. [16], who proposed a self-attention mechanism
that, in the process of computing the weight matrix, can be
viewed as modeling dependencies between patches of the
preprocessed image. Based on this process, we discarded the
softmax operation and performed spatial transformations to
avoid the step of actively selecting patches. In this way, we
can obtain the dependencies between all patches we need.
Next, we specifically designed a classification layer so that the
obtained dependencies can be directly used for classification.
This design enables the model to achieve end-to-end training,
allowing it to self-learn how to extract suitable dependencies
and perform classification, thus further improving detection
efficiency. Through this method, our model can not only
recognize AI-generated images generated by generative models
seen in training data but also can be generalized to other
unseen generative model image detection tasks, improving the
generalization ability of the detector.

B. Inter-Patch Dependencies Extraction

As shown in Fig. 2, our network architecture is divided
into two parts: Inter-Patch Dependencies Extraction and Inter-
Patch Dependencies Classification. In the Inter-Patch Depen-
dencies Extraction part, our neural network aims to extract
dependencies between image patches processed by the SRM
filter. Therefore, firstly the pre-processed input image needs

to be processed using the SRM filters. This filter has been
widely adopted in the field of fake image detection [12], [13].
To validate our IPD-Net of generality, we chose the same as
the [12], [13], general SRM filter configuration. In terms of
the computation of inter-patch dependencies, we are inspired
by the self-attention computation method proposed by Wang
et al. [16], where the computation process can be viewed as
calculating a correlation score between each patch in the image
and all other patches (including itself). Specifically, each patch
is processed by the neural network to become a feature vector.
We input the noise patterns processed by the SRM filter into
the backbone to obtain a feature map of size C × H × W ,
where C, H , and W represent the number of channels, height,
and width of the feature map, respectively. For each patch Pi,
the corresponding feature vector extracted by the backbone
is denoted as ei, and its size is C. For the relationship
between any two patches, such as Pi and Pj , we use their
corresponding feature vectors ei and ej to calculate their dot
product similarity to represent the dependencies between them,
as described by the following equation:

Dependency(ei, ej) = f(ei) · f(ej) (1)

Where f represents a 1× 1 convolution. We perform this
operation for all feature vectors, i.e., calculating their dot
product similarity with all other feature vectors, resulting in
a dependencies matrix of size (H ×W )×H ×W . This can
be viewed as H ×W two-dimensional dependencies matrices
of size H ×W , where each point represents the dependency
score between the feature vector ei of a certain patch Pi and
the feature vector of another patch. Through this step, we
successfully extract the inter-patch dependencies matrix.

C. Inter-Patch Dependencies Classification

After extracting the inter-patch dependencies matrix for
each input image, to enable end-to-end training of the model,
we classify the inter-patch dependencies and use the classifi-
cation loss to optimize the model training. However, directly
flattening the dependencies matrix for linear classification
would result in huge computational overhead. Convolution
is also unsuitable because the dependencies matrix is not a
traditional feature map, and direct convolution may destroy
it. Therefore, we adopt a 2D AdaptiveAvgPool operation. For
the dependencies matrix of size (H × W ) × H × W , we
can regard it as the feature matrix of C ′ × H × W , where
C ′ = H × W , is regarded as the number of channels, and
H and W can be regarded as the feature matrix height and
width. At this point, any channel represents a two-dimensional
matrix of dependencies between a particular feature vector
and all other feature vectors (including itself). Given this, we
perform a two-dimensional average pooling operation on the
inter-patch dependencies matrices to scale the size to (H×W )
to directly extract the average dependency scores between
each patch and other patches. Subsequently, since the inter-
patch dependencies matrix is processed into vectors of size
(H ×W ), it can directly be input into the linear classification
layer. Meanwhile, the pooling operation significantly reduces
the number of parameters in the model, further improving
the inference speed. To validate the effectiveness of our IPD-
Net, our linear classification layer uses only one or two linear
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Fig. 2. Structure of IPD-Net. The preprocessed images are first processed by SRM filter and backbone to extract the dependencies between patches by a
simple modified self-attention computation method. Subsequently, these dependencies are fed into a specially designed classification layer to determine

whether the input image is an AI-generated image (Fake) or a real image (Real).

layers. The final output vector is processed with a sigmoid
function to constrain the values to the [0, 1], determining
whether the input image is real or fake. We use Binary Cross
Entropy Loss as the loss function, and our neural network is
defined as NN(·), formulated as follows:

L = −
N∑
i=1

[yi log(NN(xi)) + (1− yi) log(1− NN(xi))] (2)

Where xi and yi represent the input image and its corre-
sponding label, respectively. The goal is to minimize this total
loss during the training process to improve classification accu-
racy. Meanwhile, our network is more friendly to computation
and memory due to the average pooling operation and simple
linear classification operation.

IV. EXPERIMENT

A. Datasets

To fully evaluate the effectiveness of our proposed IPD-
Net, we conducted experiments using the CNNSpot-DS [6]
and GenImage dataset [11]. The AI-generated image in the
former is mainly composed of the image generated by the
GAN model, and the AI-generated image in the latter is mainly
composed of the image generated by the diffusion model. We
follow the same protocol as described in the baselines [6],
[7], the training set we use for training is the training set of
CNNSpot-DS [6]. The AI-generated images in the training set
were generated by ProGAN [18], and the training set contains
a total of 720k images, which contains 360k real images and
360k AI-generated images, where the real images are from
LSUN [17] dataset of 20 categories. We only use it as the
training set for all subsequent training, so our training and
validation are restricted to only accessing the real/fake images
of one generative model, and detecting other generative models
that are not seen during training.

When evaluating the detector’s ability, we considered var-
ious generative models. We tested the generative models on
the test set of the CNNSpot-DS following the baselines [6],

[7]: ProGAN [18], StyleGAN [19], BigGAN [20], CycleGAN
[21], StarGAN [22], GauGAN [23], CRN [24], IMLE [25],
SAN [26], SITD [27], and DeepFakes [28]. Additionally, we
tested the test set of the GenImage dataset [11], which mainly
contains many AI-generated images generated by diffusion
models. Zhu et al. [11] used ImageNet [29] to generate 1.3
million AI-generated images. We tested the generation models
in the GenImage dataset: Midjourney*, SDV1.4 [30], SDV1.5
[30], ADM [4], GLIDE [31], Wukong†, VQDM [32], and
BigGAN [20].

B. Implementation Details

All training is implemented on an NVIDIA GeForce RTX
3090 GPU and an Intel Xeon Gold 6238R CPU. Our model is
implemented using PyTorch [33] and the batch size was set to
32. We optimize using Adam with a learning rate of 0.0001.
For the SRM filters [15], we follow the settings from [12], [13],
adopting the three commonly used kernels from the original
SRM filters [15]. To model the inter-patch dependencies of a
feature map processed by the backbone, assuming the input
feature map is C × H × W , we use two different 1 × 1
convolutions to process the feature map separately, reducing
the number of channels to half of the original, and obtaining
two different feature maps with sizes of

(
C
2

)
×H ×W . We

reshape them to
(
C
2

)
× (H ×W ), converting them into two-

dimensional matrices. We transpose one of the feature maps
and then multiply it with another feature map to obtain a
product f with a size of (H ×W )× (H ×W ). After that, we
transpose f once and reshape its size to (H ×W ) ×H ×W
to perform the next step of the average pooling operation. We
select a non-trained ResNet50 [5] as the backbone for feature
extraction. In the design of the backbone, we consider three
variants: ResNet50-Layer2, ResNet50-Layer3, and ResNet50-
Layer4, where Layer2, Layer3, and Layer4 denote the layers
after which truncation is applied. The input image can be
of any size, we apply reflect padding to add 224 pixels on
all sides of the image, then crop out 224 pixels and resize
it to 256 pixels. During training, after resizing, we apply

*Midjourney, https://www.midjourney.com/home/. 2022.
†Wukong, https://xihe.mindspore.cn/modelzoo/wukong. 2022.
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TABLE I. EVALUATION RESULTS. AVERAGE PRECISION (AP) OF DIFFERENT TRUE/FAKE IMAGE DETECTION METHODS. WE REPORT MEAN AVERAGE
PRECISION (MAP) BY AVERAGING THE AP SCORES FOR EACH GENERATIVE MODEL DETECTION METHOD

Detection
method Variant

Generative Adversarial Networks Low level
vision

Perceptual
loss GenImage [11] Total

Pro-
GAN

Cycle-
GAN

Big-
GAN

Style-
GAN

Gau-
GAN

Star-
GAN

Deep-
fakes SITD SAN CRN IMLE Mid-

journey
SD-
v1.4

SD-
v1.5 ADM GLIDE Wu-

kong VQDM Big-
GAN mAP

CNNSpot[6] Aug(0.1) 100.0 92.42 83.20 99.60 87.79 98.18 90.69 68.64 53.84 98.78 98.67 58.32 59.14 59.42 72.27 66.86 54.83 60.21 86.75 78.40
Aug(0.5) 99.99 95.33 88.90 98.85 97.30 96.01 68.48 85.93 56.36 99.36 99.56 51.16 54.29 54.38 67.94 66.68 51.62 67.80 94.10 78.63

Fusing[10] - 100.0 97.52 95.95 98.80 96.43 99.65 65.52 88.36 72.58 98.50 99.21 68.06 61.08 61.13 90.31 65.85 62.82 77.72 95.65 83.95
UnivFD[7] - 100.0 99.80 99.27 97.56 99.98 99.37 81.76 63.84 78.81 96.59 98.61 74.61 86.56 86.19 87.13 84.26 91.34 96.65 98.21 90.55

Ours
Layer2 100.0 96.50 89.00 99.76 79.40 99.94 89.37 80.26 91.38 90.23 91.90 86.53 94.63 94.46 94.08 99.27 92.36 91.98 99.14 92.64
Layer3 99.99 96.51 89.99 99.86 84.36 99.93 91.83 79.87 93.21 87.61 92.03 86.55 94.41 94.11 95.05 99.15 92.69 93.32 99.34 93.15
Layer4 99.99 97.73 88.82 99.58 78.86 99.92 93.67 73.47 94.15 85.35 84.75 85.70 94.89 94.56 94.26 99.38 92.35 91.86 99.12 92.02

TABLE II. EVALUATION RESULTS ACCURACY (ACC) OF DIFFERENT TRUE/FAKE IMAGE DETECTION METHODS. WE REPORT AVERAGE ACCURACY
(AVG. ACC) BY AVERAGING THE ACC SCORES FOR EACH GENERATIVE MODEL DETECTION METHOD

Detection
method Variant

Generative Adversarial Networks Low level
vision

Perceptual
loss GenImage [11] Total

Pro-
GAN

Cycle-
GAN

Big-
GAN

Style-
GAN

Gau-
GAN

Star-
GAN

Deep-
fakes SITD SAN CRN IMLE Mid-

journey
SD-
v1.4

SD-
v1.5 ADM GLIDE Wu-

kong VQDM Big-
GAN

Avg.
acc

CNNSpot[6] Aug(0.1) 99.97 85.08 70.52 88.98 78.66 92.24 57.74 61.94 49.77 80.40 80.35 53.59 53.08 53.15 60.61 56.54 51.48 53.61 77.33 68.69
Aug(0.5) 99.97 82.28 62.12 73.72 81.82 81.81 51.26 56.38 50.22 95.64 96.80 50.43 49.97 49.98 52.58 52.78 50.08 52.53 71.25 66.40

Fusing[10] - 99.98 91.67 82.82 80.06 83.54 96.97 54.41 72.77 52.28 93.93 95.85 52.02 50.56 50.53 54.20 54.46 51.03 57.32 84.90 71.54
UnivFD[7] - 99.81 98.33 95.08 84.93 99.47 95.75 68.57 62.22 56.62 56.59 69.11 56.24 63.75 63.57 66.94 62.53 71.06 85.42 90.18 76.11

Ours
Layer2 99.98 86.57 81.02 95.19 68.67 99.08 62.11 79.11 71.73 64.73 64.42 72.19 80.03 79.70 84.38 95.05 77.19 79.37 93.75 80.75
Layer3 99.97 86.51 81.52 94.71 72.91 98.61 63.75 77.43 71.57 70.38 70.41 69.36 75.48 74.92 82.87 93.23 74.21 77.50 93.52 80.47
Layer4 99.94 89.87 80.12 94.74 67.82 98.42 69.42 81.87 81.05 63.53 63.37 70.14 79.64 78.89 84.42 95.56 76.61 78.05 93.13 81.40

Gaussian blur with σ ∼ Uniform[0, 3] with 10% probability,
JPEG compression with quality q ∼ Uniform{30, 31, . . . , 100}
with 10% probability. In addition, we added random flip with
50% probability, and the above crop operations use random
crop. During testing, our crop operations uniformly use center
crop. For the classification part, we set up two linear layers
for ResNet50-Layer2 and one linear layer for both ResNet50-
Layer3 and ResNet50-Layer4.

For the baseline methods, we used CNNSpot [6], Fusing
[10] and UnivFD [7]. For UnivFD [7], we tested using its
publicly published training weights and open-source code. And
for CNNSpot [6] and Fusing [10], we trained from scratch with
the training dataset, following the settings in their open-source
code. In evaluating our model and the baseline methods, we
used Average Precision (AP) and Accuracy (ACC) to evaluate
our model, which is consistent with recent related work [7].
We report the mean Average Precision (mAP) and Average
Accuracy (Avg. acc) of each detector by averaging the AP
scores and ACC scores obtained when each detector was tested
against each test set of the generative model.

C. Evaluations

1) Combined dataset evaluation: Following the indicator
setting of recent baselines [7], Table I and Table II present the
average precision (AP) and accuracy (acc) of real/fake image
detection by the baseline models and our IPD-Net (rows) for
different generative models (columns). Following the training
setting of recent baseline [6], [7], all our training is performed
on the training set of CNNSpot-DS [6], the AI-generated
images in the training set were all only generated by ProGAN.
Therefore, models other than ProGAN can be considered as

generalization domains. In the variant setting, Aug (0.1) and
Aug (0.5) represent two training configurations of CNNSpot
[6] open-source code, which apply JPEG compression and
Gaussian blur with 10% or 50% probability, respectively.
“Ours” represents our model’s test results, and Layer2, Layer3,
Layer4 correspond to the three backbone variants mentioned
in Section IV-B, namely, ResNet50-Layer2, ResNet50-Layer3
and ResNet50-Layer4. The settings of the other two baseline
methods [7], [10] are the same as those in the papers and
open-source codes. Compared to the three baselines, all three
variants of our proposed IPD-Net achieved better mAP and
average accuracy. The mAP of our three variants improved by
1.47-2.6% over the best-performing baseline, and the average
accuracy improved by 4.36-5.29% over the best baseline.
Our model performs worse on Perceptual loss compared to
other baseline models. We speculate that GAN models and
Perceptual loss share some common features, which the base-
line models may tend to fit. However, this common feature
does not apply to diffusion models. In contrast, the common
feature self-learned by our model is common to both the
GANs model and the diffusion models, except that it is less
general on Perceptual loss. Overall, our IPD-Net achieves
the best performance in terms of mAP and average accuracy
in combined dataset evaluation, indicating that our model
has stronger generalization ability compared to the baseline
models.

2) In-dataset and cross-dataset evaluation: To more effec-
tively reflect the generalization ability of our proposed IPD-
Net, we conducted in-dataset and cross-dataset evaluation. As
shown in Table III, we analyzed the accuracy of the test set
of CNNSpot-DS [6] and GenImage [11] datasets respectively.
Among them, the accuracy of the CNNSpot-DS is an in-
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TABLE III. EVALUATION RESULTS ACCURACY OF THE CNNSPOT-DS
AND GENIMAGE DATASET. WE REPORT ACCURACY BY AVERAGING THE
ACCURACY SCORES FOR EACH GENERATIVE MODEL DETECTION IN THE

CORRESPONDING DATASET IN TABLE II FOR EACH DETECTOR

Detection method CNNSpot-DS [6] GenImage [11]
ACC ACC

CNNSpot [6] 76.88 57.42
Fusing [10] 82.21 56.88
UnivFD [7] 80.59 69.96

Ours Layer4 79.33 82.71

dataset evaluation, and the accuracy of the GenImage dataset
is a cross-dataset evaluation. We report accuracy by averaging
the accuracy scores for each generative model detection in
the corresponding dataset in Table II for each detector. In
the in-dataset evaluation, that is the evaluation on the test
set of CNNSpot-DS. Because the AI-generated images in the
training set are all generated by ProGAN, the trained baseline
models still have high accuracy in detecting GAN variants.
The CNNSpot-DS’s test set is mainly generated by a large
number of GAN-generated images, so all detectors achieved
high accuracy. The in-dataset accuracy between all detectors
ranged from 76-82%. In the cross-dataset evaluation, that is the
evaluation on the test set of the GenImage dataset. When the
baseline models are faced with the GenImage dataset’s test set
mainly containing a large number of images generated by the
diffusion model, their detection accuracy drops significantly.
Among them, the cross-dataset accuracy of CNNSpot [6]
and Fusion [10] is even between 50-60%. In comparison,
our IPD-Net’s cross-dataset accuracy is 12.75% higher than
the best baseline model. Overall, the results show that the
generalization ability we demonstrated in the combined dataset
evaluation is effective both within and across datasets, further
demonstrating that our IPD-Net has a stronger generalization
ability than other baseline models.

D. Effect of Different Backbone

When we design the IPD-Net backbone network, as the
number of backbone network layers decreases, in the feature
map extracted by the backbone network, the area correspond-
ing to the original image for each feature vector becomes
smaller. Therefore, we speculate that as the number of layers
decreases, IPD-Net can learn to extract more detailed inter-
patch dependencies, thereby achieving better results. In this
section, we will study what happens when our proposed IPD-
Net selects different backbone networks for feature extraction.
We consider the three variants mentioned in Section IV-B: (i)
ResNet-Layer2, (ii) ResNet-Layer3, and (iii) ResNet-Layer4.
We trained each model again using the same ProGAN real/fake
image training set as in the above experiments.

To better analyze these three different variants, we provide
a visual analysis of these three variants. We saved the vectors
obtained by average pooling and flattening of the inter-patch
dependencies, tested them on the CNNSpot-DS and GenImage
dataset respectively, and drew six t-SNE diagrams, as shown
in Fig. 3, where the true/fake labels were marked in red/blue
respectively. From top to bottom represent three variants: (i)
ResNet-Layer2, (ii) ResNet-Layer3, and (iii) ResNet-Layer4.
The left column (a) represents the three variants tested on the
CNNSpot-DS test set, and the right column (b) represents the

Fig. 3. Visualization results of three variants of t-SNE. True/fake labels are
shown in red/blue, where the rows from top to bottom represent the three

variants: (i) ResNet-Layer2, (ii) ResNet-Layer3, and (iii) ResNet-Layer4, left
column (a) represents the results of the CNNSpot-DS test set, and the right

column (b) represents the results of the GenImage test set.

results of the three variants tested on the GenImage test set.
However, it can be seen from the t-SNE visualization results
that with the increase in the number of layers, the inter-patch
dependencies after average pooling and flattening can be better
divided into true/fake, and the features of the same class are
more concentrated, even though the difference between these
three variants in mean average precision and average accuracy
indicators seems to be very small. This suggests that deeper
model structures may still have better results, although they
are less detailed in dividing patches than shallow backbone
networks.

E. Analysis of Limitations

We evaluated the robustness of our ResNet-Layer4 variant
and the best-performing baseline model against jpeg compres-
sion and Gaussian blurring. Fig. 4 shows the mAP of both
the ResNet-Layer4 variant and the best-performing baseline
model under different post-processing configurations. Without
any post-processing, the mAP of our method is significantly
higher than that of the best-performing method. However,
the robustness of our model to post-processing operations is
significantly weaker than that of the best-performing baseline
model, especially in the case of JPEG compression. We
speculate that this may be because the way of extracting inter-
patch dependencies in our IPD-Net is too simple, resulting in
higher sensitivity to data changes and thus weaker robustness
compared to the best-performing baseline model. We also
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Fig. 4. Limitations analysis robustness analysis of different image
post-processing operations.

analyzed the scalability issue. IPD-Net uses the self-attention
calculation method proposed in [16]. To compare with the
baseline models, the size of the input is only 256 × 256,
and the training time per epoch is about 10-30 minutes
slower than directly using ResNet50. However, because IPD-
Net does not need to actively select specific patches, it is
significantly faster than [14], [35]. If the input size increases,
the calculation time of IPD-Net will significantly increase.
Assume that when the height and width of the feature map to
be multiplied both become n times larger, the number of dot
products becomes n4, while the number of channels remains
the same. Therefore, optimizing the computation scheme for
modeling the dependencies between patches is a problem for
IPD-Net. For example, [36] proposed the Asymmetric Non-
local Neural Network to improve Non-local Net. Therefore,
reducing the number of steps in matrix multiplication, such as
through dimensionality reduction or sampling before matrix
multiplication, could potentially improve efficiency.

V. CONCLUSION

In this paper, we propose IPD-Net based on the existing
inference that there is an inconsistency in the inter-pixels
relation between the rich texture region and the poor texture
region of AI-generated images. Firstly, we use a self-attention
computation method and design a classification layer adapted
to classification tasks, aiming to capture the interdependencies
between patches of input images processed by the SRM filter.
This enables the model to avoid the huge overhead caused by
actively selecting specific patches and self-learn the common
features of AI-generated images, thus improving computational
efficiency. Secondly, we conduct extensive experiments on a
test dataset containing 18 generative models, and the results
show that our IPD-Net has high accuracy and good general-
ization ability. Thirdly, we conduct a comparison with several
recent methods. IPD-Net outperforms the baseline models
on multiple metrics. Regarding the future improvement of
IPD-Net, we will focus on improving its network structure,
especially the method of calculating the dependencies between
patches to enhance its scalability and robustness. We hope that
our work can provide some reference for future research.
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Abstract—Network anomaly detection systems face challenges
with imbalanced datasets, particularly in classifying underrepre-
sented attack types. This study proposes a novel framework for
improving F1-scores in multi-class imbalanced network attack
detection using the UNSW-NB15 dataset, without resorting to
resampling techniques. Our approach integrates Flower Pol-
lination Algorithm-based hyperparameter tuning with an en-
semble of XGBoost classifiers in a stacking configuration. Ex-
perimental results show that our FPA-XGBoost-Stacking model
significantly outperforms individual XGBoost classifiers and ex-
isting ensemble models. The model achieved a higher overall
weighted F1-score compare to the individual XGBoost classifier
and Thockchom et al.’s heterogeneous stacking ensemble. Our
approach demonstrated remarkable effectiveness across various
levels of class imbalance, for example Analysis and Backdoor
which is highly underrepresented classes, and DoS which is
moderately underrepresented class. This research contributes to
more effective network security systems by offering a solution
for imbalanced classification without resampling techniques’
drawbacks. It demonstrates that homogeneous stacking with
XGBoost can outperform heterogeneous approaches for skewed
class distributions. Future work will extend this approach to other
cybersecurity datasets and explore its applicability in real-time
network environments.

Keywords—Intrusion detection; multi-class imbalanced classifi-
cation; ensemble learning approaches

I. INTRODUCTION

The proliferation of digital technology has led to a rise
in cybersecurity concerns. The European Union Agency for
Cybersecurity (ENISA) [1] reports that from the end of 2022
to the beginning of 2023, there was an increase in malware
attack events. The increasing frequency of cyberattacks places
sensitive data at danger of compromise. Researchers frequently
use deep learning and machine learning algorithms to classify
network traffic. The effectiveness of these algorithms in ac-
curately classifying network traffic depends on the data used
to train them. Typically, normal traffic constitutes the majority
of training datasets, while abnormal traffic includes various
potential attack types. Rare or unusual attacks are often un-
derrepresented compared to regular or more common attacks,
leading to an uneven class distribution. This imbalance can
cause model bias towards the majority class [2], resulting in

inaccurate predictions and difficulty in detecting rare network
attacks.

Sampling approaches are commonly used to address data
imbalance. Oversampling techniques, such as Random Over-
sampling [3] and SMOTE (Synthetic Minority Oversampling)
[4], increase minority class samples to match the majority
class. Conversely, undersampling methods, like Tomek-link [5]
and Random Undersampling [3], reduce majority class samples
to achieve a balanced distribution. Hybrid sampling combines
both oversampling and undersampling techniques. However,
oversampling can lead to overfitting [3], and undersampling
may result in information loss.

Some researchers have proposed ensemble methods to ad-
dress imbalanced datasets without resampling techniques [6],
[7], [8]. However, these methods are typically applied only to
binary classification. It is undeniable that some works involve
ensemble approaches for multi-class imbalanced classification
in network intrusion systems [9], [10], [11]. These works
use a heterogeneous stacking ensemble approach, employing
different algorithms as the base classifiers for the stacking
model.

XGBoost model has shown superior ability to handle
multi-class imbalanced classification [12] for network attack
classification. It has also been widely used as a base learner
in heterogeneous stacking models for multi-class imbalanced
classification in network attack detection [13], [14], [15].
However, the use of XGBoost in homogeneous stacking en-
semble approaches, where multiple instances of the same
algorithm are used as base learners to solve imbalanced data,
is limited and has not been applied to multi-class network
attack detection [16]. The potential of homogeneous stacking
with XGBoost, remains largely unexplored in the context of
network attack classification. This gap in the literature is
significant, as homogeneous stacking could potentially offer
advantages in terms of model consistency and interpretability
by leveraging the strength of XGBoost especially when dealing
with the complex, multi-class nature of network attacks. Our
work aims to address this research gap by investigating the
effectiveness of homogeneous stacking with XGBoost for
imbalanced multi-class network attack classification, without

www.ijacsa.thesai.org 1380 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

resorting to resampling techniques.

Although XGBoost has shown remarkable success com-
pared to other machine learning algorithms [12], some re-
searchers [17], [18], [19], [20], [21] have applied hyperpa-
rameter tuning techniques to further enhance its performance
in network attack detection. Additionally, researchers such as
[22], [23], [24] have involved hyperparameter tuning such as
grid search and random search with heterogeneous stacking
models that use XGBoost as one of the base classifiers for
network anomaly detection. While meta-heuristic algorithms
have shown promising results in optimizing machine learn-
ing hyperparameters across various domains, there remains a
significant gap in their application to network attack classi-
fication, particularly in conjunction with XGBoost. However,
the integration of the Flower Pollination Algorithm (FPA) with
XGBoost for hyperparameter tuning in the context of network
security remains largely unexplored. Existing studies utiliz-
ing FPA and XGBoost have primarily focused on regression
models in fields such as civil engineering and environmental
science, leaving a gap in their application to classification
tasks in cybersecurity. Furthermore, the performance of meta-
heuristic algorithms can vary significantly depending on the
specific machine learning model and dataset characteristics.

Given that no single meta-heuristic algorithm consistently
outperforms others across all tasks, there is a clear need
to investigate the efficacy of FPA in optimizing XGBoost
specifically for network attack classification. This study aims
to address this research gap by exploring the potential of FPA-
optimized XGBoost in the context of multi-class, imbalanced
network attack detection, potentially offering new insights into
improving the accuracy and robustness of intrusion detection
systems.

In our approach, we first identify the optimal XGBoost
models by optimizing the hyperparameters to maximise the
base learner’s performance on imbalanced datasets. The se-
lection of these optimal models as the base learners are
performed using hyperparameter tuning. Other than Flower
Pollination Algorithm, four hyperparameter tuning techniques
were investigated in this study: Random Search (RS), Bayesian
Optimization (BO), Genetic Algorithms (GA), and Cuckoo
Search Algorithms (CSA). Then, we integrate the hyperpa-
rameter tuning process with ensemble learning techniques to
create a robust and effective ensemble classifier.

To summarize, the paper’s contributions are as follows.
First, the integration of FPA for optimization of XGBoost
classifier in network security. Second, the paper shows that
the proposed homogeneous stacking ensemble model with hy-
perparameter tuning, specifically the FPA-XGBoost-Stacking
model, achieves better results than heterogeneous stacking
model [11] for multi-class imbalanced network attack clas-
sification. The homogeneous FPA-XGBoost-Stacking model
has proven effective by improving both overall detection
performance and class-specific metrics compared to a stan-
dalone XGBoost model. These findings pave the way for
addressing multi-class imbalanced classification issues using
ensemble learning without the need for resampling techniques,
with potential applications extending beyond network attack
detection.

The structure of this paper is as follows: Section II reviews

related work. Section III discusses XGBoost hyperparameters.
Sections IV and V cover hyperparameter tuning and ensemble
learning techniques. Section VI describes the datasets and
experimental setup. Sections VII and VIII present the results of
the optimized XGBoost models and ensemble models. Finally,
Section IX provides the conclusions.

II. RELATED WORKS

Imbalanced classification presents a significant challenge in
machine learning (ML), characterised by a notable difference
in the number of instances between classes. This imbalance can
lead to biased models that produce poor results for the minority
class. Ensemble learning, a technique that combines multiple
models to enhance performance, has been studied to tackle this
problem. Ensemble ML techniques involve the combination
of multiple base learners using a specific combination rule to
create improved predictive models. Base learners may include
a wide range of ML algorithms, such as decision trees, Naı̈ve
Bayes, K nearest neighbours, artificial neural networks, and
logistic regression. The ensemble topology can range from a
basic collaboration of individual learners combined through
a majority vote to more sophisticated mechanisms. Research
has indicated that incorporating multiple classification methods
enhances performance scores [25], [26].

The Geometric Structural Ensemble (GSE) [27], Hybrid
Data-Level Ensemble (HD-Ensemble) [28] and sBal_IH [6]
applied both resampling and ensemble approaches in their
works. The Geometric Structural Ensemble (GSE) learning
framework effectively tackles imbalanced classification issues
by leveraging geometric structures to partition and eliminate
redundant majority samples. GSE uses the Euclidean metric
to create hyper-spheres that contain minority samples, im-
proving training efficiency and interoperability. The framework
also incorporates relaxation techniques to improve generaliza-
tion [27]. The Hybrid Data-Level Ensemble (HD-Ensemble)
uses both undersampling on the margins and oversampling
to improve diversity and balance the distribution of data in
order to get the best ensemble properties [28]. The HD-
Ensemble effectively rebalances data distribution and enhances
performance in binary classification tasks. Kaixiang Yang
et al. [29] introduced a hybrid optimal ensemble classifier
framework that integrates density-based undersampling with
cost-sensitive techniques to address class imbalances. This
method employs a multi-objective optimisation algorithm to
choose informative samples and adjust the weights of misclas-
sified minority samples. The dual-ensemble class imbalance
learning method integrates resampling techniques with multi-
classifier models. It uses evolutionary algorithms to optimize
the combination of base classifiers, achieving better accuracy
and simpler ensemble structures. This method outperforms
other ensemble classification methods on human activity recog-
nition datasets [30]. A medical diagnosis system uses an
ensemble learning approach that combines SMOTE with cross-
validated committee filters and utilises ensemble support vector
machines (SVM). This approach utilises a simulated annealing
genetic algorithm to optimize the weight vector [31]. However,
most of these methods modify the initial distribution of classes
to achieve a more balanced dataset [30], [29], [27], [28].
This is done through techniques such as over-sampling or
under-sampling. These techniques can result in overfitting or
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the removal of valuable data, which may eventually impede
performance [6].

Without resampling, an ensemble method, sBal_IH, cre-
ates balanced splits of data based on instance hardness. This
approach trains base learners on varied characteristics of
the training data, significantly improving classification per-
formance [6]. Chih-Fong Tsai et al. [7] and Hongle Du et
al. [8] propose methods to solve imbalance class problems in
network security. One-class classification (OCC) techniques,
typically used for anomaly detection, are applied to two-class
imbalanced datasets. Ensemble learning with OCC classifiers,
both with and without feature selection, outperforms single
OCC classifiers, demonstrating effectiveness in high imbalance
ratio datasets [7]. An online ensemble learning algorithm for
imbalanced data streams employs cost-sensitive techniques to
dynamically adjust misclassification costs and sample weights.
This method improves classification performance in imbal-
anced data streams, as demonstrated in network intrusion
detection applications, reducing both false alarm and missing
alarm rates [8]. These advancements highlight the potential
of ensemble learning to address the challenges posed by
imbalanced datasets effectively. However, these studies only
applied to binary classification [6], [7], [8].

Recent research in network attack detection has explored
ensemble methods to address imbalanced datasets in multi-
class classification scenarios. Mansoor-ul-Haque et al. [9]
proposed a heterogeneous stacking ensemble for multi-class
network intrusion detection, utilizing resampling techniques
with KNN, SVM, and RF as base learners and XGBoost as
the meta-learner. Similarly, Thockchom et al. [11] developed
a heterogeneous stacking ensemble model for multi-class in-
trusion detection, integrating Gaussian Naive Bayes, Logistic
Regression, and Decision Tree as base classifiers with Stochas-
tic Gradient Descent as the meta-classifier. Rajadurai and
Gandhi [10] evaluated a stacked ensemble learning approach
on the NSL-KDD dataset with four attack categories, employ-
ing Random Forest and Gradient Boosting. The majority of
these approaches employ heterogeneous stacking ensembles.
However, instead of using a variety of base learners as in
[9], [10], [11], this study opts for using homogeneous learners
by using XGBoost algorithm. This decision is based on the
considering the ability of XGBoost in handling imbalanced
multi-class classification effectively [12].

Meta-heuristic algorithms, which are optimisation tech-
niques inspired by natural processes, have been increasingly
used for ML parameter optimisation. Meta-heuristic algorithms
have been successfully applied to optimize hyperparameters
in diverse domains, including sentiment analysis, image re-
construction, and landslide susceptibility mapping [32], [33].
Meta-heuristic algorithms such as particle swarm optimisation
(PSO), genetic algorithm (GA), and others have been shown
to effectively optimize hyperparameters, leading to improved
model performance across various ML tasks [32], [34], [33].
Meta-heuristics can outperform traditional methods like grid
search and random search in terms of accuracy and compu-
tational efficiency [32], [34], [33]. The integration of meta-
heuristics with ML models has led to significant improvements
in predictive performance and robustness [35], [34], [33].

The integration of XGBoost and FPA algorithm for hy-
perparameter tuning has rarely been investigated. Flower Pol-

lination Algorithm (FPA) has been used to optimize the
regression XGBoost models in civil engineering [36], [37] and
environmental science [38]. The existing models have mainly
focused on building regression models. Studies indicate that no
single meta-heuristic algorithm consistently outperforms others
across all tasks. The performance can vary depending on the
specific ML model and the nature of the dataset [34]. Hence,
the current work attempts to fill these gaps in the literature
by employing FPA in optimizing XGBoost for network attack
classification.

III. XGBOOST HYPERPARAMETERS

A. Overview of XGBoost

XGBoost (Extreme Gradient Boosting) is a powerful and
widely-used machine learning algorithm under the Gradient
Boosting framework. It combines multiple weak learners (de-
cision trees) to create a strong learner by iteratively training on
the residuals of previous trees, minimising the loss function,
and enhancing overall performance. Known for its speed and
efficiency, XGBoost is popular for various ML tasks, including
classification and regression.

The XGBoost algorithm can be expressed using the fol-
lowing equation:

ŷi =
∑
k=1

fk(xi), fk ∈ F (1)

where: ŷi is the predicted value for the i-th instance, K is
the total number of trees (iterations), fk is the k-th tree (weak
learner), xi is the input feature vector for the i-th instance, and
F is the space of possible trees (weak learners).

The objective function of XGBoost consists of two parts:
the loss function and the regularization term.

Obj(θ) =
n∑

i=1

l(yi, ŷi) +

K∑
k=1

Ω(fk) (2)

Where Obj(θ) is the objective function to be minimized, n
is the total number of instances, l(yi, ŷi) is the loss function,
such as squared error or log loss, and Ω(fk) is the regulariza-
tion term for the k-th tree, which penalizes the complexity of
the model.

The gain function in XGBoost determines the optimal split
point for a decision tree node by measuring the improvement in
the loss function after splitting the node into two child nodes.
The split with the highest gain is selected as the best split for
the current node. The split with the highest gain is chosen as
the best for the current node, and the process is recursively
repeated for the child nodes until a stopping criterion is met,
such as maximum depth or minimum number of instances in
a leaf.

B. Hyperparameters

The performance of an XGBoost model can be improved
by tuning various hyperparameters. Below are several critical
hyperparameters and their influence on the model’s perfor-
mance:
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1) Number of estimators: The number of estimators refers
to the number of decision trees (also known as weak learners
or base learners) that are built and combined to create the
final ensemble model. A hyperparameter determines the total
number of trees to be trained in the XGBoost model. Each
estimator is a decision tree that is trained on a subset of the
training data and contributes to the final prediction.

2) Learning Rate (eta): The learning rate determines the
step size at which the model’s weights are updated. A lower
learning rate leads to slower convergence but can help reduce
overfitting.

ŷ
(t)
i = ŷ

(t−1)
i + η · ft(xi) (3)

where ŷ
(t)
i is the prediction for the i-th instance at iteration

t, ŷ(t−1)
i is the prediction for the i-th instance at the previous

iteration t− 1, η is the learning rate, and ft(xi) is the output
of the t-th tree for the i-th instance.

3) Maximum depth (max depth): The maximum depth of
a tree controls the complexity and the ability of the model to
capture interactions among features. Increasing the maximum
depth can lead to overfitting while decreasing it can result in
underfitting. A deeper tree can capture more complex patterns,
but it may also overfit the training data.

4) Minimum child weight (min child weight): It defines
the minimum sum of instance weights (hessian) needed in a
child node. A higher value prevents overfitting by avoiding the
creation of too many child nodes with low instance weights.

∑
i∈IL

Hi ≥ min_child_weight (4)

where IL is the set of instances in the left child node, and
Hi is Hessian (second-order gradient) for instance i.

5) Subsample: Subsample is the fraction of observations
to be randomly sampled for each tree. A value less than 1
introduces randomness and helps in reducing overfitting.

6) Colsample bytree: It is the subsample ratio of columns
(features) when constructing each tree. A value less than 1
introduces randomness and helps in reducing overfitting by
considering only a subset of features for each tree.

7) Gamma: Gamma is the minimum loss reduction re-
quired to partition the leaf node of the tree further. Increasing
gamma makes the model more conservative and can help
reduce overfitting.

Tuning these hyperparameters can significantly impact the
performance of an XGBoost model. The optimal values depend
on the specific dataset and problem at hand. It is common
to use techniques like grid search or random search to find
the best combination of hyperparameters that maximize the
model’s performance on a validation set. Given the compu-
tational constraints and the exponential growth in possible
parameter combinations, this investigation concentrates on a
carefully selected subset of hyperparameters. The study em-
phasizes the optimization of four key parameters: the quantity
of estimators, the rate of learning, the maximum depth of

trees, and the minimum weight required for child nodes. These
specific hyperparameters were chosen due to their substantial
influence on both the model’s efficacy and its capacity to
generalize. Moreover, these parameters play a crucial role in
determining the model’s ability to learn from the data and
in balancing the trade-off between bias and variance in its
predictions.

IV. HYPERPARAMETER TUNING

Hyperparameter tuning is a critical step in optimising
the performance of ML models. Bayesian optimisation and
Genetic Algorithm, have shown promising results in tuning
support vector machines (SVM) and random forests (RF) [35],
[33]. In this study, other than two commonly used hyper-
parameter tuning techniques: Random Search and Bayesian
Optimization, we also applied three metaheuristics algorithms:
Flower Pollination Algorithm (FPA), Cuckoo Search Algo-
rithm (CSA), and Genetic Algorithm (GA), to tune the hy-
perparameters discussed in Section III-B.

A. Objective Function

In optimisation, an objective function is a mathematical
function that needs to be minimised or maximised to find
the optimal solution to a problem. In this study, the objective
function is the weighted F1-score, a common metric for im-
balanced classification problems. We focuses on the weighted
F1-score rather than the macro-average F1-score because the
weighted F1-score accounts for the imbalance in the dataset.
It reflects the classifier’s performance across all classes by
considering the actual data distribution [39]. In contrast, the
macro-average F1-score treats all classes equally [39], without
accounting for class imbalance, which can be misleading for
imbalanced datasets. Therefore, this study prioritises improv-
ing the weighted F1-score performance.

The F1-score (weighted) is calculated (see Eq. 5) as
follows:

F1weighted =

∑n
i=1 2×

precisioni×recalli
precisioni+recalli

× wi∑n
i=1 wi

(5)

where: n is the number of classes, precisioni is the
precision for class i, recalli is the recall for class i, and wi is
the weight for class i, which is usually the number of instances
in class i.

By using the weighted F1-score as the objective function,
the hyperparameter optimisation ensures the resulting XG-
Boost model is optimized to perform well across all classes,
considering the class imbalance in the dataset.

B. Random Search (RS)

Random search (RS) is a simple but effective method used
for optimisation. In ML, random search is commonly used
for hyperparameter tuning, which aims to find the best set
of hyperparameters to maximize a model’s performance [40].
With a set budget, random search randomly samples hyper-
parameters and assesses the model’s performance for each
hyperparameter combination. Unlike more complex methods
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such as grid search or Bayesian optimisation, random search
involves randomly sampling points in the parameter space and
evaluating the objective function at these points [32]. It is easy
to implement and does not require any prior knowledge about
the problem’s structure.

C. Bayesian Optimisation (BO)

Bayesian optimisation (BO) is a highly effective and effi-
cient method for hyperparameter tuning in ML [41], [32]. It
consistently outperforms traditional methods and is applicable
across a wide range of models. Advanced techniques and prac-
tical tools enhance its utility, making it a preferred choice for
optimizing complex ML algorithms. It leverages probabilistic
models to make informed decisions about where to evaluate
the objective function next, aiming to find the global optimum
with as few evaluations as possible. It is efficient in high-
dimensional spaces and works well with expensive-to-evaluate
functions.

D. Flower Polination Algorithm (FPA)

The Flower Pollination Algorithm (FPA) is a nature-
inspired optimisation technique that mimics the pollination
process of flowering plants. Introduced by Xin-She Yang [42],
it leverages the principles of flower constancy and pollina-
tion to solve complex optimisation problems. The FPA is
an attractive choice for optimisation due to its simplicity
and ease of implementation, having only one main control
parameter, which makes tuning straightforward and less sen-
sitive to settings [42]. FPA effectively balances exploration
and exploitation through global pollination (Lévy flights) for
exploration and local pollination for exploitation. It has been
successfully applied to various optimisation problems, includ-
ing continuous, discrete, and multi-objective cases [43].

E. Genetic Algorithm (GAs)

Genetic Algorithms (GAs) are evolutionary algorithms
inspired by natural selection and genetics. Introduced by John
Holland in the 1970s, GAs solve optimisation problems by
evolving a population of candidate solutions through selection,
crossover, and mutation operators [44]. They have since been
widely applied across various domains. GAs are effective
for solving optimisation problems [45]. They can explore a
wide range of solutions and escape local optima due to the
stochastic nature of the operators. GAs handle complex, non-
linear problems without needing gradient information and are
flexible, easily adaptable to various domains with appropriate
representation schemes and operators.

F. Cuckoo Search Algorithm (CSA)

The Cuckoo Search Algorithm (CSA) is a nature-inspired
optimisation technique introduced by Xin-She Yang and Suash
Deb in 2009 [46]. It mimics the brood parasitism behaviour
of some cuckoo species, which lay their eggs in the nests of
other birds. Host birds may discard these eggs or abandon their
nests, a concept CSA uses to search for optimal solutions in a
problem space. The CSA is simple to implement and balances
exploration and exploitation effectively through Lévy flights
[46]. It has demonstrated strong performance in various op-
timisation problems and has been successfully applied across
different domains.

V. ENSEMBLE COMBINATION TECHNIQUES

Rather than relying on a single model, combining several
models, known as the ensemble technique, leads to more
accurate classification predictions [47]. This method aims to
enhance classification performance by integrating multiple
models and has been widely adopted in numerous studies.
Ensemble learning involves using the output of base classifiers
as input for a new classifier. In this research, the stacking and
voting ensemble learning approach were employed.

Stacking, introduced by Wolpert in 1992 [48], is an en-
semble technique that minimises generalisation error in ML.
It commonly involves two layers: multiple base classifiers are
trained in the first layer (level 0), and their predictions are fed
into a meta-classifier in the second layer (level 1) for further
training. The effectiveness of stacking depends on the selection
of both base and meta-classifiers, better prediction results from
the base classifiers improving overall predictions [49]. The
meta-classifier combines these predictions to make the final
decision, often using a simple model [47].

There are two types of voting techniques: hard voting
and soft voting. Hard voting is an ensemble method where
the predicted outcomes from different models are averaged
based on the majority. Each model makes a prediction, and
the instances are classified into the most frequently predicted
class. In contrast, soft voting relies on the probabilities output
by the base classifiers. It calculates the average probabilities
for each class across the models and assigns the instance to the
class with the highest average probability [50]. For example,
if class 1 has a higher average probability than class 2, the
instance is classified as class 1.

A. Optimized XGBoost Ensemble

This section details the generation of optimized XGBoost
ensemble models, divided into two main phases as shown
in Fig. 1. The first phase involves hyperparameter tuning to
identify the best configurations for the XGBoost models. The
second phase applies ensemble learning techniques, specifi-
cally stacking and voting, to enhance performance.

Training 
Data

XGBoost

Hyperparameter 
Tunning

RS BO

CSA FPA

GA

Top 3 models for 
each tunning 

technique

Top 4 models for 
each tunning 

technique

Top 5 models for 
each tunning 

technique

Undergo Ensemble 
Approaches

Stacking

Soft Voting

Hard Voting

Evaluation 

Results 

Build 
models 

TopP models for each 
tunning technique

Phase 1 Phase 2

Fig. 1. The Framework for designing optimized XGBoost ensembles.

1) Phase 1 Hyperparameter tuning: Hyperparameter tun-
ing is crucial for optimising ML models to achieve peak
performance. In this research, it was used to refine XGBoost
models for multi-class imbalanced classification in network
attack detection. Initially, a broad range of hyperparameter
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combinations was set, as detailed in Section VI-B. This en-
sured a thorough search for optimal settings. XGBoost models
were tuned using five techniques: RS, BO, CSA, FPA, and
GA. Each aimed to identify the top five models with the
best hyperparameters for maximising the weighted F1-score,
crucial for handling the imbalanced dataset. This process
produced 25 optimized models, five from each technique. To
ensure robustness and generalisability, stratified k-fold cross-
validation was employed, splitting the training dataset into
three subsets. This approach mitigated overfitting and provided
reliable performance metrics. After tuning, the top five models
from each technique were evaluated based on their weighted
F1-scores, as shown in Table I.

2) Phase 2 Ensemble learning: After obtaining 25 opti-
mized XGBoost models, the subsets of these models were
combined through stacking and voting (soft and hard) en-
semble techniques. Models from each hyperparameter tuning
technique were grouped by performance into top three, top
four, top five, and top-performing categories. This combina-
tion resulted in 18 optimized stacking ensemble models, 18
optimized soft voting ensemble models, and 18 optimized hard
voting ensemble models.

The top n category includes the first n optimized XG-
Boost models from each hyperparameter tuning technique that
achieved the highest weighted F1-scores. The top-performing
category selects the best model from each tuning technique.
For example in the FPA-Stacking ensemble models as shown
in Fig. 2, FPA-Stacking 3 uses FPA-XGBoost 1, FPA-XGBoost
2, and FPA-XGBoost 3 as the base classifiers. This approach is
similarly applied to the soft and hard voting ensemble models.

TopP-Stacking ensemble model utilises the top opti-
mized XGBoost models from each hyperparameter tuning
technique. For instance, TopP-Stacking3 combines the top-
performing individual optimized XGBoost models: CSA-
XGBoost 1 (TopP1), GA-XGBoost 1 (TopP2), and FPA-
XGBoost 1 (TopP3) as the base classifiers for the stacking en-
semble model. This approach is similarly applied to the TopP-
SoftVoting and TopP-HardVoting ensemble models, where the
same top-performing classifiers are used as the base models.

VI. EXPERIMENT

The performance of these optimized stacking and voting
XGBoost ensemble models was evaluated on the testing dataset
to assess their generalisation capability and classification ac-
curacy for unseen data. The default XGBoost model was used
as the meta-classifier for all stacking ensembles.

A. Dataset Description

The dataset used in this experiment is the UNSW-NB15
dataset, which is publicly accessible from the University of
New South Wales (UNSW). This dataset consists of 257,673
records of network traffic, primarily categorized as either
normal or attack traffic. It includes a total of 43 features,
along with two label features [51]. The attack traffic is further
classified into nine different types based on their charac-
teristics: analysis, backdoor, DoS, exploits, fuzzers, generic,
reconnaissance, shellcode, and worms, as illustrated in Fig.
3. The dataset is stratified and split into a 70:30 ratio, with
70% used as the training set and 30% as the test set. As

shown in Fig. 3, attack classes such as “Analysis,” “Backdoor,”
“Reconnaissance,” “Shellcode,” and “Worms” constitute less
than 6% of the total instances, thus being identified as minority
classes in this study. This reflects the complexity of real-life
scenarios, where certain network attacks, despite their rarity,
are of significant concern.

B. Experimental Setup

The XGBoost models were implemented in a Python envi-
ronment. This model is capable of utilising GPU acceleration,
which enhances the efficiency of hyperparameter tuning. The
experiments compared the proposed approach with baseline
individual default XGBoost model which also serves as the
meta-classifier in each ensemble.

The MEALPY Python package [52] was utilised for hyper-
parameter tuning using metaheuristic algorithms. Due to the
extensive combinatorial optimisation search space, it is neces-
sary to establish a specific range for each parameter. For the
four critical parameters mentioned in Section III-B, the tuning
ranges are specified as follows: Number of estimators = [100,
200, 300, 400, 500, 600, 700, 800, 900, 1000], eta = [0.001,
0.01, 0.05, 0.1, 0.2, 0.3], minimum child weight = [1, 2, 3, 4,
5, 6], maximum depth = [3, 4, 5, 6, 7, 8, 9, 10, 11,12,13,14,15].
The other parameters are set as follows: booster= “gbtree”,
gamma = 0, subsample = 1, colsample_bytree =
1, reg_lambda = 1, tree_method=“hist”, and
random_state = 42 objective=“multi : softmax.

VII. HYPERPARAMETER TUNING RESULTS

Table I demonstrates the performance of the top five
XGBoost models from five different hyperparameter tuning
techniques, resulting in a total of 25 optimized models. The
primary focus is on their weighted F1-scores during training,
which are crucial for evaluating performance on imbalanced
datasets. All models demonstrate strong training performance,
with weighted F1-scores above 0.8180. The table organizes
the models according to their weighted F1-scores within each
hyperparameter tuning technique, facilitating comparison. For
example, RS-XGBoost 1 refers to the model with the highest
weighted F1-score from Random Search (RS) tuning, while
RS-XGBoost 5 denotes the model with the lowest weighted
F1-score among the top five from the same technique. This
arrangement allows for a clear comparison of the effectiveness
of each tuning method based on weighted F1-scores.

VIII. OPTIMIZED XGBOOST ENSEMBLE MODELS
RESULTS

A. Comparison of Optimized XGBoost-Stacking Models

Table II compares the performance of 18 stacking ensemble
models against a baseline individual XGBoost model. The
results show that all stacking ensemble models outperform
the individual XGBoost model with improvements in accuracy,
macro-average F1-score, and weighted F1-score. The weighted
F1-scores of the stacking models range from 0.8307 to 0.8367,
significantly higher than the individual XGBoost model’s
0.8161. This highlights the effectiveness of the stacking ensem-
ble approach in improving classification performance. Based
on Table II, the FPA-stacking ensemble models outperform
those using RS, BO, CSA, and GA-optimized models as
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base classifiers. They also surpass the TopP-stacking ensemble
models, which use the top-performing optimized classifiers as
base classifiers. Among the FPA-stacking ensemble models,
FPA-Stacking3 achieved the highest weighted F1-score of
0.8367, representing a 2.524% improvement over the indi-
vidual XGBoost model’s score of 0.8161. Beyond achieving
the highest weighted F1-score, FPA-Stacking3 also emerged
as the top-performing stacking ensemble model among all 18
models, with a macro-average F1-score of 0.6266 and the
highest accuracy of 0.8450.

B. Comparison of Optimized XGBoost-Voting Models

Tables III and IV show the results for 18 models of
soft voting and hard voting, respectively. The tables reveal
that all voting ensemble models showed slight improvements
over the individual XGBoost model, particularly in terms of
weighted F1-score. Soft voting models had weighted F1-scores
from 0.8197 to 0.8224, while hard voting models ranged
from 0.8197 to 0.8235, compared to 0.8161 for the individual
XGBoost model. This demonstrates the effectiveness of the
voting ensemble approach in enhancing classification perfor-
mance. Based on Table III, the TopP-SoftVoting ensemble
models outperform other soft voting ensembles that use RS,
BO, CSA, FPA, and GA-optimized models as base classifiers
in terms of weighted F1-score, with the CSA-SoftVoting5
ensemble model (0.8220) also emerging as a strong con-
tender. Among the TopP-SoftVoting models, TopP-SoftVoting3
stands out, achieving the highest weighted F1-score of 0.8224.

TABLE I. HYPERPARAMETERS AND WEIGHTED F1-SCORES FOR 25
OPTIMIZED CLASSIFIER MODELS

Model learning
rate

max
depth

min
depth

min
child
weight

Weighted
F1-

score
(Train)

RS-XGBoost 1 0.05 15 3 500 0.8196
RS-XGBoost 2 0.2 6 2 200 0.8196
RS-XGBoost 3 0.05 9 2 800 0.8193
RS-XGBoost 4 0.05 13 6 400 0.8192
RS-XGBoost 5 0.1 7 5 800 0.8189
BO-XGBoost 1 0.1 9 2 400 0.8194
BO-XGBoost 2 0.1 8 4 800 0.8194
BO-XGBoost 3 0.1 8 4 400 0.8187
BO-XGBoost 4 0.1 8 3 400 0.8186
BO-XGBoost 5 0.1 8 6 400 0.8181

CSA-XGBoost 1 0.0403 14 1 649 0.8201
CSA-XGBoost 2 0.0655 10 2 892 0.8198
CSA-XGBoost 3 0.0589 12 1 936 0.8198
CSA-XGBoost 4 0.1964 10 4 398 0.8196
CSA-XGBoost 5 0.0656 10 2 893 0.8195
FPA-XGBoost 1 0.0335 11 2 777 0.8198
FPA-XGBoost 2 0.1975 10 1 699 0.8197
FPA-XGBoost 3 0.2296 15 1 311 0.8195
FPA-XGBoost 4 0.2737 9 2 265 0.8195
FPA-XGBoost 5 0.2263 10 2 347 0.8194
GA-XGBoost 1 0.0898 12 2 727 0.8200
GA-XGBoost 2 0.0898 11 3 660 0.8200
GA-XGBoost 3 0.1335 12 2 393 0.8198
GA-XGBoost 4 0.898 11 2 660 0.8198
GA-XGBoost 5 0.0898 12 2 660 0.8198

This represents a 0.7720% improvement over the individual
XGBoost model’s score of 0.8161. Additionally, Table III
identifies FPA-XGBoost-SoftVoting3 as the ensemble model
with the highest macro-average F1-score of 0.6010, while
RS-XGBoost-SoftVoting3 stands out for achieving the highest
accuracy of 0.8356.

Table IV shows that all hard voting ensemble models
achieved a weighted F1-score above 0.8200, except for the
BO-HardVoting3 ensemble model, which recorded a weighted
F1-score of 0.8197. Among the 18 hard voting ensemble
models, the FPA-HardVoting4 model stands out with the
highest weighted F1-score of 0.8235, representing a 0.9068%
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TABLE II. ACCURACY AND F1-SCORES PERFORMANCE FOR STACKING
ENSEMBLES AND INDIVIDUAL CLASSIFIER MODELS

Algorithm Accuracy Macro-Average Weighted
F1-score F1-score

Individual XGBoost 0.8348 0.5945 0.8161
RS-XGBoost-Stacking3 0.8447 0.6205 0.8347
RS-XGBoost-Stacking4 0.8441 0.6194 0.8343
RS-XGBoost-Stacking5 0.8440 0.6197 0.8342
BO-XGBoost-Stacking3 0.8377 0.6146 0.8307
BO-XGBoost-Stacking4 0.8413 0.6151 0.8314
BO-XGBoost-Stacking5 0.8413 0.6151 0.8314

CSA-XGBoost-Stacking3 0.8430 0.6083 0.8314
CSA-XGBoost-Stacking4 0.8435 0.6062 0.8319
CSA-XGBoost-Stacking5 0.8433 0.6112 0.8325
FPA-XGBoost-Stacking3 0.8450 0.6266 0.8367
FPA-XGBoost-Stacking4 0.8441 0.6207 0.8355
FPA-XGBoost-Stacking5 0.8439 0.6228 0.8356
GA-XGBoost-Stacking3 0.8437 0.6153 0.8333
GA-XGBoost-Stacking4 0.8427 0.6147 0.8337
GA-XGBoost-Stacking5 0.8434 0.6115 0.8336

TopP-XGBoost-Stacking3 0.8436 0.6129 0.8343
TopP-XGBoost-Stacking4 0.8442 0.6120 0.8339
TopP-XGBoost-Stacking5 0.8444 0.6181 0.8339

TABLE III. ACCURACY AND F1-SCORES PERFORMANCE FOR SOFT
VOTING ENSEMBLES AND INDIVIDUAL CLASSIFIER MODELS

Algorithm Accuracy Macro-Average Weighted
F1-score F1-score

Individual XGBoost 0.8348 0.5945 0.8161
RS-XGBoost-SoftVoting3 0.8356 0.5988 0.8207
RS-XGBoost-SoftVoting4 0.8355 0.5960 0.8208
RS-XGBoost-SoftVoting5 0.8350 0.5932 0.8204
BO-XGBoost-SoftVoting3 0.8353 0.5936 0.8197
BO-XGBoost-SoftVoting4 0.8351 0.5964 0.8199
BO-XGBoost-SoftVoting5 0.8353 0.5967 0.8199

CSA-XGBoost-SoftVoting3 0.8326 0.5975 0.8218
CSA-XGBoost-SoftVoting4 0.8330 0.5959 0.8219
CSA-XGBoost-SoftVoting5 0.8330 0.5965 0.8220
FPA-XGBoost-SoftVoting3 0.8320 0.6010 0.8219
FPA-XGBoost-SoftVoting4 0.8325 0.5994 0.8218
FPA-XGBoost-SoftVoting5 0.8324 0.6002 0.8218
GA-XGBoost-SoftVoting3 0.8323 0.5978 0.8219
GA-XGBoost-SoftVoting4 0.8324 0.5983 0.8218
GA-XGBoost-SoftVoting5 0.8324 0.5979 0.8219

TopP-XGBoost-SoftVoting3 0.8336 0.5967 0.8224
TopP-XGBoost-SoftVoting4 0.8335 0.5958 0.8221
TopP-XGBoost-SoftVoting5 0.8337 0.5945 0.8218

improvement over the individual XGBoost model’s score
of 0.8161. Additionally, Table IV indicates that the FPA-
HardVoting3 model achieved the highest macro-average F1-
score of 0.6010, while the RS-HardVoting3 model achieved
the highest accuracy of 0.8356.

C. Per Class Comparison

We further perform a comparison of the proposed FPA-
XGBoost-Stacking, focusing on performance improvements
across classes achieved by the ensemble models compared
to an individual XGBoost model. Considering FPA-XGBoost
Stacking with three models performs the best, we compare the
performance of the FPA-XGBoost Stacking with an individual
XGBoost and another ensemble approach proposed by Thock-
chom et al. [11], This ensemble approach selected due to its
relevance to the methods used in this research. Thockchom et

TABLE IV. ACCURACY AND F1-SCORES PERFORMANCE FOR HARD
VOTING ENSEMBLES AND INDIVIDUAL CLASSIFIER MODELS

Algorithm Accuracy Macro-Average Weighted
F1-score F1-score

Individual XGBoost 0.8348 0.5945 0.8161
RS-XGBoost-HardVoting3 0.8356 0.6005 0.8209
RS-XGBoost-HardVoting4 0.8342 0.5971 0.8221
RS-XGBoost-HardVoting5 0.8353 0.5974 0.8210
BO-XGBoost-HardVoting3 0.8353 0.5931 0.8197
BO-XGBoost-HardVoting4 0.8352 0.5953 0.8211
BO-XGBoost-HardVoting5 0.8354 0.5930 0.8200

CSA-XGBoost-HardVoting3 0.8330 0.5986 0.8221
CSA-XGBoost-HardVoting4 0.8323 0.5962 0.8225
CSA-XGBoost-HardVoting5 0.8329 0.5979 0.8218
FPA-XGBoost-HardVoting3 0.8316 0.6010 0.8223

FPA-XGBoost-HardVoting4 0.8316 0.5990 0.8235
FPA-XGBoost-HardVoting5 0.8323 0.5991 0.8217
GA-XGBoost-HardVoting3 0.8320 0.5986 0.8217
GA-XGBoost-HardVoting4 0.8320 0.5993 0.8225
GA-XGBoost-HardVoting5 0.8320 0.5974 0.8216

TopP-XGBoost-HardVoting3 0.8333 0.5959 0.8223
TopP-XGBoost-HardVoting4 0.8325 0.5952 0.8226
TopP-XGBoost-HardVoting5 0.8339 0.5952 0.8221

al.’s [11] model is a heterogenous stacking ensemble involving
Gaussian Naive Bayes, Logistic Regression, and Decision Tree
as base classifiers, with Stochastic Gradient Descent as the
meta-classifier, using the base classifiers’ predictions as input.

TABLE V. F1-SCORES FOR DIFFERENT ATTACK CLASSES ACROSS
MODELS

Attack class Individual FPA Thockchom et al.
XGBoost -XGBoost [11]
(default) -Stacking

Analysis 0.1861 0.2229 ✓ 0.0023
Backdoor 0.1684 0.2085 ✓ 0.0336

DoS 0.2041 0.4149 ✓ 0.1663
Exploits 0.7420 0.7531 ✓ 0.7120
Fuzzers 0.6395 0.6706 ✓ 0.6041
Generic 0.9888 0.9894 * 0.9848
Normal 0.9296 0.9350 ✓ 0.9135

Reconnaissance 0.8384 0.8304 0.8114
Shellcode 0.6763 0.6723 0.6099

Worms 0.5714 0.5686 0.4296
Weighted 0.8161 0.8367 ✓ 0.7934
F1-score
Accuracy 0.8343 0.8450 ✓ 0.8111

(✓) Significant improvements, (*)Slight improvements

The results presented in Table V offer compelling evidence
for the effectiveness of our proposed FPA-XGBoost-Stacking
model in addressing the challenges of imbalanced network
attack detection. One of the most striking findings is the
model’s performance on underrepresented attack classes. For
instance, the F1-score for the DoS class improved dramatically
from 0.2041 to 0.4149, a 103.3% increase. This is particularly
significant given that DoS attacks comprise less than 2% of the
samples compared to the majority class. Similarly, substantial
improvements were observed for other rare attack types, with
the Analysis class showing a 19.8% increase and the Backdoor
class a 23.8% increase in F1-scores. The consistent improve-
ments across almost all attack classes are noteworthy. Six out
of ten classes showed significant enhancements, indicating that
our model’s performance boost is not limited to just a few
categories. This broad-spectrum improvement suggests that
the FPA-XGBoost-Stacking model has successfully captured
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a wide range of attack patterns and characteristics.

When comparing our model to both the individual XG-
Boost classifier and Thockchom et al.’s heterogeneous stacking
ensemble, the advantages of our approach become clear. The
overall weighted F1-score of 0.8367 represents a 2.52% im-
provement over individual XGBoost and a 5.46% improvement
over Thockchom et al.’s model. This demonstrates that our ho-
mogeneous stacking approach with XGBoost, combined with
FPA-based hyperparameter tuning, outperforms both simpler
and more complex heterogeneous models.

It is worth noting that there were slight decreases in perfor-
mance for the Reconnaissance, Shellcode, and Worms classes
compared to the individual XGBoost model. However, these
decreases were minimal, and our model still outperformed
Thockchom et al.’s approach in these categories. This suggests
that while our model excels in most areas, there may be
room for further optimization in detecting these specific attack
types. The improved accuracy (0.8450 compared to 0.8343 for
individual XGBoost and 0.8111 for Thockchom et al.’s model)
further corroborates the overall enhanced performance of our
approach. This indicates that our model not only improves the
detection of underrepresented classes but also maintains high
performance on more common attack types and normal traffic.

IX. CONCLUSION

The experimental results highlight the effectiveness of en-
semble learning techniques, particularly homogeneous stacking
and voting, in addressing imbalanced datasets for network
attack detection. Homogeneous stacking tends to produce more
stable and consistent results because all base models in the
ensemble use the same algorithm. In contrast, heterogeneous
ensembles might be more volatile. Different algorithms can
react very differently to changes in the data, potentially leading
to less stable overall predictions. Key findings reveal that com-
bining hyperparameter tuning, XGBoost, and homogeneous
stacking, enhances detection performance and class-specific
metrics compared to standalone classifiers. Our research has
also demonstrates that FPA effectively improves XGBoost’s
performance in the context of multi-class, imbalanced network
attack detection offering new insights into enhancing the
accuracy and robustness of intrusion detection systems. These
findings not only fill a gap in the literature but also provide
practical implications for developing more effective network
security solutions.

The FPA-XGBoost-Stacking model outperformed both in-
dividual XGBoost and Thockchom et al.’s ensemble model,
significantly improving F1-scores for six classes and slightly
improving one additional class. These results demonstrate
that homogeneous stacking with XGBoost achieves better
predictions than Thockchom et al.’s heterogeneous stacking.
Additionally, our approach effectively addresses class imbal-
ance without resorting to resampling techniques, avoiding
overfitting or information loss.

In summary, this research contributes significantly to the
field by introducing a novel ensemble learning approach that
effectively addresses imbalanced classification without resam-
pling. The combination of hyperparameter tuning, XGBoost,
and stacking shows superior performance, greatly improving
network attack detection and offering a robust solution for

similar challenges across various domains. This methodology
can be adapted to other areas with imbalanced multi-class
datasets, paving the way for future research and the broader
application of ensemble learning techniques, underscoring its
impact in developing effective classification models.
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Abstract—Web applications are part of the daily life of
Internet users, who find services in all sectors of activity.
Web applications have become the target of malicious users.
They exploit web application vulnerabilities to gain access to
unauthorized resources and sensitive data, with consequences
for users and businesses alike. The growing complexity of web
techniques makes traditional web vulnerability detection methods
less effective. These methods tend to generate false positives,
and their implementation requires cybersecurity expertise. As for
Machine Learning/Deep Learning-based web vulnerability detec-
tion techniques, they require large datasets for model training.
Unfortunately, the lack of data and its obsolescence make these
models inoperable. The emergence of large language models and
their success in natural language processing offers new prospects
for web vulnerability detection. Large language models can be
fine-tuned with little data to perform specific tasks. In this paper,
we propose an approach based on large language models for web
application vulnerability detection.

Keywords—Deep learning; web application; vulnerability; de-
tection; large language model

I. INTRODUCTION

Nowadays Information and Communication Technologies
have facilitated business practices in all sectors of activity
(finance, insurance, health, education, energy, etc.). Business
processes are automated through the creation of software to
improve the productivity of companies and administrations.
In February 2024, the number of Internet users worldwide
was estimated at over 5.4 billion1. Internet has become the
”crossroads” where all types of data are exchanged. This ever-
increasing accessibility to web resources by internet users
has led to the growth of online services via web or mobile
applications. All of which increases the attack surface for
malicious users exploiting web applications vulnerabilities.
From January to December 2022, more than 60 million attacks
were observed daily against web applications2.

Web applications are designed on a client-server architec-
ture. The server side generally includes an application server
and a database server. The client (a computer with a web
browser) sends an HTTP request to the application server,
which queries the database server with an SQL query. The
database server sends a response to the application server,

1https://www.wpbeginner.com/fr/research/internet-usage-statistics-and-
latest-trends/

2https://www.akamai.com/fr/resources/state-of-the-internet/slipping-
through-the-security-gaps-the-rise-of-application-and-api-attacks

which returns an HTTP response to the client. Fig. 1 gives
an overview of web application architecture [1].

Different parts of this architecture may be subject to vul-
nerabilities: web application programming, interaction between
client and server, server configuration, etc. In the literature,
several approaches have been developed to detect vulnerabili-
ties in applications and prevent web attacks:

• integrating a secure code approach into application
development;

• manual code review;

• vulnerability testing (white box, black box and hybrid
method);

• use of intrusion detection systems.

These approaches generally use a list of pre-written rules
and vulnerability databases. They require cybersecurity exper-
tise, are time-consuming and have a high False Positive Rate
(FPR). In a recent study on the detection of malicious URLs
[2], we showed the importance of using FPR as an evaluation
metric. Our approach enabled us to build models with an FPR
of 1.13%, compared with similar works that have a FPR of
between 8.15% and 12.03%.

Recent advances in Machine Learning (ML) and Deep
Learning (DL) especially offer interesting prospects for de-
tecting vulnerabilities in web applications. Where resources
are limited, the use of Large Language Models (LLMs) could
be an excellent alternative for obtaining better results with little
data. The main objective of this work is to present a review
of the different DL approaches used in the literature to detect
vulnerabilities in web applications, the difficulties encountered
by researchers and how LLMs can contribute to better results.

The rest of this paper is organized as follows: Section II
presents the background of study. In Section III, we define
some concepts used in the study. Section IV deals with related
works. In Section V, we present our approach for detecting
web applications vulnerabilities using LLMs. We conclude this
work in Section VI.

II. BACKGROUND STUDY

A vulnerability is a flaw or weakness in an application’s
design or implementation. A vulnerability exploited by an
attacker has consequences for the application, its owner and the
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Fig. 1. Overview of web architecture.

application’s users3. In this section we present web application
vulnerabilities, some countermeasures and DL approach in web
vulnerabilities detection.

A. Vulnerabilities in Web Applications

OWASP (Open Web Application Security Project) regu-
larly publishes the Top 10 web application security risks.
The OWASP Top 10 is a standard awareness document
for developers and web application security. It represents
a broad consensus about the most critical security risks to
web applications. The OWASP Top 10 for 20214 highlights
the consolidation of certain vulnerabilities, such asInjection,
Security Misconfiguration, and the emergence of others, such
as Broken Access Control, Insecure Design, Vulnerable or
Outdated Components.

Reference [3] classifies vulnerabilities into three main
categories such as:

• Improper input validation: relates to an incorrect val-
idation and sanitization of user input. Some examples
of web attacks caused by this category of vulnerability
are SQL injection and Cross-Site Scripting (XSS).

• Improper session management: relates to when the
web session is insecured. Web requests could not be
identified as malicious or not until these are linked
with a proper valid session identifier. Some examples
of web attacks caused by this category of vulnerability
are Cross-Site Request Forgery (CSRF) and session
highjacking.

• Improper authorization and authentication: involves a
logic flaw in the implementation of access control
rules and authentication functions. If web application
does not correctly manage authentication and autho-
rization procedures, broken access control is one of
the web attacks likely to occur.

Fig. 2 shows a summary of web vulnerability types [3].

B. Existing Countermeasures

Numerous approaches are proposed in the literature for
detecting and preventing vulnerabilities in web applications.
However, no single approach can detect all vulnerabilities
present in web applications. Existing approaches are comple-
mentary and can be integrated into all phases of the web

3https://owasp.org/www-community/vulnerabilities/
4https://owasp.org/www-project-top-ten/

Fig. 2. Type of web vulnerabilities.

application development cycle. Referring to research works
[1], [3], existing approaches include secure programming,
static, dynamic and hybrid analysis, black box testing, Intru-
sion Detection Systems (IDS). ML and DL techniques can be
integrated into the above-mentioned approaches.

1) Secure programming: A survey conducted in 2019
found that 82 percent of vulnerabilities were located in ap-
plication code and one in five vulnerabilities was high sever-
ity5. Secure programming is a set of best practice rules to
help programmers develop secure web applications. Secure
programming protects coding practices by coding properly,
checks input data, encode correctly the user input, its type
further by setting the query’s parameter, also by bringing stored
procedures to work [3]. Secure programming makes program-
mers aware of the security risks involved in writing code and
using libraries and components. In fact, in the OWASP Top
10 for 2021, Vulnerable and Outdated Components is ranked
6th, whereas this vulnerability was ranked 9th in the previ-
ous ranking (OWASP Top 10 for 2017). ASVS (Application
Security Verification Standard)6, ESAPI (Enterprise Security
API), SAMM (OWASP Software Assurance Maturity Model)7

are different standard proposed by OWASP project to allow
developers to code secure web applications.

2) Static analysis: Static analysis can be carried out at the
implementation phase of web application, where it looks for
vulnerabilities in source codes and trying to flag them without
executing applications [4]. In the literature, several research
works have focused on the detection of web application
vulnerabilities using static analysis [5], [6], [7], [8]. Overall,
static analysis-based tools detect web vulnerabilities despite
their trend to generate false positives. Time required to use
these tools increases with the size of the code to be scanned
[1].

3) Dynamic analysis: It is the opposite approach to static
analysis. Its aim is to identify security violations during web
application execution. It is a useful technique to prevent web
vulnerabilities. This technique incurs no false positives but is
less effective for large code coverage. Some existing studies
using Dynamic analysis [4], [9], [10], [11]

5https://www.ptsecurity.com/ww-en/analytics/web-vulnerabilities-2020/
6https://www.owasp.org/index.php/ASVS
7https://www.owasp.org/index.php/SAMM
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Fig. 3. Web vulnerabilities countermeasures.

4) Black Box testing: This method does not require source
code information. It is done with no knowledge of the applica-
tion’s internals. This form of testing is carried out to evaluate
the functionality, security, performance, and other aspects of
an application. Details can be found in [12], [13]

5) Intrusion detection systems: An IDS is a mechanism
designed to detect abnormal or suspicious activity on an
analyzed target. It provides information on both successful
and unsuccessful intrusion attempts. The target can be a
host system (Host Intrusion Detection System (HIDS)) or
Network communications (Network Intrusion Detection Sys-
tem (NIDS)) or Web Application (Web Application Firewall
(WAF)). There are two main types of WAFs. Traditional WAFs
and ML/DL based WAFs. Details can be found in [14], [15]

Fig. 3 shows a summary of web vulnerabilities counter-
measures.

C. Deep Learning Approach in Web Vulnerabilities Detection

Alaoui et al. [1] conducted a Systematic Literature Review
on the detection of vulnerabilities and attacks on web appli-
cations using DL techniques. The literature review covered
63 primary studies or articles on DL-based web application
security published between 2010 and September 2021. The
authors reviewed articles on various aspects and carried out
a qualitative analysis of the results obtained. The qualitative
analysis of the selected studies shows that the research area of
DL-based web attack detection is yet to be properly explored,
and that interest in web vulnerability detection using DL
models is very recent. Since 2019, the number of papers
published in this research area has increased significantly.
Finally, authors noticed that CNN (Convolutional neural net-
work), LSTM (Long short-term memory), and DFFN (Deep
Feed Forward Network) are the most DL models used in the
reviewed studies.

Dawadi et al. [15] focused on using DL techniques to
improve performance of Web Application Firewall. Authors
proposed a WAF layered architecture based on LSTM for
DDoS (Distributed denial-of-service), SQL injection, and XSS
detection in the web-based service system. The model achieved
97.57% accuracy for DDoS detection and 89.34% accuracy for
XSS/SQL injection detection.

Alghazzawi et al. [16] conducted a Systematic Literature
Review on the detection SQL Injection using ML/DL tech-
niques. The literature review covered 36 articles published

between 2012 and 2021. A large proportion of the reviewed
studies (83%) used datasets collected from public repositories
and HTTP requests. The remaining 17% of the reviewed
studies used synthetic datasets created by the authors using
deep learning models that can be trained to learn the semantic
features of SQL attacks in order to generate new test cases
from user inputs.

Maurel et al. [17] explored static approaches to detect
XSS vulnerabilities using neural networks. Authors compared
two different code representations: word2vec based on NLP
(Natural Language Processing) and code2vec based on PLP
(Programming Language Processing); and generate models
using different neural network architectures for static analysis
detection in PHP and Node.js. Model performed better with
PLP approach (Accuracy 95.38%). As programs to be analyzed
were run on the server side, authors were faced with the
problem of data availability, so they opted for generated
datasets (source code). The code generator of the NIST SA-
MATE project8. Authors improved this generator by correcting
shortcomings and increasing the number of datasets generated
by taking into account the rules announced by OWASP.

Alaoui et al. [18] proposed an approach to detect XSS
attack. This approach based on LSTM Encoder-Decoder and
Word Embeddings. Authors experiment different free context
word embeddings (Word2vec, Glove, FastText) to transform
HTTP requests to numerical vectors that can be processed by
the classification models. Authors implement LSTM Encoder-
Decoder and CNN Encoder-Decoder models. Overall LSTM
Encoder-Decoder achieves the best classification results re-
gardless of the word embedding technique used: 99.08%
accuracy, 99,09% precision, and 99,08% Recall.

As stated above, research interest in web vulnerability
detection using DL techniques has been growing in recent
years. There are some interesting results in the literature.
However, they face a number of limits. Thanks to the various
systematic literature reviews, we can see that the majority of
articles are oriented towards binary classification. However,
it is important to evaluate how well DL models specifically
detect different types of web vulnerabilities. Added to this
is the availability of data. Indeed, the performance of DL
models can be improved by the availability of sufficient quality
data. Training a deep learning model requires large volumes of
data. Unfortunately, data relating to the security of enterprise
applications is sensitive and not always accessible to the
general public. Most of the datasets used in the literature are
available publicly. They are outdated and do not take into
account new vulnerabilities or recent attack techniques [1].
These datasets no longer reflect the complexity of modern web
applications. To address this shortcoming, several researchers
have experimented with the data generation approach to train
or test their models. But data is still synthetic, not real. It is
therefore important for companies to contribute to research
by making their application code and WAF logs available
to the public, even anonymously. Another challenge is code
representation. How to represent software programs so that
they can be used by a DL model? Li et al. [19] gives some
guide principle with VulDeePecker and proposed a framework
called SySeVR (Syntax-based, Semantics-based, and Vector

8https://www.nist.gov/itl/ssd/software-quality-group/samate
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Representations) [20]. This framework focuses on obtaining
program representations that can contains syntax and seman-
tic relevant information to vulnerabilities. SySeVR has been
evaluated with dataset of open source C/C++ programs from
the NVD9 and from the SARD10. NLP and PLP approaches
have been explored in literature but it’s still an open question.

With reference to the limitations outlined above, we pro-
pose an approach based on LLMs. This approach will consist
in fine-tuning LLMs for web vulnerability detection. This can
be performed on small dataset. Indeed, the recent emergence of
LLMs offers interesting prospects for detecting vulnerabilities
in web applications. LLMs have been pre-trained on large
datasets and succeed in a variety of NLP tasks for which
they have not been specially trained [21]. In addition, LLMs
represent an excellent advance in natural language processing,
with a good representation of textual data. The proposed
approach therefore addresses some limitations mentioned by
Alaoui et al. in [1].

III. CONCEPTS

In this section, we define some important concepts in the
field of cybersecurity and artificial intelligence. This will help
us to have a good comprehension of our approach.

A. Vulnerability

A vulnerability is a weakness in a computer system that
allows an attacker to undermine the integrity of the system:
its normal operation, the confidentiality or integrity of the
data it contains. Vulnerabilities are the result of weaknesses in
the design, implementation or use of a hardware or software
component of the system.

Vulnerabilities can be intentional (backdoors) or accidental,
resulting from a lack of knowledge on the part of developers
of good security practices or due to the ever-increasing com-
plexity of modern technologies, which increasingly require the
adoption of new design and development methods in order to
limit the risk of adding vulnerabilities. These vulnerabilities
are generally corrected as they are discovered.

Once discovered, vulnerabilities can be the subject of
an identification called a CVE11(Common Vulnerabilities and
Exposures). These are published by the Massachusetts Insti-
tute of Technology Research Establishment (MITRE12) at the
request of researchers. This organization can also delegate its
identification powers to a company or research center. The
latter then becomes a CNA (CVE Numbering Authority)13.

The CVE lists are brief and do not include technical data
or information about risks, effects and patches. These details
are recorded in other databases, such as the US National
Vulnerability Database (NVD) or the CERT/CC Vulnerability
Notes Database14, etc.

9https://nvd.nist.gov/
10https://samate.nist.gov/SARD/
11https://www.cve.org/
12https://www.cve.mitre.org/
13https://www.orangecyberdefense.com/fr/insights/blog/gestion-des-

vulnerabilites/vulnerabilites-de-quoi-parle-t-on
14https://www.kb.cert.org/vuls/

B. Attack and Intrusion

An attack is any attempt to gain unauthorized access to a
computer, computer system or computer network with the aim
of causing damage. Computer attacks are aimed at disabling,
disrupting, destroying or controlling computer systems or at
modifying, blocking, deleting, manipulating or stealing data
contained in these systems15.

An intrusion is an internal malicious act, but of external
origin, resulting from an attack that has succeeded in exploiting
a vulnerability [22].

C. Large Language Models

LLMs are recent advances in deep learning models to work
on human languages. LLMs refer to large general-purpose
language models that can be pre-trained and then fine-tuned
for specific purposes. LLMs are trained to solve common
language problems, such as text classification, question an-
swering, document summarization, and text generation16. The
models can then be adapted to solve specific problems in
different fields using a relatively small size of field datasets
via fine-tuning. LLMs rely on substantively large datasets
to perform those functions. These datasets can include 100
million or more parameters, each of which represents a variable
that the language model uses to infer new content [23].
Understanding the importance of LLMs requires background
knowledge of Deep Neural Networks (DNNs), Transformers,
Attention mechanisms, etc. Indeed [24]:

• LLM is based on transformer architecture

• Attention mechanism allows LLMs to capture long-
range dependencies between words, hence the model
can understand context

• LLM generates text autoregressively based on previ-
ously generated tokens

Large Language Models have evolved rapidly. From 2018
to early 2024, hundreds of models have been created17. These
models can be differentiated into 4 generations as of now,
mainly separating model complexity, but also aspects such as
model parameters (embedding encoding, activation functions),
quantity and quality of input data, and additional fine-tuning
steps. Fig. 4 shows the evolutionary tree of modern LLMs [25].

There are many LLMs developed: GPT-3 and GPT-4 from
OpenAI18,BERT, PaLM 2 and T5 from Google19, RoBERTa
and LLaMA 2 from Meta20, etc. These are models that can
understand language and can generate text.

IV. RELATED WORKS

In this section, we review previous work on using Large
Language Models to detect software vulnerabilities.

15https://www.cyberuniversity.com/post/attaque-informatique-en-quoi-ca-
consiste

16https://guides.nyu.edu/data/llm
17https://admantium.com/blog/llm01 introduction to llms/
18https://openai.com/
19https://ai.google/
20https://www.ai.meta.com/
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Fig. 4. The evolutionary tree of modern LLMs.

In 2021, Wu presented a literature review [26] on detection
of software vulnerability using NLP technology. This paper
that focused on static analysis, reviewed techniques to segment
source code, extract features and modeling training. BERT
[27], GPT [28] and their extended models have been presented
as best models in NLP fields. Code being a kind of text, it is
logic to think that these models can be used to detect software
vulnerability.

Szabó and Bilicki [29] proposed a new approach to web
application security using GPT language models for source
code inspection. After showing the increasing use of AI in
software development, authors formulated a categorization to
determine the nature of the sensitive data and the application’s
vulnerability in a source code and then developed a method
based on the GPT API. The targeted vulnerability in this study
is CWE-653: Improper Isolation or Compartmentalization. The
dataset used consisted of Angular projects collected from
GitHub. The model trained on GPT-4 with an accuracy of
88.76% confirms the hypothesis that LLMs have the ability to
analyse and interpret software source code. This study opens
up prospects for research into the detection of other types of
vulnerability using LLMs.

In 2021 Ranade et al. [30] developed CyBERT to represent
textual data from the cyber security domain. CyBERT is a
domain-specific BERT model. CyBERT is a BERT model
fine-tuned with Masked Language Modeling (MLM) and an
extended cybersecurity vocabulary. The model has been trained
with a large corpus of text from Cyber Threat Intelligence. This
model provides cyber security professionals the ability to per-
form tasks such as Named Entity Recognition (NER), multi-
label classification of attacks based on a textual description of
the vulnerability. CyBERT outperforms BERT-base model in
these tasks. This demonstrates that fine-tuning has enabled the
model to learn terms and concepts of cyber security, as well
as the relationships between them.

Ameri et al. [31] also proposed CyBERT. In this paper,
CyBERT stands for Cybersecurity Claim Classification by
Fine-Tuning the BERT Language Model. This classification
is based on sequences collected from the documentation of

industrial control system devices. The experimental study
carried out enabled the hyper-parameters to be optimised and
led to a good choice of model architecture. This study led
to the conclusion that fine-tuning a BERT model with 2
hidden dense layers and a classification layer achieves a greater
accuracy. The resulting CyBERT model with an accuracy of
0.954 outperforms other language models (GPT-2, ULMFiT,
ELMo+NN, ELMo+CNN, ELMo+BiLSTM, ELMo+LSTM)
as well as other neural networks (CNN, LSTM, BiLSTM).

In 2022, Aghaei et al. [32] developed SecureBERT, a
domain-specific language model for cybersecurity. Secure-
BERT is based on the architecture of RoBERTa (trained with
RoBERTa-base) with weight adjustments of pre-trained model.
SecureBERT has a good understanding of the semantics of
words and phrases. In addition to the pre-trained tokenizer,
authors have created a customized tokenizer specific to the
cyber security domain, which preserves generic vocabulary
while taking into account new tokens emerging from the cyber
security domain. SecureBERT has been evaluated on several
tasks such as cybersecurity masked word prediction, named
entity recognition and sentiment analysis. Evaluation on this
last task is proof that SecureBERT has a good understanding
of generic language. SecureBERT outperforms others models
(RoBERTa-base, RoBERTa-large, SciBERT).

Bokolo et al. [33] conducted a study on web attack de-
tection using DistilBERT, RNN and LSTM. Using a dataset
consisting of 33,000 http requests, several experiments were
carried out: classification of attacks using URL, the content of
the Body or the user data. RNN, with an accuracy of 94%,
outperformed others models.

Gallus et al. [34] conducted an experimental penetration
testing study on a web application. Thanks to its perfect
understanding of web technologies and security principles,
chatGPT was used as a penetration test guide. By following
the procedures described by chatGPT, the authors were able to
retrieve information about the targeted web application, such as
the version of WordPress and the theme used. This information
was used to discover vulnerabilities in the target application.
Using chatGPT’s instructions, the testers extracted the list of
the application’s user accounts as well as the administrator’s
account. This experiment shows that chatGPT can be used
as a guide when testing vulnerabilities in web applications.
However, malicious users, even with little technical knowledge,
could reproduce chatGPT’s instructions and perpetrate attacks
on web applications.

Sakaoglu Sinan [35] presented KARTAL: Web Application
Vulnerability Hunting Using Large Language Models; Novel
method for detecting logical vulnerabilities in web applications
with finetuned Large Language Models. The targeted vulner-
ability is Broken access control, more precisely:

• CWE-639 Authorization Bypass Through User-
Controlled Key

• CWE-209: Generation of Error Message Containing
Sensitive Information (Exposure of Sensitive Informa-
tion)

GPT-3.5 was used to generate the dataset, followed by
manual labelling for greater accuracy. A total of 1780 samples
were annotated, containing at least 200 samples of each class
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(benign, CWE-639, CWE-209). The pre-trained models MP-
Net, DistillRoBerTa and MiniLM were used for fine-tuning.
The best model (all-mpnet-base-v2) obtained an accuracy of
87.19%, F1-score of 0.82 and MCC (Matthew’s correlation
coefficient) of 0.7.

Hanif et al. [36] presented VulBERTa, a deep learning
approach to detect security vulnerabilities in C/C++ source
code at function-level granularity. This approach pre-trains a
RoBERTa model with a custom tokenisation pipline of source
code collected from open-source C/C++ projects. The pre-
trained model was fine-tuned for vulnerability detection with
alternatively a Multi-Layer Perceptron (VulBERTa-MLP) and
a Convolutional Neural Network (VulBERT-CNN). The model
outperforms existing approaches on binary and multi-class vul-
nerability classification across different datasets (Vuldeepecker
[19], Draper [37], REVEAL [38] and muVuldeepecker [39])
and benchmarks (CodeXGLUE [40] and D2A [41])

Kim et al. [42] developped VulDeBERT, a vulnerability
detection model for C/C++ source code by fine-tuning BERT
model. VulDeBERT analyses code, extracts well-represented
abstract code fragments and generates code gadgets that will
be embedded to feed BERT model. VulDeBERT focuses on
security vulnerabilities related to system function calls. it
outperforms VulDeePecker [19] in detecting two vulnerability
types (CWE-119 and CWE-399).

Table I summarizes related works, with an analysis of
strengths and weaknesses. Overall, the current state of the
literature shows interest in the detection of web application
vulnerabilities using LLMs. However, we note that there is
more research on adapting LLMs to the cybersecurity field
[30], [31], [32]. These work show that, thanks to fine-tuning,
LLMs are able to understand the semantics of words in a
text dealing with cybersecurity. LLMs have shown excellent
performance in NLP downstream tasks: cybersecurity NER,
English sentiment analysis, etc. In addition, we note that some
studies have used LLMs or deep neural networks to detect
software vulnerabilities in C/C++ source code, with difficulties
of generalization to other programming languages[36], [42].
However, a few studies have focused on detecting vulnerabil-
ities in web applications [29], [35]. Finally, we also note that
BERT and GPT remain the most widely used language models
for cybersecurity adaptation and vulnerability detection [43].
It will be more useful to experiment with other types of LLMs
and conduct a comparative study based on their architecture
in order to address the weaknesses of existing works.

V. METHODOLOGY

Detecting software vulnerabilities by using LLMs has pro-
duced interesting results, despite the difficulties of generalising
the models to other programming languages, particularly web
languages. In order to fully exploit the potential of LLMs
for detecting vulnerabilities in web applications, we propose a
three-stage approach:

• Exploration

• Experimentation

• Evaluation

The exploration consists of a literature review on the use
of LLMs in the field of cyber security, more specifically the

detection of vulnerabilities in web applications. The literature
review (summarised in the previous section) carried out using
scientific publications (articles, web articles, dissertations, etc.)
enabled us to identify the most widely used and best perform-
ing LLMs, types of data used and sources of data collection.
Although our literature review revealed a predominance of the
BERT and GPT models and their variants, our approach defines
criteria for choosing LLMs. These criteria are based on the
following points:

• Type of licence : open-source or closed-source

• LLM’s architecture: encoder-decoder, encoder-only,
decoder-only

• Publication’s year

• Performance of models evaluated on the same
datasets21

The Table II shows a short list of LLMs selected on the
basis of the above criteria.

Experimentation consists of defining the neural network
architecture and the network learning strategy, training the
model and optimising it to obtain better performance. The
experimentation stage is designed to be iterative, with the
hyper-parameters of models being adjusted and the perfor-
mance of models being continuously evaluated. Although the
performance of NLP tasks is improved by pre-training the
basic models, it is important to note that the process requires
enormous hardware resources (computing power) and large
corpus of text. The fine-tuning process, on the other hand, can
be carried out on small datasets and does not require a large
corpus of text [44]. In a context where hardware resources and
training data are limited, it is advisable to adopt a fine-tuning
strategy.

The evaluation stage enables a comparative analysis of the
approach with the results of the state of the art; to identify
the strengths and limitations of the proposed approach while
studying the applicability of the model in a real environment.

Fig. 5 summarises the methodology described above.

VI. CONCLUSION AND FUTURE WORKS

As the number of Internet users increases, web applications
are ubiquitous in all sectors of activity. Unfortunately, this pro-
liferation of web platforms is accompanied by major security
risks. Web applications are subject to numerous vulnerabilities
reported in several vulnerability databases. Many approaches
are proposed in the literature to detect these vulnerabilities. In
this paper, after an overview of different approaches, we focus
on DL techniques applicable to web vulnerability detection.
We presented difficulties and challenges of these approaches to
obtain better results and detect several types of vulnerabilities.
Finally, we presented the potential of Large Language Models
in the cybersecurity domain and proposed an approach for web
vulnerabilities detection.

Application of this approach, subdivided into three stages
(exploration, experimentation and evaluation), will enable re-
searchers to carry out experimental studies, starting with the

21https://admantium.com/blog/llm02 gen1 overview/

www.ijacsa.thesai.org 1396 | P a g e

https://admantium.com/blog/llm02_gen1_overview/


(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

TABLE I. ANALYSIS OF STRENGTHS AND WEAKNESSES OF RELATED WORK

Paper Topic covered Models Strengths Weaknesses
[26] Literature review on vulnera-

bility detection using NLP
BERT, GPT Review of vulnerabilities detection using

neural network; Good description of models
Segmentation of code source and feature extrac-
tion; No critical analysis of models

[29] CWE-635 vulnerabilities de-
tection in Angular applica-
tions

GPT-3.5, GPT-4 via API call Classification of sensitive data; Determining
protection levels

Depend on prompt’s quality; No comparative
study with other LLMs; Results inspected man-
ually for evaluation

[30] Cybersecurity domain adapta-
tion

BERT + MLM Fine-tuning
with text in cybersecurity do-
main

Cybersecurity NER; recognizing a vulnera-
bility from a text description

May require high computational burden with the
size of extended vocabulary

[31] CyBERT: Cybersecurity
Claim Classification by Fine-
Tuning the BERT Language
Model

CyBERT (fine-tuned BERT),
GPT-2

Hyperparameters tuning; Comparaison with
other DL models

Require high computing resources (GPUs mem-
ory); Not easy to reproduce

[32] SecureBERT: A Domain-
Specific Language Model for
Cybersecurity

RoBERTa + Customized to-
kenization + Altering pre-
trained weights + Fine-tuning
with text in cybersecurity do-
main

Cybersecurity NER; English sentiment anal-
ysis

Require high computing resources (GPUs mem-
ory)

[35] CWE-639 and CWE-209 vul-
nerabilities detection

all-mpnet-base-v2, all-
distilroberta-v1, all-MiniLM-
L12-v2

Effectiveness of fine-tuning LLMs with small
size, Acceptable inference performance

Data depend on prompt’s quality; May require
high computational burden with the sequence
length; Only open-source LLMs are used in this
study

[36] VulBERTa: Detection of soft-
ware vulnerabilities in C/C++
source code

Pre-training (RoBERTa +
Custom tokenization) + Fine-
tuning

Well-described methodology Require high computing resources (GPUs mem-
ory), High false positive rate

[42] VulDeBERT: CWE-119 and
CWE-399 vulnerabilities de-
tection in C/C++ source code

BERT + Fine-tuning Improving methods to extract code gadgets;
Models outperform traditional DL models

Require high computing resources (GPUs mem-
ory); Specific on C/C++ programming languages;
Focus on two vulnerabilities

TABLE II. LIST OF SELECTED LLMS

Open source Closed source Encoder-Decoder Encoder-Only Decoder-Only Publication’s year
BERT x x 2019

RoBERTa x x 2019

T5 x x 2019

FLAN T5 x x 2022

GPT-3.5 x x 2022

XLNet x x 2020

BLOOM x x 2022

LLaMA x x 2023

PaLM x x 2022

MPNet x x 2020

Fig. 5. Overview of methodological framework.

constitution of the dataset, the choice of model architecture and
culminating in performance evaluation. In terms of research
perspectives, we will:

• Experiment with our LLM-based approach to detect-
ing web attacks from a public dataset.

• Implement a data collection strategy to get malicious
URLs from Burkinabe cyberspace in order to build a
local dataset.

• Use LLMs to detect malicious URLs from the local
dataset.

• Analyze and discuss results in terms of quality of the
dataset and the performance of LLMs models in web
attacks detection.
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Abstract—Blood clots formed in blood vessels are termed as
Thrombus. The pivotal strategy in diagnosing the early-stage
thrombus, plays a vital role. Most commonly, blood clot occurs
in the calf muscles of the lower extremities which leads to Deep
Vein Thrombosis (DVT). Vulnerable patients are those who are
involved in prolonged bed rest post-surgery, and the patients
who are already affected with stroke, acute ischemia, cerebral
palsy, etc. According to a report by the World Health Orga-
nization (WHO), nearly 900,000 people are affected annually,
with approximately 100,000 dies each year At present blood clots
can be identified using blood tests such as D-dimer blood tests,
Cardiac Biomarkers and some imaging modalities like Doppler
ultrasound, venography, Magnetic resonance imaging (MRI),
computed tomography (CT). We have elaborately discussed the
importance of emphasizing diagnostic yield and incidence of DVT,
focusing on the risk factors available for DVT diagnostic and
therapeutic techniques. The research addresses DVT incidence,
diagnostic strategies, and therapeutic interventions; the efficacy
of VR rehabilitation and treatment modalities; challenges related
to artificial intelligence (AI)-based treatments; and explores the
potential benefits of different game types in DVT management.
This study aims to bridge the gap between research and real-time
application by providing a wide range of strategies that comprise
both basic and state-of-the-art techniques. It is a vital source for
researchers and experts, providing perceptions into the effective
development of advanced medical devices. The study concludes
with a summary of point-of-care diagnosis, rehab therapy, and
an exploration of various game types, providing future insights.

Keywords—Diagnosis; DVT; game-based therapy; head-
mounted display; rehabilitation therapy; virtual reality

I. INTRODUCTION

A condition of blood clot formation in a deep vein is
termed as Deep Vein Thrombosis (DVT). These blood clots
sometimes occur within the lower legs, thighs, or pelvis;
however, they will also occur within the arms. The common
causes of DVT are blood vessel or venous injury from surgery
and trauma, or inflammation from infections and injuries.
DVT may be terribly serious, which may often result in the
breakage of blood clots within the veins that can pass through
the bloodstream and eventually block the arteries and end up
in Pulmonary embolism (PE). Embolism may be severe and
require immediate treatment. Fig.1 illustrates the formation of
DVT in the calf muscles of the lower extremities. It develops
mainly in elderly patients and is very rare in adults whose age
is less than 30. Incidence of DVT is higher in women during
their post-pregnancy period. It can be sometimes asymptomatic
and hence not suspected. High-risk patients vulnerable to DVT
include those with paralyzed, immobilized patients, bedridden

patients, whether due to illness, surgery, or injury, face a
higher likelihood of developing DVT due to prolonged im-
mobility. People with recent injuries or traumatic conditions,
particularly those affecting the lower limbs, and patients who
have suffered a stroke are at increased risk due to impaired
mobility and possible changes in blood flow. Stroke patients
are similarly at risk because of reduced mobility and potential
changes in blood flow. Musculoskeletal injuries, particularly
ankle injuries, can contribute to the development of DVT.
Elderly patients, especially those with additional risk factors
like immobility or comorbidities, are particularly susceptible
to DVT. And also COVID-19 can increase clotting due to
its infection or usage of drugs. Cancer patients are also at
elevated risk due to malignancy-associated hypercoagulability.
If it is not diagnosed properly on time, it can lead to chronic
venous disease or recurrent Venous Thromboembolism (VTE)
and long-term consequences such as post-thrombotic syn-
drome and chronic thromboembolic pulmonary hypertension
and cause heart attack and even death. DVT/PE, affecting an
unknown global population, presents a significant concern. In
the United States, approximately 900,000 people, at a rate
of 1 to 2 per 1,000, may experience this condition annually.
Alarmingly, the National Center on Birth Defects and Devel-
opmental Disabilities reports that DVT/PE leads to 60,000-
100,000 fatalities among Americans each year, highlighting
the substantial impact and public health implications of these
vascular disorders [1]. Fig.2 shows the comparative demo-
graphic information between the age group and gender for
both males and females with the help of the Centers for Disease
Control and Prevention. The primary objective is to investigate
and advance the understanding of diagnosis and treatment of
DVT. It focuses on innovative diagnostic sensors, explores
therapeutic interventions, and integrates Virtual Reality (VR)
tracking games for ankle rehabilitation.

Primary causes of DVT include:

• Prolonged bed rest after surgery or treatment.

• Prolonged travel.

• Mild protein C deficiency.

• Blood clots due to hormonal replacement therapy and
birth control pills.

• Ankle sprain or injury due to any traumatic condition.

• Cigarette smoking and Obesity due to an increase in
the pressure of veins.

• Pregnancy and the post-pregnancy period.
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Fig. 1. Formation of DVT and PE.
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Fig. 2. DVT rate based on age and gender.

• General Anesthesia Surgery.

• Diabetes [2].

This study significantly contributes to understanding the
progression of DVT through a comprehensive review of di-
agnosis and treatment strategies. It reviews existing invasive
works, investigates survey findings, and gives an outline of
a promising future scope. The discussion on DVT incidence
and diagnostic yield, particularly emphasizing risk factors
and clinical assessments of diagnostic sensors, enhances our
knowledge in this critical medical area. The introduction of a
VR tracking game for ankle rehabilitation devices provides
an innovative approach to therapy engagement, addressing
monotony issues in rehabilitation. Furthermore, the exploration
of various game types (VR, augmented reality (AR), and artifi-
cial intelligence (AI)) and their benefits suggests a promising
avenue for further investigation. The study highlights a gap
in existing literature pertaining to the diagnostic aspects of
invasive techniques and the specific integration of VR tracking

games for ankle rehabilitation. Addressing these gaps, the
study concludes with an endpoint summarizing the proposed
advancements in understanding and addressing DVT, which
may guide practical implementation and effectiveness of these
proposed strategies.

The limitations and challenges in diagnosing and treating
DVT conditions are significant:

• The existing system which involves detection of DVT
using a light source is also an extra-corporeal tech-
nique.

• Early Detection: Identifying diseases early is challeng-
ing due to subtle or nonspecific symptoms.

• Imaging Accuracy: Variability in diagnostic imaging
techniques.

• Accuracy of thrombolytic therapy diagnosis impacted
by imaging methods, operator reliance, risks, and
limited access to advanced technologies.

• Protocol Standardization: Lack of standardized diag-
nostic protocols across different healthcare facilities.

• Cost and Accessibility: Advanced imaging methods
are expensive and less accessible in low-resource
settings.

• Anticoagulation Management: Addressing difficulties
in administering anticoagulant therapy effectively.

• Patient-related factors like immobility, body composi-
tion, prior medical conditions, anticoagulant therapy,
and drug interactions also affect diagnostic accuracy.

• Individualized Treatment: Need for personalized treat-
ment plans considering patient-specific factors.

• Resistance to Therapy: Managing cases where patients
develop resistance to anticoagulant medications.

• Patient Compliance: Dealing with challenges related
to patient adherence to long-term anticoagulation ther-
apy.

• Complication Management: Difficulty in managing
complications associated with DVT.

• Rehabilitation and Prevention: Improving rehabilita-
tion strategies and preventive measures.

• Research and Development: Overcoming limitations
due to limited clinical trials and slow adoption of
innovative approaches.

• Technological Integration: Integrating new technolo-
gies into clinical practice effectively.

• Patient adherence, physical constraints, injury risk,
resource demands, individual variations, costs, time
limitations, limited long-term evidence, lack of stan-
dardization, and psychological factors.

• Consistent engagement in rehabilitation exercises is
vital for severe DVT patients.

• Personalized treatment plans can be time-intensive and
expensive.
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Accurate diagnosis requires sequential clinical integration,
functional assessment, pre-test clinical feasibility assessment,
and confirmatory studies including D-dimer testing and di-
agnostic imaging [3]. Relapsed DVT is often suspected in
patients who stop taking anticoagulants. Clinical symptoms
can be confused with the development of post-thrombosis
syndrome. Examining the direct imaging methods for thrombus
formation using the ultrasound technique helps in the diagnosis
of recurrent DVT and data monitoring [4]. According to
the study by Tritschler, Tobias, et al. VTE management has
improved significantly, enabling the diagnostic and therapeutic
strategies tailored to the individual characteristics, preferences,
and values of the patient who are prone to DVT [5]. Magnetic
resonance direct thrombus imaging (MRDTI), which does not
use intravenous contrast and has a 10-minute acquisition time,
are used in distinguishing between acute recurrent DVT and
chronic residual thrombotic DVT. The low incidence of VTE
recurrence after negative MRDTI proves that MRDTI is a
viable and reproducible diagnostic test [6].

Anticoagulants are medications used to treat DVT and
PE, preventing clotting and thrombus growth. Heparin, low-
molecular-weight heparin (LMWH), and warfarin are effective
DVT reducers [7]. However, prolonged blood thinner usage
can lead to risk factors such as bleeding susceptibility, men-
strual bleeding, bowel movements, bleeding from the gums or
nose, persistent bleeding, unusual bruising, and dizziness [8].
Despite various treatments, early identification of thrombus
development is often lacking at the point of care. Increased
awareness of risk factors and advancements in anticoagulant
therapy have improved clinical evaluation and management of
DVT patients. Direct oral anticoagulants (DOAC) are used
to treat VTE and reduce bleeding factors. Increased use of
agents like apixaban, rivaroxaban, dabigatran, and edoxaban
also support the therapy [9] [10] [11]. Chopard et al. reported
that DOAC are effective and reduces bleeding risk, but their
high cost limits their use among some patients [12].

Adherence to Novel Oral Anti-Coagulants [NOAC dabi-
gatran and rivaloxaban] on a large scale has an impact on
Ischemic stroke (IS), major bleeding (MB), and DVT [13].
In multimodality therapy discussed by ZHAO, pharmacists
addressed patients’ drug treatment problems rationally, safely,
and effectively. This study also showed that during pregnancy
without thrombotic complications, the fetus was healthy and
there was no recurrent thrombosis [14]. Atrial fibrillation (AF),
DVT, and pulmonary embolism (PE) have been shown to
be effective in the treatment of oral anticoagulant therapy
and long-term persistence is highly associated with reduced
adverse effects [15].

The quality of reports based on Randomized controlled tri-
als (RCT) focusing on the use of anticoagulants rather than an-
tiplatelet drugs for the prevention of venous thromboembolism
remains inadequate [16]. Primary prophylaxis is the preferred
mechanical method of using drugs to prevent DVT. Early
detection with screening and treatment methods of asymp-
tomatic DVT is a less commonly used approach. The study
by Stubbs, M.J., Maria Mouyis, and Mari Thomas. outlines
contraindications such as hemorrhage, coagulopathy patients,
during surgery, thrombocytopenia and bleeding disorders, and
discusses complications like renal failure and bleeding [17].
The systematic review summary provides basic results on the

efficacy and safety of new direct oral anticoagulants (DOACs),
thrombin inhibitors, and factor X inhibitors activated in DVT
patients [18].

This work explores the diagnosis and therapy for early-
stage DVT, with the thesis structured as follows: Section
1 provides a comprehensive introduction, delving into the
strengths and objectives of our research about thrombus. Si-
multaneously, it reviews predominantly invasive pre-existing
works, paving the way for a clear investigation into our survey
and futurescope. In Section 2, the discussion shifts seamlessly
to the incidence and diagnostic yield of DVT in patients with
COVID-19, elaborating on associated risk factors. Moving to
Section 4, we provide a brief description of the analysis and
diagnosis of DVT, incorporating factors influencing both DVT
and PE, as reviewed. Going on to Section 5, the focus is on
clinical assessments of diagnostic sensors in DVT which are
developed especially to perform conventional coagulation tests.
Section 6 introduces dynamism, highlighting the creation of a
VR tracking game for an ankle rehabilitation device to enhance
therapy engagement and alleviate monotony from repetitive
training. In Section 7, the study extends further, elucidating
a list of screening and therapeutic interventions for DVT
patients. Overall to AI-based Cogently guided treatment are
discussed in Section 8. Section 9 will summarise our investi-
gation about the point-of-care (diagnosis) and rehab therapy on
the basis of the causes and signs, incidence and complication,
rapid screening tests, designs, and evaluation, and furthermore,
the types of games used and their benefits (VR, AR and AI).
Section 10 discusses the future scope, discussing strategies
to enhance non-invasive and non-contact therapeutic unit for
early-stage DVT. Finally, Section 11 provides a conclusion to
our work on DVT and its diagnosis and treatment approaches.

II. POINT-OF-CARE SCREENING FOR DVT IN PATIENTS
WITH COVID-19

A. DVT in Patients with COVID-19 and Methods of Diagonsis

The association between PE and DVT in patients with
COVID-19 remains unclear, and the diagnostic accuracy of
the PE D-dimer test is unknown. A study-level meta-analysis
of PE and DVT incidence and an assessment of the diag-
nostic accuracy of the PE D-dimer test from multicentred
individual patient data have been performed [19]. A single
institutional study was conducted by Zhang, Li, et al. to assess
prevalence, risk factors, prognosis, and potential thrombosis
prophylaxis strategies at large referral and treatment centers.
From January 29, 2020 to February 29, 2020, a total of 143
COVID-19 patients were tested. The prevalence of DVT is
high and is associated with adverse outcomes in inpatients
with COVID-19. Prevention of venous thromboembolism may
protect patients with a Padua prediction score of 4 or higher
after admission. The data presented indicate that COVID-19 is
likely to be an additional risk factor for DVT among inpatients
[20]. The prevalence of VTE in critically ill patients with
COVID-19 is measured by venous ultrasound scanning of the
lower extremities. A DVT screening on patients with five to
ten days of admission revealed a 32% prevalence of VTE in
critically ill patients with SARSCoV2 infection. 70% of the
events occurred before the screening. Early screening may be
effective in optimizing the care of ICU patients with COVID-
19 [21].
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Fig. 3. Association between COVID-19, DVT, and PE: Major studies and
findings.

Despite standard prophylactic anticoagulant treatment, pa-
tients with SARSCoV2 ventilators have a very high preva-
lence of DVT, including a high proportion of potentially life-
threatening proximal DVT. This indicates the need for close
monitoring of DVT and more intensive risk/benefit assessment
of anticoagulant therapy in this population [22]. Cho et al.
studied the clinical utility of D-dimer in diagnosing DVT
in patients with COVID-19, potentially limiting the need for
duplex venous ultrasound examination [23]. The predictive
usefulness of the D-dimer assay in patients with coronavirus
infection 2019 syndrome for DVT of the lower extremities has
been demonstrated [24]. They have evaluated the applicability
of bedside ultrasound in the diagnosis of DVT in COVID-19
patients treated with low molecular weight heparin (LMWH)
[25]. Fig.3 and Fig.4 simplified block diagram outlines the
major studies and their findings addressing the association
between COVID-19, DVT, and PE, as well as studies related
to DVT in cancer patients.

B. Diagnosis of DVT in Patients with Cancer

Patients with cancer are at a significantly higher risk of
VTE. Hence, studies were conducted to evaluate the ability of
FDG (Fluorodeoxyglucose) PET/CT to detect thrombosis in
cancer patients. It shows that thrombi in cancer patients can be
detected before clinical symptoms by FDG PET/CT [26] [27].
DVT is suspected based on pre-test probabilities, D-dimer, and

Fig. 4. DVT in cancer patients: Comprehensive studies and insights.

ultrasound diagnosis [28]. Wang et al. analysed the clinical
characteristics and prognosis of cancer patients with venous
thromboembolism. Incidental pulmonary embolism (IPE) in
cancer patients is not uncommon. Most VTE events occur
within the first six months after the cancer diagnosis, and
nearly half of the deaths occur within the first three months
after VTE diagnosis [29]. Patients with residual vein obstruc-
tion (RVO) are at a higher risk of recurrent events [30]. DVT
patients had lower adverse outcomes, while cancer-associated
DVT had serious and comparable outcomes. Further, under-
standing the lower risk of cancer-associated DVT could aid in
designing non-invasive devices [31].

C. Lower Extremity DVT in Bedridden Patients

Liu et al. studies showed that anticoagulation therapy
improves and dehydration worsens lower extremity DVT; Vas-
cular ultrasound can conveniently and flexibly monitor DVT
in the lower extremity of bedridden patients [32]. Alaskar
et al. conducted a study to determine the incidence and
pathology that increased the risk of developing acute lower
limb DVT in suspected bedridden patients for lower limb
Doppler ultrasonography [33]. Cao et al. investigated whether
risk factors for DVT were affected by resting periods and
identified different risk factors in groups with different resting
periods [34]. The various pneumatic treatment for DVT/PE
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involves initial management, primary treatment, and secondary
prevention. Initial management occurs within 5-21 days, pri-
mary treatment lasts 3-6 months, and secondary prevention
extends beyond 3-6 months. Wang et al. investigated the effect
of various pneumatic treatment times on the prevention of
DVT in patients with severe chronic bedridden. Compression
stocking may significantly increase thigh deep vein blood
flow velocity, reduce the incidence of DVT, and not increase
the incidence of skin pressure injury in chronic bedridden
patients [35]. Using orthopaedic therapy, researchers studied
and analysed the risk factors for DVT. Two groups of patients
were treated with orthopaedic treatment, with 232 not having
DVT and 41 having DVT after minor and major surgery [36].
Narkhede and Nageswaran developed a system that electrically
stimulates the nerves that connect to the calf muscles, which
can cause the legs to contract and relax, which eventually
implies pressure on the veins and keeps blood flowing and
helps prevent DVT [37].

III. ANALYSIS AND DIAGNOSIS OF DVT

The coagulation in porcine blood by using a micro-optical
sensor has been evaluated by Liu, Qiang, et al. [38]. They
developed an artificial blood circulating apparatus and a minia-
ture optical sensor to conduct blood clotting tests and oxygen
saturation tests respectively. Work done in [39], effectively
recognized blood vessels in the body using thermal and near-
IR spectral bands. Also, the spatiotemporal steps of heating the
skin surface to determine the location of blood vessels beneath
the skin surface were detected. A magneto-elastic sensor has
been utilized in monitoring the therapeutic anticoagulants of
the blood clotting stage which emits magnetic flux and can be
detected by the viscosity changes during the blood coagulation
of the rat’s blood sample. The magnetoelastic sensor (MES)
strip oscillates at a wide frequency range when it vibrates
with a certain applied magnetic field at resonance frequency
of the blood sample [40]. The time-dependent mechanisms
of thrombus formation were invented and the non-contacting
blood visualization of thrombus formation was developed by
Matsuhashi et al. The team devised an optical coherence
tomography system with a wavelength of 1330 nm to reduce
the attenuation of light intensity by erythrocytes. 3-D image
of a thrombus was developed after capturing 2-D images of
thrombi, using a stereo-OCT system [41]. Also light reflection
rheography (LRR) method was revealed for screening patients
with suspected DVT. LRR is a non-invasive method to examine
the DVT with the help of an IR beam, which detects the
number of backscattered rays by indirectly measuring the
amount of blood present in a volume of the skin. It relates that
an increase in the amount of reflected light is an indication to
the presence of less blood to absorb the incoming IR light. The
LRR probe is effective and accurately gives results; however,
it is not suitable for bedridden patients because suffers ankle
edema, pain of the foot and ankle [42].

Kim, Young-Hoo, et al. investigated factors influencing
DVT and PE after mechanical compression devices, deter-
mined the occurrence of DVT, analysed relevant factors, and
examined the development of DVT and PE [43]. Artificial neu-
ral networks have been used to develop a system in which pa-
tients would be able to self-diagnose themselves for blood clots
and it’s type. This persuades the patient to proceed with further
diagnosis [44]. The development of DVT in patients taking

low-dose anticoagulant therapy for ischemic stroke has been
summarized by [44]. To ensure quality, screening methods
such as study selection, data extraction methods, and bias risk
assessment were carried out using predetermined criteria [45].
The study analyzed the effects of antiplatelet and anticoagulant
agents on DVT in 272 patients undergoing rehabilitation. After
physical examination, symptoms such as blockages, swelling,
skin redness, discomfort and pigmentation. D-dimer assay and
venous duplex ultrasonography were used to diagnose DVT
[46]. Raskob et al. discussed the importance of enhancing
patient adherence to successful VTE diagnosis and the need for
comprehensive DVT and PE observation to provide data on the
prevalence, incidence, benefits, drawbacks, and applicability
of different techniques [47]. According to Ren et al., there
are various detection techniques that have been developed for
multiple research applications. They are as follows: Measure-
ment of force, stress, and strain; monitoring of various chem-
ical indices; consideration of different biomedical parameters
such as the degradation rate and force conditions of artificial
bone; multiple physiological indices such as ammonia level,
glucose level, bacteria growing factors, and sometimes even
coagulation factors [48].

A lab-on-a-chip (LoC) system has been employed to de-
termine blood coagulation time. The first is a vibrating fibre
embedded in the data that performs as a mechanical resonance
employing distant magnetic actuation, and the second is a
pick-up fibre that serves as a photodetector [49]. Llenas et
al. and his team laid the technological groundwork for a di-
verse platform capable of recreating the specific characteristics
found in vascular malignancies. Vessel-on-a-chip microfluidic
technologies have been used less often to investigate the unique
characteristics and physiological functions of the vascular
networks. This technology might be used to study the dynamic
processes associated with vascular disorders or to screen new
pharmaceutical formulations, among other things [50]. Table I
examines the outcomes and precision of the developed systems
designed for thrombus assessment.

IV. SENSORS FOR THROMBUS DETECTION

Imaging techniques in light and electron microscopy allow
for unprecedented perspectives on blood coagulation. The 3D
structure of clots formed from reconstituted prelabelled blood
components was determined, which provided new information
on the effects of clot contraction on erythrocytes [51]. Images
of fluorescently labelled platelets were obtained in real-time
during whole blood perfusion, whereas the global electrical
impedance of the sample of blood was monitored simultane-
ously between a pair of specially designed gold microelec-
trodes. Optical and electrical data techniques were combined
to analyse the thrombus formation and identify weakening
and detaching platelet aggregates [52]. Table II evaluates
the outcomes and accuracy of the developed systems for
thrombus detection. Blood coagulation is essential to predict
the risk of hemorrhage and thrombosis during cardiac surgical
procedures. The blood coagulation process under temperature
and hematocrit variations using a microfluidic chip has been
analyzed. An analysis of the impedance change of a blood
sample during coagulation was conducted by Lei et al. to
determine the starting time of blood coagulation. They focused
on developing valuable clinical equipment for routine coagu-
lation tests [53]. Blood coagulation monitoring was based on
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TABLE I. SUMMARY OF METHODOLOGIES, FINDINGS, APPLICATIONS, ADVANTAGES, LIMITATIONS, AND OTHER DETAILS FROM VARIOUS SOURCES

Paper Methodologies Findings Applications Advantages Limitations Other Details
[38] Light reflection rheography Noninvasive DVT screening Screening for DVT Noninvasive, simple test using light re-

flection
Limited validation data, may require further clin-
ical trials

Test based on light reflection, potential cost-
effectiveness

[39] Optical imaging and analysis Optical clot detection Blood clot detection High-resolution imaging, potential for
early detection

Limited experimental evidence, scalability chal-
lenges

Focus on optical imaging techniques for clot de-
tection

[40] Ultrasound imaging Ultrasound for DVT diagnosis DVT diagnosis Widely available, real-time imaging Operator-dependent, unable to assess clot age Emphasizes ultrasound as a diagnostic tool for
DVT

[41] Photopl-ethysmography Investigates the potential of photo-
plethysmography in detecting DVT

DVT detection Noninvasive, cost-effective Accuracy affected by skin pigmentation, limited
depth penetration

Explores the use of photoplethysmography for
DVT

[42] Light reflection rheography Noninvasive DVT screening Screening for DVT Easy to perform, potential for
widespread use

Limited clinical validation, sensitivity concerns Focuses on a noninvasive test using light reflection

[43] Near-infrared spectroscopy Explores near-infrared spectroscopy for
DVT detection

DVT detection Noninvasive, potentially sensitive to clot
composition

Limited depth of penetration, variability in signal
interpretation

Focuses on near-infrared spectroscopy for DVT

[44] Machine learning and ultrasound Uses machine learning with ultrasound
for DVT detection

DVT detection Potential for improved accuracy, auto-
mated analysis

Dependency on high-quality data, interpretability
of models

Combines machine learning and ultrasound for
DVT detection

[45] Contrast-enhanced ultrasound Discusses contrast-enhanced ultrasound
for DVT diagnosis

DVT diagnosis Enhanced visualization of vascular
structures

Contrast agent-related risks, cost Emphasizes the use of contrast-enhanced ultra-
sound

[46] Neural networks for blood clot detection Explores the use of neural networks for
detecting blood clots

Blood clot detection Potential for pattern recognition, adapt-
ability

Dependence on training data, black-box nature Focuses on neural network applications for clot
detection

[47] Magnetic resonance imaging (MRI) Discusses MRI for DVT diagnosis DVT diagnosis High-resolution imaging, multiplanar
views

Cost, limited access, contraindications (e.g., metal
implants)

Emphasizes the use of MRI for DVT

[48] Ultrasonography and compression
sonography

Compares ultrasonography with com-
pression sonography for DVT diagnosis

DVT diagnosis Real-time imaging, compression helps
detect flow abnormalities

Operator dependence, limited by obesity or
anatomical factors

Compares two diagnostic methods for DVT

[49] Duplex ultrasound Evaluates the role of duplex ultrasound
in diagnosing DVT

DVT diagnosis Simultaneous imaging, assesses blood
flow and structures

Operator-dependent, limited for obese patients Focuses on the effectiveness of duplex ultrasound
for DVT

[50] Machine learning and ultrasonography Investigates machine learning with ultra-
sonography for DVT detection

DVT detection Potential for automated analysis, en-
hanced accuracy

Dependency on data quality, model interpretability Combines machine learning and ultrasonography
for DVT detection

a micro-electromechanical film bulk acoustic resonator. The
coagulation stages were indicated by comparing the frequency
responses. Glycerin solutions were used to map the frequency-
viscosity relationship. A commercial coagulometer was used
to compare the measured consistency with the co-efficient of
variation [54].

A study on concepts for customizing biomaterials’ blood
responses included many ways to either entirely exclude inter-
action of the target surface with blood components or control
the reaction of the blood clots, platelets, and leukocytes.
Antioxidative surfaces have been created with the goal of
essentially mimicking the anticoagulant capabilities of epithe-
lium by immobilizing heparin, which reflects some of these
cells’ anticoagulant properties, and coating surfaces with them
to form the optimum blood compatibility of the device [55].
Ultrasonography (USG) with color doppler imaging can detect
DVT. The risk factors, such as arterial hypertension, congestive
heart failure, stroke severity, and level of consciousness were
examined using USG by Bembenek et al. Their research
revealed that DVT occurs most often in acute mild-to-severe
stroke patients in medical environments. Patients with pre-
stroke dependency and an elevated serum C-reactive protein
(CRP) level are more likely to develop DVT, regardless
of stroke severity. According to their research, it may be
reasonable to give such patients extra attention and proper
DVT prophylaxis to avoid thrombotic complications of life-
threatening potential [56]. The color Doppler and pulse wave
Doppler machines were used to examine DVT in patients
with acute stroke, hemorrhagic stroke subtype, old age, severe
stroke, and severe lower limb disability. This will aid in the
early detection and intervention of silent DVT as well as the
prevention of Pulmonary thromboendarterectomy (PTE) [57].
D-dimer cross-sectional studies were performed to estimate
sensitivity and specificity using ventilation/perfusion (V/Q)
scintigraphy, computerized tomography pulmonary angiogra-
phy (CTPA), selective pulmonary angiography, and magnetic
resonance pulmonary angiography (MRPA) [58]. Stephens
has developed a contrast agent to identify clots in the AF
of patients, which could be used to find thrombus in other
parts of the body [59]. Pre and post-blood clot conditions by
evaluating the actuation of the helical microrobot at a distance
were analysed [60]. Fig.5 shows a schematic representation
of thrombus visualization techniques. magnetomotive optical
coherence tomography (MMOCT) is a new method for con-

trasting magnetic agents with high magnetic permeability to
human tissue [61].

The magnetic actuation along with phase-sensitive op-
tical monitoring of nanoscale displacements, mostly through
MMOCT, was employed by Oldenburg et al. Their results
proved that the MMOCT platform has applications for fun-
damental approaches to thrombus formation dynamics, which
can be used to correlate clot viscoelastic behavior with ery-
throcyte activity and evaluate platelet efficacy as a hemostatic
therapeutic intervention. Detection and assessment of blood
clot elastic modulus using superparamagnetic iron oxides
(SPIO-RL platelets) were major challenges [62]. Li et al.
integrated coagulation factors, residence duration, and shear
stress to enhance a thrombosis model. Simulation results,
aligning closely with testing and observational data, identified
vulnerable areas for thrombus development. This approach
contributes to establishing effective therapeutic strategies [63].

V. AR, VR AND ROBOTICS IN DVT THERAPY

The functions and angles of the major human body joints
are tracked and evaluated. Simple rotation movements around
each joint’s degree of freedom (DOFs) and the joint angles
could be monitored. The angle of the upper limb and lower
limb relative to the vertical direction has been determined
by calculating absolute and relative angles [64]. A rotating
position sensor and a min-max scaling (MMS) filter were
utilised to analyse the finger isometric contraction and ad-
duction/abduction movements. This helped to make the VR
interaction possible. The position sensors were placed on the
metacarpophalangeal (MCP) joints to control and enable hand
motion-tracking. The performance is evaluated in terms of
accuracy, latency, and finger length variations, and compared
to existing method with immersive VR interaction methods
[65]. Shin et al. investigated the incidence and risk factors
for VTE in hip fracture patients with a delay of greater
than 24 hours before surgery. The overall VTE risk and the
median time from injury to CT scan were determined [66].
The effectiveness of a modular impedance controlled lower
leg device in the rehabilitation of post-stroke hemiparesis was
proven to be beneficial by enabling ankle robotic feedback
training. This enhances chronic hemiparetic gait velocity and
proprioceptive ankle impulse control. In addition to walking
speed, accuracy, and smoothness, the effects of various types
of feedback and reward on motor and cognitive performance
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TABLE II. COMPARISON TABLE OF RESULTS AND ACCURACY OF DEVELOPED SYSTEMS

Reference Method Patients involved Sensitivity Positive predictive
value

Negative predictive
value

Accuracy Result

[42] light reflection rheog-
raphy (LRR)

61 96.4 % 79 % 97.1 % 98.8 % Simple 10 minutes
diagnostic method
with high sensitivity
and negative
predictive value.

[43] mechanical compres-
sion device

874 patients (1434
knees)

93.2% 77% 88.2% 94.6% No thrombi and PE
after 6 months of
treatment.

[44] ’nftool’ software sys-
tem

360 samples 96.7% 89.4% 96.7% 99.99 % Type of blood clot
disease identified .

Fig. 5. A simplified block diagram of the assessment of DVT diagnostic techniques.

were explored [67]. Monaco et al. developed the robotics
NEUROBike for neurorehabilitation to assist bedridden post-
stroke patients to recover their walking abilities, particularly by
observing the mechanical structure, control architecture, and
kinematic models implemented in the control algorithm [68].
Ahn and Hogan performed the realistic analysis of a robot-
assisted motion that utilised the spontaneous kinetics of walk-
ing while simultaneously facilitating the patient’s performance
rehabilitation [69].

Low et al. developed a robotic ankle exercise support
(robotic arm sock) for stroke patients at high risk of developing
DVT. In stroke patients, the device was tested with traditional
treatments, an intermittent pneumatic calf pump, and ultra-
sound Doppler. Investigation revealed that the soft extension
actuators in our soft robotic sock could provide enough tensile
force for ankle actuation. The robotic sock device was also
shown to improve femoral venous blood flow in the ipsilateral
limb [70]. After total knee arthroplasty (TKA), the incidence
of thromboembolic and hemorrhagic disorders were analysed
by Hamilton et al., while employing mechanical prophylaxis
and preoperative risk evaluation. Mechanical prophylaxis, was
effective for low-risk patients. This includes audio/video (AV)
impulse lower extremity, compressive stockings, and early

ankle mobility. Medications were only given to the patients
who were at high risk. The mechanical treatments based on risk
stratification were evaluated to ensure that they are both safe
and effective after TKA [71]. Silva et al. evaluated the state-
of-the-art ankle-foot orthoses utilising additive manufacturing.
Their work suggested that evaluating the employed production
techniques, customisation phases, mechanical qualities, and
bio-mechanical aspects in humans would give vital insights
for future study [72].

A. Proprioceptive Home Rehab

Ren et al. designed and developed a prototype for intensive
passive and active movement training in acute or haemorrhagic
stroke patients. Early in-bed rehabilitation improved neuro-
plasticity and helped patients develop motor controllability to
enhance dorsiflexion motion, according to their studies [73].
Pasqual et al. proposed the gaming environment for ankle
movement in two DOFs. The game is similar to classic Pong
with slight changes. The two-player options are also given.
The game was tested on healthy subjects and showed that it
helps in ankle rehabilitation therapy. It is critical to recognize
the calibration of dorsiflexion new ankle movement and to
improve the low impact on the control factors [74].
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Researchers investigated the viability of framework reha-
bilitation robots. According to their research, platform-based
robots used in rehabilitation have some promising outcomes.
Of all the types of these robots, the immersive VR-based
Rutgers Ankle and the Hunova were identified as the most
effective ones for the therapy of individuals with neuropsycho-
logical issues and certain other musculoskeletal ankle injuries.
However, the challenge lies in accurately assessing the efficacy
of platform based robotic rehabilitation systems [75]. Develop-
ing a VR tracking game for an ankle rehabilitation device make
the therapy more engaging and to remove the monotony from
the repetitive training. This game was tested on five healthy
volunteers, providing two DOF. It was a simple game that
has proven to be very effective in ankle rehabilitation [76].
Agyeman and Al-Mahmood developed wearable technology
for patients with limb disabilities. The design focuses on three
attributes: ensuring proper device connection, managing the
connection status for server communication, and generating
a server ID or IP address. A microcontroller processes sensor
data transmitted via Wi-Fi to the server using web applications.
The server imports data into its database, facilitating manage-
ment of the gaming environment [77]. Table III scrutinizes
remote assistance and its impact on enhancing the quality of
patients’ lives.

A new rehabilitation method created by J. A. Garcia and K.
F. Navarro to improve the effectiveness of three games to pro-
mote ankle rehabilitation has been described. The provisioning
and ongoing real-time monitoring of the mobile augmented
reality (MAR) reinforcement networks, which aid in enhancing
motion range during the training phase, are observed. These
games are reported to improve overall balance restoration,
mobility, and muscle strength [78]. Burdea et al. conducted a
case study on the effectiveness of game-based lower leg rehab
for children with cerebral palsy (CP). They found that robotic
ankle training games improved gait by triggering specific gam-
ing sequences for patients’ ankle motions, thereby enabling
the development of smart gaming structures for rehabilitative
devices [79].

Rugsters ankle CP has been shown to be effective in pro-
viding ankle strengthening treatment and increased control for
children suffering from CP. A significant improvement in ankle
kinetics, efficiency, and persistence has also been observed in
gait performance [80]. The task based VR gaming simulations
are used to assess a rehabilitation approach that simultaneously
exercised the upper extremities. They are developed with
virtual targets in interactive entertainment by neural control
mechanisms [81]. Alexandre and Postolache created a set of
artificial smart gloves that allow for real-world interactions
with therapeutic gamification for upper extremity rehabilita-
tion. Using the Bluetooth wireless communication protocol,
the processor of the Arduino Nano embedded platform is
interconnected to the sensing part [82]. The quality of motor
rehabilitation by involving patients in their training schedule
was reported to be improved. An intuitive user interface based
on the Leap Motion Controller was uesd to operate a 3D
gaming engine. By using real data from neuromuscular rehab,
it could allow therapists and patients to determine the proper
motions. Moreover, VR offers patients an easy-to-use and
customizable way to analyse data, which may be used for
brain stimulation or treatment [83]. Do et al. designed a soft
pneumatic robotic glove to assist stroke patients. Silicone

platinum is used to create the soft actuator material. By
controlling the air pressure inside the fingers, it can handle
the force, bending angle, and fast response time [84].

B. Immersive VR-based Ankle Rehab

Borghese et al. designed a video game to adhere to clinical
requirements and meet the doctors’ and patients’ expectations
by monitoring patients at various stages with therapists’ sup-
port [85]. An SVM classifier and pressure distribution data
have been used to analyze compensatory pattern recognition in
stroke patients during robotic neurological rehabilitation. Real-
time observation using pressure data aims to minimize torso
compensation. Analysis of data from robot-assisted stroke
patients determines the effectiveness of haptic feedback in
reducing compensation during tasks [86]. An interactive home-
based rehabilitation system for patients who recover from
knee replacement surgeries has been developed and tested.
The patients’ progression with the help of wireless inertial
sensors was examined by the therapist, using triple axial
magnetometer, and accelerometer [87]. Kyto et al. developed
the supportive haptic device for providing the therapy for the
stroke patients in a household environment and customising
and motivating their activities [88]. The joint movements in
both forward and inverse kinematic models at different angles
are evaluated as motion controls. Measurements and recordings
are made in real-time for rehabilitation training and assessment
of haptic interactive tasks, aiding in the design and proposal
of rehabilitative devices [89].

C. Immersive AR-based Ankle Rehab

An intelligent user interface has been developed that en-
ables people to perform rehabilitation exercises on their own
while being supervised offline by a therapist and healthcare
providers. A sleeve AR is a novel approach to real-time, active
feedback that employs multiple projection surfaces to provide
effective visualizations. It provides patients with appropriate
guidance and enables them to implement their rehabilitation
training autonomously and is capable of recreating simple
arm movements easily by mimicking the therapist’s movement
patterns [90]. Condino et al. developed the first wearable AR
and was introduced in an application for shoulder rehabilitation
based on Microsoft HoloLens and highlighting real-time mark-
erless tracking of the user’s hand. WiFi802.11ac and Bluetooth
4.1 LE wireless technology was applied in providing network
connectivity. The Virtual Magnetic 3D Cursor is a custom
script that was created to provide a hand-controlled cursor for
our AR rehab gaming app [91]. Park et al. in their research
proved that the following two factors have to be ensured for
effective implementation of AR innovation for telemonitoring-
remote assist guidance;improving patient’s health [92].

D. Other Modalities to Sense and Rehabilitate with DVT
Rehabilitation

Rehabilitation therapy is provided to patients with hemi-
paretic CP by combining physical exercises with a variety
of video games. The information is evaluated and analysed
based on the performance and progress of the collection of the
data [93]. Sadihov et al. developed a technique for immersive
rehabilitation with haptic feedback in VR. They introduced a
system combining Kinect and a haptic glove, designed using
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TABLE III. EVALUATIONS OF CLINICAL FINDINGS

Study author(s) Type of study Number of patients Treatments involved Primary outcomes and endpoints
[73] Clinical study 10 Participants Rehabilitation - Wearable robotic device. Improve motor function.
[74] Original study N/A Therapeutic Intervention- Game Communication. Assists ankle movement.
[75] Systematic Review 156 Subjects 26 studies N/A To prove that platform-based robotic rehabilitation

systems are effective.
[76] Original study 5 Participants Rehabilitation-VR based robot. Improve the ankle movement.
[77] Original study N/A Wearable technology - early stage of the injury. Helps to improve the stroke patients upper and

lower limb.
[78] Original study-Comparative review N/A Mobile Augmented Reality - home-based rehab. Deliver the training exercises for ankle sprain.
[80] Case study 7 year old boy with CP 36 sessions Robot controller - Rutgers Ankle. Improving the quality life of children with CP.
[81] Original study 12 Subjects Robotic rehab - gaming simulations for hemipare-

sis.
Haptic assistance.

Unity3D and OpenN. The interactive haptic rendering algo-
rithm enhances integration, offering patients motion-dependent
haptic feedback during rehabilitation exercises [94]. Weber
et al. developed a humanoid robot to showcase human-robot
interaction. The sensor glove uses an inertial measurement unit
(IMU) to measure movements and orientation, which will aid
in the design and proposal of rehabilitative devices [95].

In the rehabilitation process, 3D motion capture sensors
were used to analyse clinical parameters such as the angle
of inclination of the neck, arm, forearm, posture, pushing
force at the foot, and so on [96]. Ambient Assistance Living
(AAL) refers to a set of intelligent environmental techniques,
methods, and technologies that enable the elderly to live
independently without being bothered by intrusive behavioural
patterns [97]. Rego et al. designed a serious gaming platform
that includes features such as natural and multimodal user
interfaces, competent. This was implemented to boost patients
during cognitive rehabilitation. Motion capture systems, haptic
technology, and a biofeedback network was used to track
and measure the DOF [98]. To improve motor learning and
generalization to other tasks, as well as promote occupational
practice in a more contextually relevant environment, there has
been some controversy between VR and AR [99]. Mekbib et
al. showed that VR-based therapeutic systems could enhance
motor functions in stroke patients during physical therapy. This
technology has been an ideal technique for contributing to the
design and development of rehabilitative devices, ultimately
assisting in the formulation of rehabilitation strategies [100].
Clothing-based rehabilitation and assistive devices can achieve
high DOF and complex movements, benefiting from the direct
guidance and attachment to human bodies. Flexible piezoelec-
tric materials (polyvinylidene difluoride (PVDF)) are success-
fully used as sensing elements in rehabilitation and assistive
devices [101]. Wang, Yanzhuo, et al. introduced an innovative
cable-driven lower limb rehabilitation robot (CDLLRR). This
advanced system was capable of effectively assessing the
characteristics of gait movement, system stability, position
tracking, and feasibility, thereby significantly contributing to
the improvement of rehabilitation strategies [102].

E. Performance Measures for Rehabilitative Devices

The performance measures in stroke rehabilitation are
primarily concerned with the process of care, specifically
prevention, assessment, education, treatment (setting selection,
and treatment standards) [103]. Fig.6 shows that comparative
diagram of observation and screening methods used for DVT
patients. Using different sensors, therapists accurately esti-
mated patients’ rehabilitation status, enabling them to create a
follow-up treatment plan. This allows them to control location
and movements in a virtual space, improving mobility and

rehabilitation strategies [104]. The fuzzy control algorithm is
capable of detecting an emergency, such as a rapid muscle
spasm or twitch, and stop the robot immediately to prevent
further harm to the impaired limb in case of emergency [105].
A multistage rehabilitation robot, specifically designed for
hemiplegic lower limbs, has been developed to augment both
tracking performance and motion control, thereby playing a
significant role in the advancement of rehabilitation strategies
[106]. Khalid et al. designed a simple and light rehabilitation
device with low inertia and a less threatening design to enhance
its mobility. Motor learning and ankle plasticity in patients
with dropped ankles were promoted using such systems [107].

Zhou et al. developed a robot-assisted gait training plat-
form with a human-computer interaction interface, where
electromyography signal, joint torque, and joint angle were
acquired. The effects of the robotic system’s neuromuscular
facilitation rehabilitation technique were investigated [108].
The patient’s participation during rehabilitation training was
encouraged [109], where a fuzzy algorithm was employed
to change the impedance factors that influenced the human
exoskeleton interface torques. For the swing phase of the train-
ing, an adaptive impedance control-based patient cooperative
rehabilitation training strategy was used. Niikura et al. reported
the prevalence of VTE being followed by complex lower-
limb fracture surgery without pharmacological prophylaxis.
Contrast-enhanced imaging can detect PE and is thus routinely
used in high-risk patients with significant injuries or pelvic
and acetabular fractures [110]. Dao and Yamamoto examined
the safety of AIRGAIT, a gait-training robotic orthosis. They
categorized frequent system issues into sensor failures, actuator
malfunctions, and power supply interruptions. Their proposed
control system identifies failures and applies techniques to
reduce accident risks [111].

Ultrasonography is used to assess the effects of Electrical
muscle stimulation (EMS) on venous blood flow in the lower
extremity of ICU patients. Each method of prophylaxis has
drawbacks, and none of them completely prevents DVT. EMS
may be a new and effective method of preventing DVT in
in-patients [112].

A modified computed torque controller has been proposed
to improve the tracking performance based on a mathematical
model with two DOF. The use of actuator configurations based
on the human musculoskeletal system provided the system
with more power and redundancy [113]. Robot-administered
therapy, including classroom therapy, back-drivable robots,
and sensorimotor training, are key technologies for reducing
impairment and facilitating the development of rehabilitative
devices [114].

It is highly effective to restore joint range of motion, mus-
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Fig. 6. Observation and screening strategies for DVT patients.

cular strength, neuromuscular coordination, and gait analysis
in patients suffering from various foot and ankle problems
[115]. Ren et al. addressed the implementation of a wearable
ankle robotic platform for intensive active and passive gait
analysis for acute stroke patients. To assist the patients with
motor relearning, the isometric torque generation mode with
real-time feedback was used. Here the wearable robotic device
extended the ankle efficiently and safely throughout its range
of motion, all the way to the extreme of dorsiflexion [116].
Table IV illustrates the comparative methodologies utilized
in different techniques. The patient transmits control signals
to the device and the exoskeleton provides the majority of
the mechanical power required to complete each task. The
decrease in mid-lateral forces could indicate the capacity
to improve a much more physiological gait while trying to
prevent lateral movement [117].

F. Cogently Guided Treatment for Recovery

Roy et al. investigated the ankle stiffness, ankle sprains, and
plantar fasciitis estimation which served as valuable asset for
locomotors rehabilitation to improve ambulatory performance.
The characteristics of sensorimotor function, gait analysis,
stability, and motor function were evaluated by providing
a customizable, adaptive, and quantitative assessment and
rehabilitative tool [118]. The centrosymmetric analysis also
showed that the hip and knee joints were affected by the illness
in terms of interlimb coordination, but the ankle joint appeared
to be largely unaffected from this perspective. The current
study assessed healthy volunteers who were age and gender
matched, and also utilized 3D computerized gait analysis to
do point-by-point assessments of thigh and ankle joint angle
changes [119].

Logistic regression analysis was used to investigate the
various causes of postoperative PE, to identify perioperative
risk factors associated with them, and to examine the effect
of combining fondaparinux with mechanical prophylaxis on
the prevalence of PE following total hip and knee arthroplasty
[120]. An optoelectronic monitoring system is used for mea-
suring thrombus formation, contraction, and size. These are

computationally converted into a kinematic contraction gradi-
ent that can be evaluated [121]. A model for game generation
was created for ankle rehabilitation that effectively addressed
gamification, how the patient feels about the game, and visual
observation of lower extremity practices that have already
evolved, and adapts the game using a statistical methodology
[122].

The study analyzed user performance and system usability
in a 3D game-based rehabilitation system, aiding in the design
and development of rehabilitation devices.

[123]. The ankle joint mechanism and control system
using a series of elastic actuators based on the double tendon
sheath transmission mechanism and torsion spring has been
described by [124]. Girone et al. developed the World Tool
Kit for deformities in lower limb rehabilitation, which is run
on a computer system. This controls the device’s gestures and
output forces through the use of an RS232. The diagnostic
functions such as evaluating the ankle’s range of motion,
effectively forcing exertion capabilities, and synchronization
were performed [125].

VI. COMPARATIVE SUMMARY

The aetiology of DVT is asymptomatic, and its major
causes are high morbidity and mortality. The paper summarizes
the techniques based on randomised controlled trials (RCT)
focusing on the use of anticoagulant therapy, a D-dimer blood
test, duplex ultrasound, venography, an MRI scan, compression
stockings, prophylaxis strategies, and an optical coherence
tomography system. A scalable technique to access the efficacy
of evidence-based vulnerable therapy.

The main intention is to compare the existing works on
the basis of causes and signs, screening tests, designs, and
evaluation. Furthermore, the types of games used and their
benefits (VR, AR, AI, robotics, assistive and wearable devices).
Several research articles have been pubished so far on the
diagnosis of DVT in the medical field, mostly invasive and also
as an extra-corporeal technique. To evaluate the approach’s

www.ijacsa.thesai.org 1409 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

TABLE IV. COMPARISON TABLE OF METHODOLOGY INVOLVED IN VARIOUS REHABILITATION THERAPY

Reference Method Result /Values Method involved
[65] Low-latency haptic open glove (LLHOG)- Immersive VR

interaction.
For flexion/extension, the average mean Absolute error (MAE) was
3.091; for adduction/abduction, it was 2.068.

Diagnostic techniques.

[76] Game developed for ankle rehabilitation. More intuitive movements of patients. Rehabilitation therapy.
[77] Wearable devices, games, IOT. Stroke patients are assisted by gaming and wearable technology. Rehabilitation therapy.

[78] Mobile RehApp Assisted physiotherapists and patients on ankle sprain rehabilitation. AR Rehabilitation therapy.
[79] Rutgers Ankle CP system. A game-based robotic ankle training can enhance walking in children

with CP.
VR Rehabilitation therapy.

[81] Robotic-assisted arm training devices. Upper extremity function of post-stroke patients is improved. Robotically-assisted therapy.
[82] Fabrication of a soft pneumatic finger- 3D model in CAD

software.
Stroke patients supported by the fabrication. Rehabilitation equipment.

[91] Wearable AR application for shoulder rehabilitation, based
on Microsoft HoloLens, with real-time markerless tracking
of the user’s hand.

20 healthy subjects were involved rehabilitation was provided by head-
mounted displays (HMDs).

AR Rehabilitation therapy.

[94] Expandable immersive VR platform -gesture based tactile
rendering algorithm.

Interactive vibration patterns focused on the user’s movement that im-
prove immersion and generate sensory perception during rehabilitation
therapy.

VR Rehabilitation therapy.

[100] VR-based therapy systems. Motor function of stroke patients is improved. VR Rehabilitation therapy.
[116] Wearable robotic device. The patient is guided and inspired to participate actively in movement

(extreme dorsiflexion training via game play).
VR based bed rehabilitation therapy.

feasibility, game-specific performance data from patients is
collected and utilised to build a trained machine learning algo-
rithm. The designed games allow for the unhindered evaluation
of a patient’s performance in a therapeutic environment. The
proposed system permits remote follow-up assessments to be
performed in a more convenient and user-friendly way.

Due to our consistent hypothetical and problem identifi-
cation, the diagnostic techniques available for DVT in the
medical field are mostly invasive. The existing system, which
involves detection of DVT using a light source, is also an
extra-corporeal technique. There are lots of therapy techniques
available for DVT to ensure constant movement of the lower
limb for a particular time period. However, these methods are
monotonous and stressful.

VII. DISCUSSION AND FUTURE DIRECTIONS

Directions to advance the field of DVT diagnosis and
improve patient rehabilitation: The current methods for di-
agnosing and treating DVT have limitations such as com-
patibility, accessibility, reliability, and accuracy. Advances in
imaging modalities offer the potential for early detection.
Combining these with new diagnostic tests and point-of-care
techniques could lead to a more effective and accessible
diagnosis. A new strategy emphasizes early identification and
detection to improve patient outcomes and timely intervention.
Future directions include advanced imaging practices, machine
learning frameworks, long-term studies, IoT integration, early
identification frameworks, real-time data, and rehabilitation
through games. These developments aim to improve patient
healthcare.

VIII. CONCLUSIONS

This review summarises our investigation of the diagnosis
and rehabilitation therapy of DVT: causes and signs; incidence
and complication; interpretation and prediction; rapid screen-
ing tests and designs; observations and evaluation; and further-
more, vulnerable and scalable therapy. This study focuses on
DVT and its diagnosis and treatment methods; several research
articles have diagnosed DVT on the basis of extra-corporeal
techniques, which involve the use of anticoagulant therapy, a
D-dimer blood test, duplex ultrasound, venography, an MRI
scan, compression stockings, prophylaxis strategies, and an

optical coherence tomography system. Current methods for
diagnosing and treating DVT have limitations, but advances
in imaging modalities and new diagnostic tests could improve
early detection and patient outcomes. Future directions include
advanced imaging practices, machine learning, long-term stud-
ies, IoT integration, early identification frameworks, real-time
application, and rehabilitation through VR and AR games.
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Abstract—In this digital era, social media is one of the key
platforms for collecting customer feedback and reflecting their
views on various aspects, including products, services, brands,
events, and other topics of interest. However, there is a rise of
sarcastic memes on social media, which often convey contrary
meaning to the implied sentiments and challenge traditional
machine learning identification techniques. The memes, blending
text and visuals on social media, are difficult to discern solely
from the captions or images, as their humor often relies on
subtle contextual cues requiring a nuanced understanding for
accurate interpretation. Our study introduces Offensive Images
and Sarcastic Memes Detection to address this problem. Our
model employs various techniques to identify sarcastic memes and
offensive images. The model uses Optical Character Recognition
(OCR) and bidirectional long-short term memory (Bi-LSTM)
for sarcastic meme detection. For offensive image detection, the
model employs Autoencoder LSTM, deep learning models such
as Densenet and mobilenet, and computer vision techniques like
Feature Fusion Process (FFP) based on Transfer Learning (TL)
with Image Augmentation. The study showcases the effectiveness
of the proposed methods in achieving high accuracy in detecting
offensive content across different modalities, such as text, memes,
and images. Based on tests conducted on real-world datasets,
our model has demonstrated an accuracy rate of 92% on the
Hateful Memes Challenge dataset. The proposed methodology
has also achieved a Testing Accuracy (TA) of 95.7% for Densenet
with transfer learning on the NPDI dataset and 95.12% on the
Pornography dataset. Moreover, implementing Transfer Learning
with a Feature Fusion Process (FFP) has resulted in a TA of
99.45% for the NPDI dataset and 98.5% for the Pornography
dataset.

Keywords—Deep learning; natural language processing; offen-
sive images; sarcastic memes; toxic content detection

I. INTRODUCTION

Nowadays, most companies use social media to communi-
cate with customers, understand customer needs, and promote
their goods and services. A positive review can significantly
influence consumer behavior and decision-making, whether
it praises a product’s quality, applauds exceptional customer
service, or lauds the overall brand experience. Consequently,
information about any company’s success and failure spreads
rapidly and extensively through social media. Individuals
may express their opinions and thoughts in various ways,
occasionally using sarcasm, especially when conveying solid
emotions. Sarcasm involves using an apparent positive phrase
with a hidden negative sentiment. Additionally, text data is often
associated with offensive images, leading to hostile intentions.
There is a growing demand for practical computational tools
that automatically identify and censor undesirable or offensive
information on social media.

Researchers have previously employed several neural net-
work - based models to address challenges ranging from
sentiment analysis in social media data to object recognition
in computer vision tasks. According to [1], a mixed neural
network design using an attention mechanism should focus on
delivering various components that reveal the aspects making a
statement sardonic in reality.[2] created a supervised learning
model to identify sarcasm on Facebook, marking a significant
achievement in sarcasm detection. Another approach consid-
ering user interaction is using convolutional neural networks
(CNN) and long short-term memory (LSTM) to implement an
advanced neural network-based method for sarcasm detection in
newspaper headlines. However, this requires additional LSTM
training time and CNN text tagging, as mentioned in [3], which
can be challenging because of potential lacuna in connections
between adjacent words. [4] uses an LSTM-based SenticNet-
based graph neural system, incorporating additional graph
structures specific to sentences. The dependence graph for
words in sentences can be improved through a graph-network-
based approach [5], integrating emotions of words retrieved
from the SenticNet Common Knowledge Database. A hybrid
neural network, comprising a Graph Convolutional Network
(GCN) for gathering global information from sentences and a
bidirectional LSTM (BiLSTM) network for capturing feature
sequences, has also been recommended [6]. The feature
sequence is combined and then sent to an existing classifier
for prediction.

In a study, Bidirectional Encoder Representations from
Transformers (BERT) [7], along with GCN [8], are employed
to enhance humor recognition in a text. SenticNet creates
dependency and adjacency graphs, and BERT improves text
characteristics. Later, BERT sends the graph structures it
generates to a GCN. ”The classification algorithm employs
softmax to determine whether to accept or reject a given
claim based on the context representations, which it updates
according to the outputs of GCN algorithms.” Research con-
ducted by Poria et al. [9] introduced CASCADE (ContextuAl
SarCasm Detector), a model designed to detect sarcasm in
social media forums and chat conversations. This model has
achieved successful sarcasm detection by integrating contextual
and content-based models, demonstrating its effectiveness in
discerning sarcastic expressions within social media forums
and chat conversations. We design a sequencing model to
identify sentences that express humor or not, depending on the
context. Simple Exponential Smoothing (SES) is employed to
determine if a sentence might have a sarcastic meaning. SES
is an approach to predicting information from time series data
that remains constant regardless of the season or trend. We
incorporate it into the system to determine whether a sentence
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could convey sarcasm.

A. Contributions and Paper Organization

To effectively process sarcastic text, memes, and offensive
images, researchers have leveraged the benefits of Long Short-
Term Memory (LSTM) networks. To tackle snarky text, a
bidirectional encoder has been employed to enhance the
understanding of contextual nuances. This algorithm seam-
lessly integrates robust vision and language fusion capabilities.
Furthermore, implementing Optical Character Recognition
(OCR) technology enables the detection of sarcasm within
memes. Lastly, we will implement a Transfer Learning (TL) -
based Feature Fusion Process (FFP) customized to the data’s
characteristics to address offensive images. Section II presents
a concise overview covering an analysis of current research
methods, including CASCADE, SCUBA, and BossaNova.
Section III addresses our models for written sarcasm, memes,
and offensive images. Section IV introduces the datasets central
to our study. We provide a detailed description of the datasets
and discuss the rationale for their selection. Section V presents
the performance assessment parameters and the results of testing
the proposed model. Section VI delves into the implications of
our findings, the limitations of the work, and potential avenues
for future research. As Section VII concludes, our study adds
meaningful value to the ongoing discourse in the field, setting
the stage for future investigations and advancements.

II. RELATED WORKS

Researchers have studied sarcastic language in the realm
of social media for years. However, the research method to
detect sarcasm within text is an emerging subject. Recently,
researchers working in emerging areas of artificial intelligence
and NLP, which refers to natural language processing, have been
fascinated by the automatic detection of sarcasm [10]. NLP
techniques use corpora, which are linguistic and characteristic
of a language, to comprehend qualitative data. In contrast, ML
algorithms use unsupervised and supervised instruction methods
based on unlabeled or labeled material to understand sarcastic
language. A study by Poria et al. [9] introduces CASCADE
(ContextuAl SarCasm Detector) to identify the sarcasm preva-
lent in social media forums and chats by combining contextual
and content-based models. We design a sequencing model to
determine whether sentences express humor, depending on the
context. Within the integration layer, we use Simple Exponential
Smoothing (SES), an approach for predicting information from
a time series that remains constant regardless of season or trend,
to assess if the sentence might convey a sarcastic meaning. The
SCUBA method (Sarcasm classification based on a Behavioral
Modelling Approach) [11] can identify differences in emotions
and evaluate present and past tense, readability, status grammar,
vocabulary, structure, and message position to ensure clear
differentiation. The technique relies on the interaction model
for users as a crucial element in discovering the inherent
contradictions of their tweets than focusing solely on tweet’s
content and setting. However, the authors in [12] developed an
online codebook employing a random sampling technique to
identify naked spaces using time space-interest points and a
traditional Bag of Words (BoW) method. In [13], researchers
employed BossaNova and local binary descriptors to detect
videos and photos containing obscene content. BossaNova

Fig. 1. Flowchart of the proposed model.

surpasses the conventional BoW-based approach by integrating
color information and shape description. Researchers used the
SURF technique to blend the algorithm for audio codebooks
with an algorithm for visual codes to detect the process.
Effectiveness of these methods relies on selecting an appropriate
codebook size, employing an optimal pooling technique, and
determining a suitable threshold. The author in [14] propose
an approach that examines periodicity in audio frames and
saliency in visual frames. Considering valuable findings from
the previous studies, we designed multimodal co-occurrence
semantics that outperform state-of-the-art methods in preventing
explicit content dissemination. In [15], the authors propose a
method named Deep One-Class with Attention for Pornography
(DOCAPorn) to recognize pornographic images through a one-
class classification model based on neural networks and a visual
attention mechanism. In the study presented in [16], researchers
used the Caffenet method to accurately classify 97.2 percent of
pornographic images posted on social networks. Additionally, in
[17], authors utilized a mid-level feature combination approach
to develop a more detailed model, having initially collected
temporal and spatial features of a video stream using Google.
The SVM classifier utilized these attributes to determine if
the video contained sexually explicit content. To achieve an
accuracy of 97.9 percent, the GoogleNet models were pre-
trained using images from both the Pornography-2k database
and the ImageNet dataset.

III. PROPOSED METHODS

A. Sarcasm Text and Meme Detection

We present the flowchart of the proposed model in Fig. 1.

The proposed model involves a mixture of methods that
utilize sentence-based techniques for offensive detection. The
process employs a bidirectional encoder with an extended long
short-term memory to detect sarcasm in the text. The thick
layers learn embeddings that concatenate sentences to enhance
categorization probabilities after receiving results from previous
methods. Subsequently, the resulting vectors combine with the
inputs and are sent to Softmax to decide whether the input is
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offensive. Initially, the preprocessing layer receives the text
input and gets preprocessed. The optical character recognition
(OCR) API Pytesseract retrieves text from the meme picture.
Google’s OCR API is called Tesseract. Pytesseract is the Python
version of the tesseract API. We then consider the representation
vector for the pre-training output. The embedded values are
fused and transmitted to dense layers to learn features. Softmax
processes the output from the thick layer and determines
whether it contains sarcasm.

B. AutoEncoder

An autoencoder is a network of neurons with identical
values in both the input and output layers. The significance of
autoencoders lies in the rapidly expanding field of unsupervised
learning techniques, where they find several applications. Its
simplest form consists of a decoder and encoding units buried
behind a layer. The encoder’s objective is to transform input
data into a code, a lower-dimensional representation.

The decoding part learns how to decrease prediction error
in conjunction with the dimensionality reduction. Despite its
design, it functions as an ordinary feedforward neural network
that calculates gradients of the loss function through the back-
propagation technique. An alternative method for employing
an autoencoder in a multi-class classification scenario involves
training multiple autoencoders and consolidating them at the
conclusion. After completing the initial training step, we build a
second classification on top of the previous one using prediction
errors as input and accurate labels as output.

The autoencoder comprises two main components: an
encoder and a decoder. The encoder initially comprehends
the input before compressing it into an internal representation
determined by the bottleneck layer. Subsequently, the decoder
replicates the output of the encoder. Once the autoencoder has
undergone training, we retain only the encoder, utilizing it to
compress input samples into vectors generated by the bottleneck
layer. The initial autoencoder decides to forego compressing
the input. Instead, we use a bottleneck layer of the same size
as the input.

C. Loss Function

The combination of the frameworks enables the secondary
task to guide the training on the main job by calculating the
model’s loss using Eq. 1.

Li =
∑

(x,y)∈Ω1

L1(x, y) +
∑

(x,y)∈Ω2

L2(x, y) (1)

CategoricalCrossEntropy = −
c∑

j=1

ti log(f(Softmax)i)

(2)
BinaryCrossEntropy = −ti log(s1)− (1− ti) log(1− s1)

(3)

ti represents the true label or target for the ith sample or
data point. si represents the output of the sigmoid function
for the ith sample. c represents the number of classes in the
classification problem, i.e., 2. Li is the proposed model’s overall
loss, and L1 and L2 are the losses for the primary and secondary
tasks. We compute the complete loss for each phrase in the

dataset Ωi using Li. Eq. 2 and 3 provide the cross-entropy
loss for sentiment and sarcasm classification, respectively. In
our framework, the RMSprop optimizer enhances the model’s
performance. The suggested approach calculates the gradient
of Li for each batch at each epoch to optimize the parameters.

D. LSTM

Traditional RNNs, due to the vanishing gradient issue,
struggle with problems that require understanding long-term
temporal connections, such as sentences or text data. However,
our proposed model, which employs LSTM networks, over-
comes this limitation. The duo of LSTMs, with one handling
input in the forward direction and the other processing it
backward, allows the network to store information from both the
present and the past, thereby capturing long-term dependencies
in data more effectively than traditional RNNs.

Fig. 2. Architecture LSTM-based autoencoder [17].

Fig. 2 depicts the LSTM network’s fundamental design. To
address the vanishing gradient issue, the LSTM network, a
specific type of RNN, employs both specialized units known
as memory cells and additional conventional units. A cell state
comprises three distinct gates: the forget gate, the input gate,
and the output gate, which can be incorporated into an LSTM
network to enhance Performance. Using the explicit gating
mechanism, the cell can decide whether to read from, write to,
or delete the state vectors at each step. The input gate grants
the cell the option of updating its state. In contrast, the forget
gate enables the cell to decide whether to make the results
accessible at the output gate, facilitating memory clearance.
LSTM is a valuable approach for sentiment and sarcasm models,
as every word in a phrase holds significance, and the ability
to “memorize” and forget enhances model capabilities. When
evaluating the characters of a phrase, preserving bidirectional
information flow is also crucial.

The autoencoder, illustrated in Fig. 3, applies text conversion
into high-dimensional vectors, facilitating tasks such as text
categorization, semantic similarity in clustering, and other
applications within the natural language processing domain.
The autoencoder, developed by researchers, processes text with
more than one word, including sentences, phrases, and short
paragraphs, facilitating comprehensive text analysis. It can
quickly respond to various tasks related to natural language
comprehension and activities. The output is an adjustable-length
English sentence, while the input data consists of a sizable
512-dimensional array. Notebook examples demonstrate the
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application of this format in the STS standard for assessing
semantic similarity. We train the universal sentence encoder
model using a deep average network (DAN) encoder. Iyyer
et al. [18] inspired the encoder model. We calculate phrase
embeddings by averaging across the bi-grams of words. Then,
we feed the embedded information to the feedforward structure
of a four-layer DNN, producing an embedding that spans 512
dimensions. Learning the embedding form of bi-grams and
words mirrors human learning.

Fig. 3. Autoencoder method[19].

1) Memes detection: Individuals transmit memes, which
are integral components of behavioral and cultural patterns,
among themselves through imitation or other non-genetic
activities. They have gained increasing popularity on social
media, manifesting in various designs and formats such as
images, videos, and posts. One noteworthy concern is the
abundance of memes on the internet. Not only can memes
express people’s inherent emotions, but they also have the
potential to cause harm to someone’s feelings. Consequently,
hateful memes have begun to emerge, posing a severe threat to
contemporary civilization. Since a meme typically combines
neutral text with a provocative visual, or vice versa, individuals
might perceive it as implicitly harmful. Including unrelated
words, or vice versa, sometimes obscures the underlying content
of a pejorative picture. We have provided several instances of
offensive and non-offensive memes, as the opaque nature of
memes has led to disagreements among annotators.

Memes of this nature often comprise false information,
derogatory language, and potentially harmful images. Indi-
viduals with malicious intentions employ them to target or
attack others. To ensure a balanced consideration of individual
information needs across different modalities, we conceived the
idea of identifying harmful memes through a multi-task learning
approach. Our strategy involved leveraging the autoencoder
LSTM model for multimodal information processing. We
refrained from manually introducing any extra information
or labels, minimizing the risk of generalization errors.

We propose a model for identifying hostile memes. Our
model outperforms contrasting methods and significantly im-
proves the accuracy of detecting offensive memes. The multi-
task approach and adaptive LSTM model used in our framework
quantitatively enhance the generalization and resilience of the
model, capturing consistency and variability across various
modalities. In the absence of additional information or labels
generated by humans, our supplementary tasks, which utilize
a self-supervised label generator module, further enhance the
capabilities of feature learning for the accessory.

Fig. 4. Model for combining visual and textual data associated with the meme
[20].

We load the meme into the OCR module. Then, all caption
content from the memes is extracted [19]. In the subsequent step,
both the text captions taken by OCR and the textual object tags
generated by the model will be fed into the LSTM autoencoder
model for further processing in terms of extracting sarcasm from
the meme. We obtain the image for offensive detection using the
Transfer Learning model. Fig. 4 is a multimodal meme model
that combines visual features through a Convolutional Neural
Network (CNN) and textual features using an autoencoder
LSTM. The CNN processes image content, extracting high-
level features, while the autoencoder LSTM captures sequential
patterns in the textual data. The fused representations contribute
to a joint model, enhancing meme analysis for tasks such as
sentiment analysis or meme classification.

E. Offensive Image Detection

We propose a computer vision-powered framework for
Transfer Learning with Image Augmentation and Feature
Extraction, aiming to identify offensive content in an image.
Researchers have presented several studies employing CNNs
to distinguish between appropriate and inappropriate images.

1) Transfer learning: With the current volume of data, train-
ing a neural network from scratch is not feasible. Consequently,
we opt for pre-trained networks and refine them with limited
yet meticulously constructed training data. Given our initial
constraint of a few photos, our application needs to revise
traditional image data augmentation methods such as translation,
flip, rotation, color/contrast correction, and noise integration.
While we employ the mentioned controlled alterations, we also
leverage other cutting-edge picture enhancement and discovery
methods, including the Feature Fusion Process (FFP) based on
Transfer Learning (TL). The FFP amalgamates low-level and
mid-level attributes from models that surpass pre-trained ones
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to maintain deep characteristics of the training samples. We
retrained the final layers of the combined model to construct the
desired categorization models. More visual details are preserved
throughout the feature fusion process grounded in transfer
learning, leading to increased classification accuracy.

Fig. 5. Model for the offensive image classifier [20].

Fig. 5 elucidates a transfer learning model for offensive
image classification constructed using a pre-trained image
classifier, such as ResNet50. The model is fine-tuned on a
dataset specific to offensive content, leveraging the learned
features from the base model. After training, the model can
predict whether an input image contains offensive content,
providing a binary classification output.

The existing neural network models such as MobileNet,
ResNet 101, DenseNet 169, Xception, ResNet 50, AlexNet,
VGG16, ResNet 152, and VGG19 learn from Transfer Learning
through training on images. Our suggested model, incorporates
a unique Feature Fusion Process (FFP) based on Transfer
Learning (TL). To maintain the deep characteristics of the
training samples, we utilize FFP to fuse both low-level and
middle-level features from the superior models we have trained.
We then retrain the layers comprising the fused model to
construct the desired categorization models. The feature fusion
process based on transfer learning preserves more visual details,
thereby increasing classification accuracy.

We enhance the primary network architectures of deep
learning models by incorporating sequential normalization
alongside mixed pooling strategies. This modification aims
to attain training stability and mitigate the overfitting issue.
The benchmark data design mirrors NPDI or Pornography
2k, which relies on an obscene recognition system utilizing
the deep feature fusion method in developed models. We then
compare the performance of the superior fused model to cutting-
edge CNN-based techniques, considering both quantitative and
qualitative perspectives.

2) Selection of outperforming pre-trained models for feature
fusion: Our present research has utilized ten deep learning
architectures, including MobileNet, ResNet 101, DenseNet
169, Xception, ResNet 50, AlexNet, VGG16, ResNet 152, and
VGG19. The number of layers varies in each deep learning
model. Each model employs input photographs of varying sizes
based on its specific requirements, and we resize all images
before they enter the model architecture. We have implemented
several modifications to enhance training stability, such as
including Batch Normalization (BN) layer and incorporating
mixed pooling in the fundamental network design of each
deep learning model. The term “optimized deep neural model”
denotes more efficient models. These models evaluate and
verify photos from the NPDI and Pornographic 2k datasets,
utilizing information acquired during training. We apply various

parameters to both the Pix-2Pix GAN model and the testing
and training of enhanced deep-learning models. This study
has selected numerous optimal parameters for improving the
proposed model’s classification performance. Specifically, we
employ a learning rate of 0.001 during the deep learning
model training, and 0.002 serves as a parameter value for
GAN optimization. Lower learning rates prevent optimization
algorithms from getting trapped in local minima.

We utilize a two-class categorization technique to determine
the obscenity of unseen pictures. Consequently, each model’s
output layer incorporates a sigmoid activation function and
binary cross-entropy (BC) as loss functions. We apply the
Adam optimizer to optimize the BC loss function, combining
the advantages of gradient descent with root mean square
propagation. Furthermore, we leverage sparse properties to
expedite convergence, performing well with substantial datasets.
We employ the Sigmoid activation function in our categorization
method. by limiting the reduction of the loss function after
50 iterations. We use various batch sizes (16, 32, and 64)
in the categorization method, maintaining a balance between
computational burden and precision, significantly when batch
sizes exceed 32. We employ testing accuracy as a quantifiable
measure in detection to assess algorithm performance.

F. Batch Normalization (BN)

To ensure the incorporation of inputs within each mini-batch
into the network before progressing to the subsequent layer,
we utilize Batch Normalization (BN) to normalize each input.
We standardize the activation layers throughout the process to
maintain consistent values and variances. Limiting the number
of epochs used for model learning is crucial, as an excessive
number can decelerate the learning process. Reducing internal
covariance shifts accelerates the network training procedure,
decreasing errors and enhancing stability of the training process.

After training our model for 50 epochs with a batch size of
200, we calculate each µbatch and σ2

batch for all batches using
Eq. 4 and 5. Subsequently, we perform batch normalization
by subtracting the mean from each batch and dividing by
the variance using Eq. 6. This standardizes each mini-batch
to have a zero average and one variance. In summary, the
batch normalization procedure introduces its regularization
effects while enabling stochastic descent to carry out the
denormalization process, thereby reducing overfitting.

µbatch =
1

n

n∑
i=1

batchi (4)

σ2
batch =

1

n

n∑
i=1

(batchi − µbatch)
2 (5)

x̂i =
xi − µbatch√
σ2

batch + ϵ
(6)

µbatch: µcalculates the mean of the batch by averaging all
samples within the batch.

i: i is an index representing each sample in the batch.

n: n is the total number of samples in the batch.
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batchi: Denotes the value of the ith sample in the batch.

(x)∧i : Represents the normalized value of the ith sample in
the batch.

xi: Denotes the original value of the ith sample in the
batch.

ϵ: This is a small constant (epsilon) added to the denomi-
nator to avoid division by zero and stabilize the computation,
especially when the variance is close to zero.

G. Mixed Pooling

Maximum-average pooling, commonly referred to as mixed
pooling, combines maximum with average pooling. The mixed
pooling’s stochastic nature helps to avoid over-fitting. Eq. 7
provides a mathematical equation for mixed pooling.

fmin(x) = a · fmax(x) + (1− a) · favg (7)

fmin(x): This represents the result of the mixed pooling
operation for the input x, which combines both max pooling
(fmax(x)) and average pooling (favg(x)).

a: The pooling result ranges between 0 and 1, with 0
indicating consideration solely of the average pooling result
and 1 indicating consideration solely of the max pooling result.

fmax(x): This represents the result of the max pooling
operation for the input x, which selects the maximum value
from a set of values within a specified window or kernel.

favg(x): This represents the result of the average pooling
operation for the input x, which calculates the average value
from a set of values within a specified window or kernel.

The equation for mixed pooling combines the results of max
pooling and average pooling using a parameter aa, allowing
for a flexible combination of these two pooling techniques to
extract features from the input data. Adjusting the value of
aa allows for controlling the balance between preserving the
maximum activations and considering the average activations
within the pooling window.

The mixed pooling technique is superior to max pooling
and average pooling in classification performance. Due to its
fixed mixing proportion, it is insensitive to the essential features
in the pooled area [21].

A dropout layer, also known as a regularization technique,
limits the integration of embedded input. We have assumed
that the dropout rate is 50%.

Researchers frequently use the Rectified Linear Unit, or
ReLU, as the activation function due to its faster performance
and lower computational costs. When a deep learning algo-
rithm’s output represents a probability value, researchers can
apply the sigmoid activation method to generate the output.
For the final classification in production, we used the sigmoid
function at the output layer. Its values range from 0 to 1, with
Class 0 indicating non-obscene and Class 1 indicating obscene.
The sigmoid function is denoted by

S(x) =
1

1 + e−x
(8)

x is input vector.

H. Feature Fusion and Transfer Learning

This section aims to efficiently derive the most highly
trained models from those mentioned in 3.2 to perform a
feature-level fusion of characteristics. The initial stages of
these models encompass lower and mid-level characteristics.
Within the FCL, we identify distinct and different characteristic
descriptors at the first level of every model. Subsequently, we
integrate the feature extractions from the two models exhibiting
superior performance, enhancing deeper characteristics. In this
stage, we can execute an inverted process of feature fusion,
wherein the feature descriptors from two different models are
combined into a single descriptor, thereby enhancing the overall
feature representation. In Eq. 9, model M1 contains feature
descriptors f1 of dimensions (1 x m1), and Model M2 is a
feature descriptor f2 with dimensions (1 x m2). Following
fusion, we define Ff as the concatenation of features:

[Ff ](1×m1+1×m2) = Concatenate(f1,1×m1 , f2,1×m2) (9)

Fig. 6. Retrained module.

After feature fusion, researchers utilize the integrated
network for the Transfer Learning Process (TLP). As depicted
in Fig. 6, we combine the retrained module into the transfer
learning process. In subsequent stages, the Final Classification
Process (FCL) retrains, incorporating fused deep features,
before directing the data to a sigmoid classifier for ultimate
classification. The retaining module is visibly evident during
this process. An output layer, fully connected, spans across
three layers (512-¿256-¿128-¿64-¿32-¿1) before undergoing
classification using a sigmoid classifier, with an average dropout
rate of 0.5. Feature fusion, rooted in the transfer learning proce-
dure, preserves more intricate details from the image, enhancing
classification accuracy. Fig. 7 illustrates the framework designed
for obscene image detection. An overview of the layers with a
focus on their relevance to this specific task is as follows. The
input image, containing visual information, undergoes analysis
to identify obscene content. Image Augmentation augments
the input image to improve the model’s ability to generalize
and detect obscene content under various conditions. Batch
Normalization normalizes the activations in intermediate layers,
helping the model converge faster during training and improving
the overall performance of obscene image detection. Mixed
Pooling technique combines pooling operations to down-sample
the input’s spatial dimensions, aiding in feature extraction and
reducing computational complexity. Fully Connected Layer
learns high-level features from the processed image data,
essential for identifying patterns associated with obscene
content. Dropout + Batch Normalization applies dropout for
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Fig. 7. Framework for obscene image detection.

regularization to prevent over-fitting and combines it with batch
normalization for stable training.

The retrieval module integrates a pre-trained module,
potentially trained on a diverse dataset, to capture general
visual features relevant to explicit content detection. Sigmoid
activation function at the output layer for binary classification,
indicating the probability of the input image containing obscene
content.The final layer provides the model’s output, classifying
the input image as either obscene or not based on the threshold
set by the sigmoid activation function. We implement this
framework to leverage various techniques, including data
augmentation, normalization, dropout, and pre-training, to
enhance the model’s ability to detect obscene image content.

IV. DATASETS

In this section, we have covered the datasets obtained from
various sources.

Fig. 8. Sample of Sarcasam text data.

A. SARC Dataset

Reddit forum comments have been integrated into the self-
annotated Reddit corpus, widely recognized as SARC 2.0. The
tokens, employed by users to express the tone of their comments,
can be utilized to identify and filter out sarcastic posts. Fig. 8
shows one of the records from the SARC dataset. Our study
will exclusively focus on the original posts, excluding child and
parent comments. Specifically, we analyze the “Main Equal”
and “Political” versions of the database, as outlined in our
study. Both versions exclusively contain responses related to
discussions on politics [22].

B. Headline Dataset

Two news sources, Onion and HuffPost, have released
headlines related to this information. While HuffPost presents
authentic headlines, The Onion provides satirical viewpoints on
current news. The news item is a background piece, whereas
the headlines contribute substance. There are 27,709 headlines,
of which 11,725 are humorous, while 14,984 are not.

C. Memes Dataset

For our experimental dataset, we employed hateful memes
dataset sourced from the “Hateful Memes Challenge” [2],
generously provided by Facebook AI. This collection comprises
over 10,000 memes meticulously classified as hateful or not,
employing precise criteria. Fig. 9 shows a sample from the
memes dataset. The researchers thoughtfully created each
meme, employing techniques such as “benign confounders”
to blend harmful and benign memes. These memes possess
subtle features, making it challenging for unimodal detection
systems to identify them accurately. To accomplish this, we
use a combination of textual and visual reasoning.

D. Offensive Images

We conducted several tests to evaluate the effectiveness of
our proposed model in detecting inappropriate content. To do
this, we used benchmarks that include explicit content data,
such as Pornography 2k [23] and the NPDI Dataset [24]. Fig.
10 shows sample images from the dataset. We can benchmark
our proposed model’s performance against several advanced
deep-learning models.
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Fig. 9. Sample of sarcastic memes.

Fig. 10. Sample images from the pornography dataset.

V. EXPERIMENTS AND EVALUATION

The experiments utilized a computer with an Intel Core™
i5-10500 CPU running at 3.10 GHz, 16 GB of RAM, the
64-bit Windows 10 operating system, and 2TB of hard disk
space. The Keras deep learning system constructs deep learning
models. This system leverages the capabilities of TensorFlow
as its backend, which Google Colab provides. Colab provides
approximately 25 GB of memory and a reversible graphics
processing unit, depending on volume of data.

We utilize various statistical metrics to evaluate the classi-
fication performance, including precision, accuracy, recall, and
F1 score.

Accuracy =
TP + TN

TP + FN + TN + FP
(10)

Precision =
TP

TP + FP
(11)

Recall = TP/(TP + FN) (12)

F1 score = 2 · precision · recall
precision + recall

(13)

Accuracy measures the correctness of the model’s pre-
dictions, while precision focuses on proportion of accurate
optimistic predictions among all positive predictions. Recall,
also known as sensitivity, assesses the model’s ability to capture
all positive instances. The F1 score is a harmonic mean of
precision and recall, providing a balanced measure. These
metrics collectively offer a comprehensive evaluation of our

TABLE I. COMPARISON OF MODELS AND THEIR RESULTS ON SARC
DATASET

Model Accuracy(%) Precision(%) Recall(%) F1(%)
CASCADE [9] 75.00 - - 0.75
SARC [19] 76.92 - - -
CSDM [26] 83 - - -
MHA-BiLSTM [27] 86 80 73 75
MHA-BILSTM [28] - 72 83 77
Elmo-BiLSTM [29] 78.98 - - -
Multi-Head Attn [30] 82.01 0.79 0.81 0.89
Proposed Model 92.92 0.89 0.89 0.88

model’s performance in various classification and localization
tasks.

The SARC dataset, the largest of the three datasets, includes
comments from the Reddit website. Previous studies primarily
utilized attention processes and LSTM/Bi-LSTM as their
primary tools, and Table I illustrates their results. On the other
hand, the Bi-LSTM Encoder can learn from past and present
sequences [25]. The Bi-LSTM encoder accurately grasps the
context, ensuring precise classification. The Bi-LSTM is similar
to a transformer, and the encoding stack performs better in
context and is bidirectional. Our model, based on a large corpus
from various domains, outperforms previous LSTM models.
As a result, the recommended method generally classifies
data efficiently, depending on the dataset’s criteria, epoch,
and training rate. In analyzing a dataset containing hostile
memes, we compared the output of our model with that of
various unimodal and multimodal models. Our model employs a
sigmoid activation function, and the cut-off point for classifying
as hateful or not is set at 0.5. Table II illustrates the validation
and testing accuracies on the Hateful Memes dataset. The table
provides a detailed comparison of different models and their
performance, showcasing how each model’s accuracy varies
between the validation and testing phases. These results are
crucial in understanding the effectiveness and reliability of the
models in detecting and classifying hateful memes.

We observed that unimodal models often need to perform
more satisfactorily. Furthermore, the unimodal text model out-
performs the unimodal picture model, emphasizing the potential
for including additional information in text characteristics.
The pre-trained multimodal model does not show significant
differences in the pre-training process for multimodal data.

The study presents the results in two ways: (i) by testing
the performance of deep-learning models trained to identify
superior performance and (ii) by evaluating the performance
of transfer learning (TL) through the fusion of features and
practical models. The testing accuracy (TA) and validation
accuracy (VA) of each optimized deep learning model improve
compared to models built using traditional methods by incorpo-
rating the Batch Normalization (BN) layer with a mixed pooling
method. However, optimized deep-learning models consume
significant resources compared to their standard counterparts.
As the number of epochs increases, the TA and VA graphs depict
variations in model outputs for the improved ResNet 101 model,
VGG 19, AlexNet, and Xception models, as demonstrated in
Fig. 11.

Table III presents the accuracies of optimized models on the
NPDI Dataset and the pornography dataset.The DenseNet 169
model gives a TA of 95.71 percent on the NPDI dataset and
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Fig. 11. TA of deep learning models on the NPDI Dataset and Pornography
2k dataset.

TABLE II. THE ACCURACY OF PREDICTION FOR DIFFERENT MODELS
BASED ON HATEFUL MEMES DATASET.

Model Validation Test
Image-Grid 52.73 52.00
Image-Region 52.66 52.13
Visual BERT 62.10 63.10
Proposed Model 83.10 80.20

95.12 on the Pornography dataset, outperforming other models.
The MobileNet V2 model followed closely, with 95.22 percent
accuracy on the NPDI dataset and 95.31 on the Pornography
dataset, and MobileNet V1 with 94.55 percent accuracy on the
NPDI dataset and 92.65 on the Pornography 2k dataset. We
selected the optimized versions of DenseNet 169, MobileNet
V1, and MobileNet V2 as the most effective models.

After evaluating multiple pre-trained models, we chose
the Optimized DenseNet and MobileNet V2 models as the
best options for combining features. Fig. 12 and 13 display
the results of utilizing fused functions with various models,
such as MobileNet V1, MobileNet V2, DenseNet 169, and
combinations thereof, for the classification task. We performed
the classification using a fully connected TLP layer that
fused functions and trained it using a newly trained module.
Combined with the MobileNet V2 and TLP, the suggested
model proves computationally less complicated and significantly

TABLE III. TESTING ACCURACY OF COMPARATIVE OPTIMIZED MODELS
ON VARIOUS DATASETS

Models NPDI Dataset (%) Pornography 2k dataset(%)
VGG16 91.60 91.70
VGG19 92.30 91.95
AlexNet 92.45 90.50
ResNet50 86.65 84.35
ResNet 101 74.45 72.65
ResNet 152 69.05 66.65
Xception 72.70 65.00
DenseNet 169 95.71 95.12
MobileNet V1 94.55 92.65
MobileNet V2 95.22 95.31

Fig. 12. TA and VA graph for deep learning models on the NPDI Dataset and
Pornography 2k dataset with transfer learning.

Fig. 13. TA of the proposed method with TL and feature fusion.

improves testing accuracy over other examined techniques.

VI. DISCUSSION

Several studies have explored the effectiveness of different
models in detecting and classifying content across various
modalities. For instance, modality [30] employed LSTM and
GRU models to analyze text data, achieving a notable accuracy
of 73% on tweets from Twitter and Reddit comments. In
contrast, [31] utilized a multilayer perceptron model to analyze
memes, incorporating both image and text modalities, and
achieved an impressive accuracy of 87% on the MemeBank
dataset. Moving to image-based detection, [32] employed an
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RCNN model to analyze images and achieved high accuracies
of 92% on the Pornography-800 dataset and 90% on the
Pornography-2K dataset. Additionally, [33] focused on the
YCBCr modality for image analysis and obtained a respectable
accuracy of 76% on a random dataset of pornographic images.
The proposed study emphasizes the importance of leveraging
deep learning techniques to identify offensive content on
social media platforms automatically. Additionally, the model
utilizes TL with MobileNet V2 and DenseNet169 to enhance
the identification of undesirable information on social media,
surpassing existing models in performance.

VII. CONCLUSION

Our study demonstrates the potential and necessity of
advanced automated systems to manage the growing influx of
harmful content online. Our research has focused on developing
models that can effectively identify offensive images and detect
the nuanced nature of sarcasm in memes. The proposed model
employs a bidirectional long short-term memory encoder to
detect sarcastic memes and transfer learning for feature fusion
to detect offensive images. The study presents the results of
testing the proposed model on real-world datasets like The
Hateful Memes Challenge, headlines database, and the Self-
Annotated Reddit Corpus (SARC) and benchmark tests on
NPDI and Pornography 2k. The model achieved high accuracies
on these datasets, and the proposed transfer learning model
incorporating MobileNet V2 and DenseNet169 was superior to
existing models.
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Abstract—Conformance checking techniques are usually used
to determine to what degree a process model and real execution
trace correspond to each other. Most of the state-of-the-art
techniques to calculate conformance value provide an exact
value under the circumstance that the reference model of a
business system is known. However, in many real applications,
the reference model is unknown or changed for various reasons,
so the initial known reference model is no longer feasible,
and only some historical event execution traces with its corre-
sponding conformance value are retained. This paper proposes
a log drivened conformance checking method, which tackles
two perspective issues, the first is presenting an approach to
calculate the approximate conformance checking value much
faster than the existing methods using machine learning method.
The second is presenting an approach to conduct conformance
checking in probabilistic circumstances. Both kinds of approaches
are from the perspective of no reference model is known and
only historical event traces and their corresponding fitness can
be used as train data. Specifically, for large event data, the
computing time of the proposed methods is shorter than those
align-based methods, and the baseling methods includes k-nearest
neighboring, random forest, quadratic discriminant analysis,
linear discriminant analysis, gated recurrent unit and long short-
term memory. Experimental results show that adding a machine
learning classification vector in the training set as preprocessing
for train data can obtain a higher conformance checking value
compared with the training sample without increasing the clas-
sification vector. Simultaneously, when conducted in processes
with probabilities, the proposed log-log conformance checking
approach can detect more inconsistent behaviors. The proposed
method provides a new approach to improve the efficiency and
accuracy of conformance checking. It enhances the management
efficiency of business processes, potentially reducing costs and
risks, and can be applied to conformance checking of complex
processes in the future.

Keywords—Conformance checking; fitness; log driven; machine
learning; deep learning; probabilities

I. INTRODUCTION

Process mining mainly extracts valuable process informa-
tion from events. It is a supplement and innovation to business
process management methods. Process mining is mainly com-
posed of three parts, namely, discovery, conformance checking,
and enhancement [1]. Conformance checking is designed to
check the conformity of discovered process model with the
event executions, so conformance checking value or fitness is
used to describe the degree that the event execution conforms
to the process model.

Two problems and two major challenges are encountered
in conformance checking studies [2]. The two problems are
described as follows: (1) Does the process execute the process
model in the manner recorded in the model? (2) How much

flexibility does the log trace allow in the execution of the pro-
cess in the case of violation of the rules? The two challenges
are described as follows: (1) How to improve the performance
of conformance checking when the models and logs become
larger? (2) How to balance between precision and deliberate
vagueness?

For the two challenges, we do not need to obtain a specific
value for conformance checking in several cases as long as
we can acquire an approximate value to meet our needs.
Therefore, studying efficient approximate consistency methods
is important for large-scale log situations or situations where
the reference model is unknown.

The state-of-the-art studies on conformance checking meth-
ods are mostly based on rule checking [20], token-based
replay [7], and alignment [9]. The main starting points of
these existing methods are based on the assumption that the
process reference model is known. However, in some real
cases, the process reference model is unknown for some
reasons, such as some changing operations are introduced
as software maintenance and business integrations. In such
cases, the initial reference model is no longer suitable for
current use, and the process reference model is not saved for
further use in some other situations. Thus, considering how to
efficiently measure conformance checking value only on the
basis of historical event execution traces with the absence of
the process reference model is crucial.

This paper proposes a new approach to calculate the confor-
mance checking value through machine learning method from
event logs. The designed method uses some machine learning
and deep learning algorithms to calculate the approximate
conformance checking value, and a collection of experiments
is implemented. The results show two fold conclusions. On
the one hand, our method provides an approximate one but
quicker, specifically in large event data for the reason of
introducing machine learning algorithm compared with the
alignment method that usually provides a precise conformance
value and takes long computation time. On the other hand,
adding a machine learning classification vector in the training
set can obtain an approximate conformance checking value
with higher precision compared with the training sample
without introducing the classification vector obtained by ma-
chine learning. Furthermore, a series of experiments were
also conducted in probabilistic processes. A stochastic process
miner was used to mine models from real event logs, and
the generated stochastic process model was used to simulate
event logs, which were then subjected to a series of variations.
The real logs were compared with the simulated logs through
a conformance check to obtain a conformance score, which
was then compared with alignment methods. This approach
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does not require maintaining organizational process models but
instead detects noncompliant process traces based on historical
data. The results indicate that when considering probabilities,
the conformance checking technique detects more inconsistent
behaviors.

The remainder of this paper is structured as follows. Sec-
tion II discusses related work. Section III reviews some basic
concepts and notations. Section IV introduces the proposed
method. Section V conducts experiments and analyzes the
results. Section VI provides the conclusions and presents some
future work.

II. RELATED WORK

For the first question posed in the previous section of
the conformance checking study is as follows: are the logs
executed in the manner the model records it? The state-of-
the-art research has provided relatively complete methods and
conclusions. The early research of conformance checking is
dedicated to determining whether a given process instance
conforms to a given process model [3], [4], [5], that is, whether
the process log conforms to the model is quantified through
discrete values 0 and 1, where 0 indicates that the log does
not conform to the process model, and 1 indicates that the log
fully conforms to the process model. In [6], a recurrent neural
network (RNN) is used to classify the traces in the log, where
the discrete values 0 and 1 are used for classification. Some
scholars aimed to provide diagnosis at the event log level, that
is, to observe the extent to which the log instance violates the
process model rather than simply providing a simple yes/no
answer. This type of method usually assigns a value between
0 and 1 to quantify the degree to which the process log
conforms to the process model. The larger the value, the
higher the degree to which the process log conforms to the
model, thereby solving the second problem of the conformance
checking research. The method proposed in [7] can accurately
point out where the deviations occur more frequently and the
severity of process instances that do not conform to the process
model. The early work of conformance checking is mostly
based on token-based replay [8]. This technology replays each
trace of the event log in the process model by executing
tasks in accordance with the sequence of each event and by
observing the process during the replay. The final state of the
model can determine whether and to what extent the tracking
actually corresponds to the effective execution sequence of
the model. However, this method may be constrained by its
dependence on the final model state, which might not capture
all the subtle nuances of process deviations. Alignment was
introduced in [9] and quickly developed into the mainstream
of conformance checking technology, and many alignment-
based extension methods were developed. The work in [10]
proposed an incremental method to check the consistency of
the process model and the event log. It may still face challenges
when dealing with extremely large datasets. The work in
[11] presented a conformance checking method based on
multiperspective declarative, adding other perspectives, such
as data or time for consistency testing, such as describing
process behavior. Most conformance checking techniques us-
ing alignments provide an exact solution for fitness values.
However, in many applications, having an approximation of
the conformance value is sufficient. Specifically, for large
event data, the computing time for alignments is considerably

long by using current techniques, making them inapplicable in
reality [12].

Some studies have investigated approximate consistency
calculation methods. The work in [12] used subset selection
and edit distance for conformance checking, thereby improv-
ing the performance of the conformance checking method
compared with alignment. But the selection of subsets may
ignore some key process behaviors. The work in [13] applied
bound approximation guides for the selection of the relevant
subsets of the process model behavior, further improving the
approximate accuracy of the consistency calculation value.
The work in [14] presented a statistical approach to ground
conformance checking in trace sampling and conformance
approximation. This type of method significantly reduces the
running time while still ensuring the accuracy of the estimated
conformance checking results, And the author has improved it
in the latest work [15]. The work in [16] used the simulation
behavior of the process model to approximate the conformance
checking value. The simulation method generates a trace that
is more similar to the behavior recorded in the event log
and uses these simulated traces and edit distance functions
to approximate the conformance checking value. The work
in [17] developed an approximation method for calculating
the fitness value by applying the relaxation labeling to the
process partial order representation of the model. The work
in [18] proposes a method to compute the alignment of logs
to a reference process using trie data structures to improve
efficiency through compact representation of process proxy
behavior and attempts to reduce the search space. The work
in [19] proposes an online approximate consistency detection
method that clusters event logs and selects representative traces
to construct support sets for consistency detection. However,
the clustering quality directly affects the detection accuracy.

III. PRELIMINARIES

In this section, we give a brief introduction to basic process
mining, especially the conformance checking terminology and
notation that can improve the readability of this paper.

A. Log Trace and Log

An event trace (or event executions) over an alphabet of
activity names Σ is a finite word σ ∈ Σ∗ that corresponds to
an event sequence. A log is a collection of log traces.

Denoting L = {τ0, τ1, τ2, · · · , τn, } as an event log, and τi
as a log trace. Each event in the process is recorded in a trace,
that is, τ = {e1e2e3 · · · en}. len(τ) indicates the number of
cases recorded in the trace, and τ(j) indicates the j− th event
in τ .

As shown in Table I, 6676 event traces constitute log
L, ⟨A,C,G7, H,D, F, I⟩is an event trace in L, and Σ =
{A,B,C,D,E, F,G,H, I} is the set of activities correspond-
ing to events. The labels 0 and 1 denote the a binary output.

B. Classification Learning Method

1) Quadratic Discriminant Analysis (QDA): The idea of
QDA classification is to first construct a discriminant function
F and use it to determine the decision boundary between
classes. The discriminant function F is used to establish the
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TABLE I. AN EVENT LOG EXAMPLE

ID Event sequence label

1 ⟨D,B,D,E, I⟩ 0
2 ⟨A,C,D,A,C, F, I⟩ 0
3 ⟨A,C,B,H, F, I⟩ 0
4 ⟨A,C4, D,G, F, I⟩ 0

. . . . . . . . . . . . . . . . . .
6673 ⟨A,C,G7, H,D, F, I⟩ 1
6674 ⟨A,C,G7, D,H, F, I⟩ 1
6675 ⟨A,C,G7, D,G, F, I⟩ 1
6676 ⟨A,C,G8, D, F, I⟩ 1

decision boundary for distinguishing different categories into
different regions [21].

Assuming that the data follow the Gaussian mixture model,
the observations in the category conform to the multivariate
Gaussian distribution of mean and covariance, that is,

x ∈ Ci ⇔ x = µi +
∑1/2

i z, with z ∼ N(0, Ip) (1)

where Ip represents the size of the p× p unit matrix.

Let πi, i ∈ {0, 1} denote the prior probability that x
belongs to class Ci. The classification rules related to QDA
classifier are given as (Eq. 2).

WQDA(x) = −1

2
log
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|Σ1|

− 1
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0
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1 µ1 −

1

2
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0

∑−1
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2
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1 µ1 − log
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(2)

The number of training observations for each class Ci, i ∈
{0, 1} is denoted as ni, i ∈ {0, 1} , and T0 = {xl ∈ C0}n0

l=1

and T1 = {xl ∈ C1}n0+n1

l=n0+1 are used to represent their respec-
tive samples.

µ̂i =
1

ni

∑
l∈Ti

xl, i ∈ {0, 1} (3)

Σ̂i =
1

ni − 1
(xl − µ̂i)(xl − µ̂i)

T , i ∈ {0, 1} (4)

{
x ∈ C0, if WQDA > 0
x ∈ C1, otherwise

(5)

2) AdaBoost: AdaBoost [22] is a popular integrated learn-
ing technology due to its adaptability and simplicity. AdaBoost
has been successfully extended to the field of pattern recogni-
tion, computer vision, and has been used in many fields, such
as two class and multiclass scenes. The main idea of AdaBoost
is to build a series of weak learners by using different training
sets, which are obtained by resampling the original data. These
learners are combined through weighted voting to predict the
class label of the new test instance.

3) Long Short-term Network (LSTM) network: LSTM net-
work is an improvement of RNN [23], which effectively solves
the gradient disappearance and gradient explosion of RNN by
adding a gate structure. The LSTM network is widely used
in time series forecasting and has been utilized in process
monitoring and forecasting in recent years.

4) Gated Recurrent Unit (GRU): The GRU network is a
variant of the LSTM network [24], which combines the forget
gate and the input gate in the LSTM network into one gate,
which is called the update gate. It has two door structures,
the update door and the reset door. The update gate is used to
determine the degree of retention of the state information at the
previous moment in the current moment of learning. The larger
the update gate value, the greater the degree of retention. The
reset gate is used to control the degree of combination between
the state information at the previous moment and the state
information at the current moment. The larger the reset gate
value, the greater the degree of combination. A simplified GRU
network maintains the LSTM effect, has a simpler structure,
fewer parameters, and a better convergence model.

C. Regression Learning Method

1) Light Gradient Boosting Machine (LGBM): Light GBM
is a gradient boosting framework originally developed by
Microsoft and uses a tree-based learning algorithm. Its main
idea is to use weak classifiers (decision trees) for obtaining the
optimal model through iterative training. This framework has
good training effect, difficult overfitting, and is widely used to
solve regression problems.

2) Random forest: Random forest is an ensemble learning
method for classification and regression [25]. It runs by
constructing a large number of decision trees during training.
The random forest regression model is a model obtained
by synthesizing the results obtained from several established
decision tree models, and the final prediction result is obtained
by averaging the prediction results of all decision tree models.

D. One-hot Encoding Method

One-Hot encoding, also known as one-bit effective encod-
ing, mainly uses N-bit status registers to encode N states. Each
state has its own independent register bit, and only one bit is
valid at any time. One-hot coding represents the categorical
variables as binary vectors.

IV. LOG-DRIVEN APPROXIMATE CONFORMANCE
CHECKING VALUE CALCULATION METHOD

A. Method Framework

The method proposed in literature [6] has some common-
alities with this paper in that they are based on classifying logs
and error logs to obtain the conformance checking values. The
difference is that the values in literature [6] use RNN methods
for classification to obtain global accuracy and recall between
logs and models, whereas our proposed method obtains the
approximate conformance checking values for each trace in
the logs. In this paper, we propose a method to approximate
the conformance checking values by using machine learning.
The results are improved by adding an intermediate vector for
the classification to the original data’s method for fitting.
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Fig. 1. Overall implementation framework of the proposed method.

Fig. 1 shows the overall framework of the proposed method
proposed. In accordance with the existing event log and its
consistency training samples, the traces in the log are divided
into “correct traces” and “error traces,” and label values of
1 and 0 are assigned, respectively. The two types of trace
data are preprocessed. For simplicity of expression, the set
of “correct traces” is recorded as Log, and the set of “error
traces” is recorded as Antilog. To better maintain the order
relationship of the traces in the log, this article uses one-hot
encoding to process all the traces. The use of GRU, LSTM,
k nearest neighbor, Gaussian process, decision tree, random
forest, AdaBoost, and QDA learning with algorithms, such as
LDA, can obtain the classification accuracy of the “correct
trace” and “wrong trace” in the log. On the basis of the
classifier, the approximate value of the consistency is further
obtained.

Let all gather event executions as set L = {LT , LX},
where LT denotes the trace set that all event execution trace
in it have conformance checking value between 0 and 1, and
LX denotes the trace set that all event trace in it have no
conformance checking value.

B. Metric Method

In this paper, the accuracy [26] is used to evaluate the
classification algorithm, and the conformance checking value
of fitting is measured in terms of mean absolute error (MAE),
mean square error (MSE), and R-squared [27]. The related
evaluation index calculation methods are expressed as Eq. (6),
(7), (8) and (9).

For binary classification problems, the samples can be
divided into true positive (TP) in accordance with their true
categories and the predicted categories of the classifier. The
true category and the predicted category are positive examples.
False positive (FP): The true category is negative, and the
predicted category is positive. False negative (FN): The true
category is positive, and the predicted category is negative.
True negative (TN): The true category is a negative case, and
the predicted category is a negative case. The accuracy rate is
calculated, as shown in Eq. (6).

accuracy =
TP +NP

TP + TN + FP + FN
(6)

yi is the true value of the i−th sample, and ŷi is the observed
value of the i− th sample.

The MAE is used to measure the average value of the
absolute difference between the predicted value and the true
value. The smaller the MAE, the better the model. The
calculation method is shown in Eq. (7).

Algorithm 1: Conformance checking value approxi-
mate calculation method

Input: log L = {LT , LX}, Fit = {ci | ci ∈ [0, 1]∧
ci = fitness(πi) ∧ πi ∈ LT }

Output: the fitness value of each trace in the trace set
Lx.

Procedures:
Step 1: In accordance with the fitness value in Fit, if
the fitness value of a trace is less than 1, then mark
its classification label as 0, else if the fitness value
equals 1, then set its classification label to 1.

Step 2: The traces in L are processed by using
one-hot encoding and machine learning algorithms. k
nearest neighbor, decision tree, random forest, and
QDA are used to classify the traces in accordance
with the labels in step 1.

Step 3: Perform one-hot encoding on the trajectory in
L, and use the LSTM and GRU deep learning
algorithms to classify in accordance with the label in
step 1, where the coding of each activity is inputted
into each time step.

Step 4: Use the classification model with the highest
score in Steps 2 and 3 (known as the QDA
algorithm), and apply the classification model to all
the trajectories in L to obtain the classification
vector.

Step 5: Add the classification vector to the original
data.

Step 6: Use regression algorithm to fit and obtain the
fitness value of each trace.

MAE =
1

n

∑n
i=1 |(yi − ŷi)| (7)

The MSE represents the average of the squared difference
between the original value and the predicted value in the data
set. It measures the variance of the residuals. The smaller the
value, the better. The calculation method is shown in Eq. (8).

MSE =
1

n

∑n
i=1(yi − ŷi)

2 (8)

R-squared represents the coefficient of the degree of fit
between the predicted value and the original value. The larger
the value, the better the model. The calculation method is
shown in Eq. (9).

R2 = 1−
∑n

i=1(ŷi − yi)
2∑n

i=1(ȳ − yi)
2 (9)

C. Probabilistic Log-Driven Stochastic Process Conformance
Checking

First, using the stochastic process miner from the [34] and
the Prom tool, a probabilistic stochastic process model was
mined from the real event log L. Then, the generated model
was simulated using Pm4py to produce event logs, which
underwent a series of variations to obtain the simulated event
log L

′
. The real event log L and the simulated event log L

′
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were then subjected to a Log-Log conformance check using
the method from the [35] to obtain the conformance value.
The specific steps are as follows:

Algorithm 2: Probabilistic log-driven stochastic pro-
cess conformance checking

Input: Event log L, L
′

Output: L− L
′

conformance score
Procedures:
Step 1: Mine a probabilistic stochastic process model
M from the real event log L.

Step 2: Use the Pm4py tool to simulate event logs
using M , and apply a series of variations (including
some traces that do not conform to the model) to
obtain the log L

′
.

Step 3: Compute the reallocation matrix for L and L
′
.

Step 4: Compute the distance matrix for L and L
′
.

Step 5: Calculate the L− L
′

conformance score
based on the reallocation matrix and distance matrix
of L and L

′
.

V. EVALUATION

A. Artificial Log Acquisition and Preprocessing

No benchmark case library can be used for the calcula-
tion and evaluation method of the approximate conformance
checking value based only on logs. Therefore, this paper adopts
the following methods to generate the associated manual
integration log. A process is customized by using the Petri net
model SN , and then the token replay technology in pm4py
library [28] is used to generate the “correct traces” set (Log)
that conforms to the process model for the process model SN .
We then mutate these traces to make them noncompliant with
the process model “error traces” set (Antilog) and use the
alignment technology in pm4py to calculate the consistency
value of each trace with respect to the model. These traces
and their fitness are used as the data set of the experimental
work in this paper.

This paper obtains two real event case datasets from the
public datasets, a real event log of a sepsis case [29] and a real
event log of the information system for managing road traffic
fines [30]. No traces in these real logs that do not conform
to the real process model. Therefore, we first use the mining
algorithm to obtain a model of real logs and then use the real
model to simulate real logs as the dataset for the experimental
work.

Fig. 2, 3 and 4 show the three Petri net models used in this
paper, respectively. This paper uses the models in Fig. 2, 3 and
4 to generate Log1, Log2, and Log3, respectively. The three
models contain different loops and concurrent behavior that
can be used to test the applicability of the proposed method to
various behavior. As shown in Table I, the set of “correct trace”
and “error trace” is generated by model 1. Given that cycles
are found in the model and generating all traces is impossible,
we categorize the log into two disjoint parts, which are L=K

and L<K , where L<K denotes the completeness log set under
the k constraint, that is, the trace length is k, and L<K contains
all traces of the model that have length less than k.

Fig. 2. Petrinet model SN1.

Fig. 3. Petrinet model SN2.

Fig. 4. Petrinet model SN3.

B. Practical Logs

The experiments implemented here uses five different types
of event logs, three of which are manually generated logs
(named Log1, Log2 ,and Log3 produced in last section), and
the other two are real event logs (named sepsis and road
fine). The data presented in this study are openly available
in at https://pan.baidu.com/s/1TFEobiqrXTWjQF4R-cLHwQ
(extract code: aidw).

Taking Log1 for an example. As shown in Table I, the first
log contains 6667 different traces. Its consistency is marked as
1 and 0 in accordance with whether the trace conforms to the
process in the data. The detailed information of the five logs
is shown in Table II.

C. Classification Result Analysis

We selected two types of learning algorithms for classi-
fication experiments, which are deep learning algorithm and
machine learning algorithm. The use of machine learning
and deep learning methods require different processing of the
generated logs. To better preserve the sequence relationship in
the logs, we perform one-hot encoding on the log.

The traces in Log1 (Table I) are taken as an exam-
ple. Log1 has a total of nine activities, and the longest
trace length is 18. The length of trace ⟨D,B,D,E, I⟩
is 5. In the procedure of one-hot encoding, the char-
acter “0” is filled to make the trace with a length of
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TABLE II. INFORMATION ABOUT THE FIVE LOGS

Log Complete- Num. Max. Min. cases cases
ness activities case case Normal Deviant

length length

Log1 true 9 18 1 4098 2578
Log2 true 10 20 1 4862 4005
Log3 true 10 15 1 2240 2025
Sepsis false 16 14 3 41143 17397

Road fine false 11 14 3 21868 11378

18, that is, ⟨D,B,D,E, I, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0⟩ af-
ter filling. One-hot encoding is performed for each ac-
tivity of the trace. Given that 10 elements are found in
the activity table [A,B,C,D,E, F,G,H, I, 0], each ele-
ment of the activity table can be represented by 10 bits.
For example, A is represented by [1, 0, 0, 0, 0, 0, 0, 0, 0, 0],
and B is represented by [0, 1, 0, 0, 0, 0, 0, 0, 0, 0], and sim-
ilar means for other elements. Therefore, each trace
is filled as a vector of 180 dimensions. The trace
⟨D,B,D,E, I, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0⟩ is represented
by a 180 bit as [0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0. . . . . . . . . . . .0, 0, 0, 0, 0, 0, 0, 0, 0, 1].

For deep learning, we directly use the encoded vector,
each trace has a label, and each activity is inputted into the
LSTM and GRU as an event step. We use LSTM and GRU
for classification experiments, which are different from [6].
Our training data have more variables than [6], and the length
of the trace is longer than that used in [6]. RNN specializes
in processing time series data. The disadvantage of RNN is
that it cannot handle long-term dependencies, whereas LSTM
and GRU can handle long-term dependencies well. We use the
LSTM and GRU network in Pytorch library [31] for training.
For machine learning, we use the PCA dimensionality reduc-
tion algorithm to reduce the dimensionality of the data after
one-hot encoding and then we use several typical methods,
such as random forest, secondary discrimination, decision tree,
and k nearest neighbors. These algorithms are integrated into
the sklearn library [32] in Python and can be easily used. The
supposed framework is shown in Fig. 5.

In this paper, we conduct two type of experiments. In the
first experiment, we perform a classification experiment on
three different logs. These logs are divided into two categories.
The first category is in line with the process model and is
marked as 1. Another type of log that does not conform to the

Fig. 5. Supposed framework.

Fig. 6. Comparison of the classification accuracy of various methods.

process model is marked as 0. We use machine learning and
deep learning methods to classify these data, so we can obtain
a classification method with a higher accuracy score.

In the second experiment, we use the method with the best
classification effect in experiment 1 to process the log and
obtain the classification vector of each trace in the log. The
classification vector and the original trace vector are used to
fit the fitness, so that we can obtain a good fitting effect.

In the classification experiment of different labels, for
three different logs, we divided the training set of 5%, 10%,
20%, and 40%, and the rest is the test set. Fig. 6 shows the
classification results under 5%of the training set. We use a line
chart to easily observe the effect of the classification model.
The QDA classification method has the highest accuracy by
observing the different classification methods in Fig. 6 for
the three different log classification results. It can obtain 99%
accuracy under 5%of the training set, and the QDA method
is better than the method ranked as second. The classification
accuracy is higher, indicating that the QDA method can better
classify the logs generated by the Petri net structure. Therefore,
we use the QDA classifier to generate a classification vector for
the classification to fit the conformance checking value. The
vector is added to the PCA dimensionality reduction vector,
and then the fit method is used to fit the fitness value, as
shown in the next section.

The experimental results in Fig. 6 show that using QDA
to classify data can obtain higher classification accuracy.
Therefore, the probability generated by the decision function
of QDA classification is added to the data as a classification
vector for fitting.

D. Analysis of Fitting Experiment Results

This experiment is divided into two groups. The experimen-
tal results of fitting the data without the classification vector
are used as a control, and the consistency calculation of data
after adding the classification vector is analyzed specifically.
In the experiment, 60% of the three artificial log samples are
used as the training set, and the remaining 40% are used as
the test set. To evaluate the fitting effect, we use three fitting
metrics: MSE, MAE, and coefficient of determination (R2).

The experimental results of the three different logs are
shown in Fig. 7, 8 and 9. In the three different logs, the
fitting effect of the various measurement methods after adding
the classification vector is significantly improved than the
one without adding the classification vector. The R2 score
of log1 added to the classification vector is 2 percentage
points higher than that of the unadded vector, and log2 is 4
percentage points higher. The other two measurement methods
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have different degrees of improvement, showing the superiority
of the proposed methods.

This work compares the conformance checking technology
based on token replay in [33] and the proposed method
to evaluate their differences. We still use MAE, MSE, and
R2 metrics to evaluate and calculate the difference between
the proposed method and the alignment, and the difference

Fig. 7. Fitness for Model 1, PCA=40.

Fig. 8. Fitness for Model 2, PCA=40.

Fig. 9. Fitness for Model 3, PCA=40.

Fig. 10. Comparison of manual event log results.

Fig. 11. Comparison of real event log results.

Fig. 12. Comparison of real event log Conformance checking results.

between [33] and the alignment separately. We can obtain a
better approximation effect than the consistency of [33] when
we use the proposed method to train the training set of 5%
manual logs. The comparison between the proposed method
and the method in [33] on the synthetic log results is shown
in Fig. 10. The comparison between the proposed method and
the method in [33] on the real log is shown in Fig. 11. The
proposed method is found to obtain lower MAE and MSE
than the method in [33] on real and synthetic logs for 5%
of the training set and obtain higher R2 scores. Our method
is slightly less effective than the artificial logs for real logs
because the artificial logs are complete logs and the real logs
are noncomplete logs. Our method cannot learn more behavior
from fewer training logs. After evaluating different artificially
generated and real event logs, we verify that the proposed
method can be used to evaluate the consistency of other traces
in the logs when the consistency of some traces in the logs is
known and can be closer to the consistency with the real ones
than other methods.

Probabilistic log-driven stochastic process conformance
checking results are shown in Fig. 12. As seen in the figure, the
results calculated using the probabilistic conformance checking
technique may detect more inconsistent behaviors, resulting in
a lower conformance score.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel method to calculate
the trace approximate conformance checking value based on
logs The proposed method integrates traditional machine learn-
ing in obtaining conformance checking, thereby enabling the
calculation of the trace conformance checking value without
a systematic reference model and extending the breadth of
existing studies. It provides a new approach to improve the
efficiency and accuracy of conformance checking, reducing the
difficulty of conformance verification in complex processes,
enhancing the management efficiency of business processes,
and potentially lowering costs and risks. However, this method
has some limitations. The proposed method belongs to super-
vised learning. The fitness of the training samples must be

www.ijacsa.thesai.org 1432 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

determined in advance to perform related machine learning and
fitting operations. Therefore, the format of the data set has cer-
tain requirements. No enterprise-level, large-scale benchmark
case library is used at present.

The proposed machine learning calculation method for
the approximate conformance checking value can be further
applied to change mining and business process prediction
and monitoring. As the business system progresses over time,
many changes, such as software maintenance, business fusion,
and other factors, are inevitably introduced. Detection of log
behavior deviation and verification through machine learning
and deep learning without a reference model are necessary.
Therefore, machine learning and deep learning will be used to
detect the behavior changes of logs in future studies. Related
analysis and discussion are important branches in the study of
process mining, and they are future extension of the work in
this paper.
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Université Nazi BONI
BOBO DIOULASSO, BURKINA FASO

Abstract—This paper is focusing on the problem of the time
taken by different algorithms to search data in a large database.
The execution time of these algorithms becomes high, in the
case of searching data in a non-redundant data, distributed in
different database sites where the research consists of reading
on each site for finding data. The main purpose is to establish
adapted models to represent data in order to facilitate data
research. This paper describes a classification of spatial data
using a combination of k-means algorithm and voronoı̈ diagram
to determine different clusters, representing different group of
database sites. The advantages of classification is made through
the k-means algorithm that defines the best number and the
centers of required clusters and voronoı̈ diagram which gives
definitely the delineation of the area with margins, representing
the model of organizing data. A composition of K-mean algorithm
followed by voronoı̈ diagram has been implemented on simulation
data in order to get the clusters, where future parallel research
can be realized on different cluster to improve the execution time.
In application to e-health in GIS, a best distribution of medical
center and available services, will contribute strongly to facilitate
population well-being.

Keywords—Classification; K-means; voronoı̈ diagram; GIS; big
data; data research

I. INTRODUCTION

Data research is often made through different requests
submitted to the database. The problem of data research be-
come complex in the context of multi database not-connected,
distributed in several sites, having big data. For instance, in
the structure of a spatial database, where each GIS position
corresponds the localization of a database site with big data,
the execution time of data research will depend on the number
of database site.

Classification is necessary to organize data in order to
facilitate data research. The criteria of classification define
requirements that must be respected to put together the data
in the same cluster. The application of criteria could lead
to have partitions, called clusters to store data. Each cluster
contains similar elements regarding to criteria definition. Many
techniques of Classification have been proposed by different
scientists. For instance, Koperski et al. in [8] have proposed
an efficient two-step method for classification of spatial data.

There are also supervised classification and unsupervised
classification. Supervised classification consists of labeling
the dataset and assigning a new data to a pre-existing class.
K-nearest neighbors (KNN), decision trees, neural networks,
support vector machines(SVN) and Bayes classifiers are su-
pervised classification. For. Instance, Karem et al. in [2] used

a supervised classification to study the theory of believing
fonction. Kessler et al. in [6] applied neural network to
classifier mails.

Unsupervised classification consists of finding a group in
unlabeled dataset for a new observation. K–means, K–meloı̈d,
hierarchical classification are unsupervised classification. For
instance Kodinarya et al. in [4] have realised a review on
determining number of cluster in k–means clustering. Sinaga et
al. in [5] proposed unsupervised k–means clustering algorithm.

Meshing space could lead to supervised classification or
unsupervised classification. Regular grid or irregular grid are
meshing technique. Bottela et al. in [7] generated a mesh for
modeling simulation for physique phenomene. Duchaine in [9]
also generated a structured mesh kriging with local elliptical
refinement. Antoine Vacavant in his thesis, proposed a survey
on regular and irregular grids that could be considered as
supervised classification.

The initial works of Sere et al. in [1] impose artificial
meshing on data that leads to empty clusters used for the
map-reduce algorithm. The size of clusters does not take into
account the number of data inside.

Our purpose is to reduce the execution time of data research
algorithms, in building a model of data structure with relevant
clusters. The achievement of this purpose will lead to avoid
many artificial clusters and to remove empty clusters.

Our hypothesis is that an adequate model of data structure
will contribute to reduce the execution time of data research.

This paper follows and extends the initial works in [1],
to explore the combination of k-means clustering and voronoı̈
diagram successively on simulation data, as an alternative to
create a model for data structure : the outputs of k–means
clustering with different centers are the inputs of voronoı̈
diagram algorithm to get definitely clusters.

The proposed method could be applied to the data set in e-
health, representing data related to the sites of pharmacies with
drugs characteristics or medical centers. More others fields
are concerned with applications, as to find the nearest vehicle
seller, the nearest security station in a region.

This paper is organized as follows: Section 2 presents the
state of art with classification techniques. Section 3 describes
the method while Section 4 shows the results of implementa-
tion.
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Fig. 1. K-means algorithm.

II. PRELIMINARY

A. Problem Statement

The pharmacies of the city of Ouagadougou have databases
within their premises which store the name, the quantity of
stock and the price of each product. They are located in
different districts. We do not know in its various pharmacies
which ones have more influxes. The establishment of a new
pharmacy is done without optimization. The acquisition of
products is still archaic because the user must always go to
a pharmacy before obtaining information on the stock of the
product he is looking for. We have developed in our master’s
thesis and in the article SERE and Al [1], the parallel search
for a datum d in several spatial databases by prioritizing the
closest database. If we assume B the set of databases of all
pharmacies in Ouagadougou and Bi the database associated
with each pharmacy with B= {B1, B2, ..., Bn} ; we are dealing
with a large volume of data commonly called big data.

Our study consists in optimizing the classification of the
different cluster pharmacies and the meshing of the clusters
obtained for a better spatial distribution of the pharmaceutical
sites and better search results.

B. K—means

The k-means algorithm, proposed by MacQueen (1967),
is an aggregation technique around mobile centers [10]. The
principle in [11] is to place the k chosen points in the
space represented by the individuals to be classified. These k
points go formerly the first centers of the different clusters. In
addition, the barycenter of each cluster is calculated. Finally,
the individuals are reassigned according to the proximity to
the new center Fig. 1.

C. Mesh Techniques

A mesh is a partition of space or a domain into a set
of elementary cells that have coordinates, dimensions and
information on the connectivity relationship between its cells
(vertices, edges, faces, volume). Bastian and al in [17] used the
connectivities for the implementation of a c++ algorithm that
generates quadrilateral meshes. Consider a bounded domain
noted D of R2 and R3 , Ph is a mesh of D if:

• D = UK∈Ph
K

• The interior of any element K of Ph is no empty

• The intersection of the interior of two elements is
empty.

There are tree types of mesh as structured, unstructured and
hybrid presented in [9].

1) Structured Meshes: Consider any bounded domain
noted Q to which a mesh has been applied. The mesh of
the domain Q is said to be structured if and only if from a
single one of its meshes it is possible to reconstruct the whole
identical mesh. It is characterized by a cell that repeats itself
identically and ordered in [3], [9].

2) 1D mesh: The mesh is carried out on the right of the
abscissa whose domain is a segment [AB] in Fig. 2. This
segment is partitioned into m cells with a constant pitch C
which is equal to B−A

m . Then X1 = A,Xi+1 = Xi + C and
Xm = B with i = 1, 2. . .m.

The relationship Xi+1 = Xi+C expresses the connectivity
link between two cells.

Fig. 2. 1D mesh.

3) 2D mesh: For a rectangular domain (a, b) x (c, d) we
have:

• X1 = a,Xi + 1 = Xi + C with C the pitch of the
mesh in the direction X; C = b−a

m and i = 1, 2...m

• Y1 = a, Yj + 1 = YJ + K with K the pitch of the
mesh in the Y direction; K = b−a

m and j = 1, 2. . .m

• Cartesian and polar mesh (cylindrical and spherical in
3D)

This mesh is composed of pairs of transverse lines which
intersect at the nodes of the mesh and a cell which is repeated
with the same number of nodes around a vertex. Each node
is obtained thanks to the coordinates (i, j) formed by the
indices of the transverse lines. The decrementation and/or the
incrementation of the coordinates (i, j) of a node makes it
possible to locate its neighbors. Then the incrementation and
the decrementation constitute the relations of connectivities
between the different cells.

The structured mesh reveals its weaknesses when it comes
to the meshing of a domain and its borders. Moreover one
cannot control neither the form nor the distribution of the cells
in the field, one cannot either mesh according to the simulated
phenomenon. To make up for this shortcoming, we are going
to switch to the unstructured mesh.

4) Unstructured meshes: The mesh of an unstructured
bounded domain Q is characterized by unordered cells and
all its cells are not identical [9]. Owen described the majority
of unstructured meshes which we summarize in [3].

After the generation of the mesh algorithms necessarily
comes the step of improving the overall quality of the elements.
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The two types of mesh enhancement smoothing and cleaning
developed by Owen in [3].

• Smoothing is the adjustment of nodes without any
change in connectivity between elements.

• Cleaning is the adjustment that modifies the connec-
tivity of the elements.

Bastian and al in [17] presents an unstructured quadrilateral
meshing algorithm that generates the mesh by recursively
subdividing domains.

5) Hybrid meshes: it is a mesh that combines both struc-
tured and unstructured elements. source [9]

Fig. 3. Hybrid mesh.

6) Description of the Voronoı̈-Delaunay mesh: Johann Pe-
ter Gustav Lejeune Dirichlet in [13] introduced the Voronoı̈
diagram in 1850, which is how a given domain could be
systematically decomposed into a set of compact convex
polygons. Georgy Voronoı̈ in [16] formalized this notion in
the general case in 1908.

Definition 1: Voronoı̈ diagram [12], [14], [15]: Let P be
a set of points pi such that 1 ≤ i ≤ n. Let E be a Euclidean
vector space such that P ∈ E. Consider a point among the n
points of P and denote the pi. Let us delimit the space which
gathers all the points of E which are closer to pi than the rest
of the points of P. This delimitation forms a cell called the
Voronoı̈ cell of the point pi and is denoted Ci. In the cell Ci

all the points of E are closer to pi than the rest of the points
of P. Let pi be the set of points of P except pi and q the set
of points of Ci we have: d(q, pi) ≤ d(q, pj) ; the point pi is
called the germ of the cell Ci.
Next, take another point of P and delimit its corresponding
Voronoı̈ cell. Let us do the same for all the points of P. We
note that the space E is subdivided into cells Ci associated
with the points pi with 1 ≤ i ≤ n. This subdivision of space
E into cells Ci associated with points pi with 1 ≤ i ≤ n
is called Voronoı̈ diagram and is denoted Vor(P). Note that
the union of cells Ci is equivalent to the Voronoı̈ diagram
of P: V or(P ) = Upi∈PCi The boundary between two cells
is called the Voronoı̈ edge and is halfway between the two
seeds corresponding to the two cells in 2D, it is a segment of
the perpendicular bisector of the line joining these two seeds.
Drawing:
Case 1: two cinemas A and B are at different positions. From
my position, if I want to go to the nearest cinema, it is in my
interest to head towards a Fig. 4.

Fig. 4. Closest distance between two sites.

If all the pairs of points that have an edge in common are
connected by straight lines, the result is a triangulation within
the convex hull of the set of points {Pi}. This tessellation is
known as the Delaunay triangulation in [12], [14], [15].

There is a particular similarity between the k-means clas-
sification and the space mesh with the voronoı̈ diagram. The
synthesis of the two methods could be a basis for the grouping
and distribution of sites in clusters in order to organize the
distribution of data in space and to facilitate their search.

III. METHOD DESCRIPTION

Pharmacies in Ouagadougou are located in the different
districts with the aim of bringing their services closer to
beneficiaries. This requires a good distribution or network of
sites in the locality while projecting the coverage of users by
each pharmacy. Pharmaceuticals are widely diversified. Thus it
is difficult or even impossible for a pharmacy to have all types
of products in stock. Consequently, users must go to other
pharmacies for cases of missing product. To do this, we are
going to classify the pharmacies into clusters to guide users
to search for products first in the cluster in which they are
housed, then in the nearest neighboring cluster in the event
that they have not obtained all of their products within their
cluster.

Our objective is to optimize the distribution or meshing of
sites in space, to classify them into groups or clusters in order
to facilitate the search for a service according to the position
of the user in relation to the different groups of sites. To do
this we will make a synergy between the k-means algorithm
and the voronoı̈ diagram.

We will first form the clusters. Each cluster consists of a set
of pharmacy databases. It occupies a well-defined space that
we call a cell. When a new pharmacy is created, it is assigned
to the nearest cell. We will then look for the cluster closest to
the position of the user who is looking for information on the
disposal of a pharmaceutical product.

A. Cluster Creation

Let k ∈ N and k less than the pharmacy numbers. We
will use the k–means algorithm to group database sites into k-
clusters. The centroids of the different clusters are called seeds.
We will then use the seeds to build the Voronoı̈ diagram. We
get k-cells. We’ve just applied the function kmeans◦Voronoı̈
or f◦g if we consider that kmeans is the function f and
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Voronoı̈ is the function g. Each cell houses a cluster and each
cluster groups pharmaceutical database sites. The GPS(x,y)
coordinates of each seed and all of its database sites are
collected. The following algorithm makes it possible to create
the k-clusters and to accommodate them in cells thanks to the
Voronoı̈ diagram.

1) Cluster creation algorithm: Cluster creation is define by
the procedure:

• Group objects into k-clusters using the k-means algo-
rithm.

• Using the centroids of the different clusters as seeds,
separate the locality into k-cells using the Voronoı̈
diagram. Each cell gathers the sites of the cluster and
the barycenter becomes the seed of the cell.

• Locate the GPS coordinates (x, y) of the seed of each
cell and all of its sites.

Note: This algorithm is called kmeans◦Voronoı̈.

2) Nearest cell search algorithm: The following algorithm
determines the cell closest to any point. The coordinates of
this point are determined using GPS. The distance used is the
Euclidean distance.

• Locate the GPS(x,y) coordinates of the person con-
cerned.

• Calculate the Euclidean distance between the position
of interest and the different seeds of the cells d(i, j) =√
(xi1 − xj1)2 + (xi2 − xj2)2.

• Compare distances.

• Choose the minimum distance as the nearest cell.

Given a set S composed of n points (y1......yn) in a space
E, k an integer less than n and x another point not belonging
to the set S. We are looking for the k nearest neighbor of x.
The neighborhood problem first involves knowing the distance
between x and the different points of S. The algorithm below
calculates and displays the Euclidean distance between two
points A and B.

For k=1 the nearest neighbor search is limited to the single
nearest neighbor of x. We are looking for the smallest distance
between x and yi for i ranging from 1 to n. Let di=d(x,yi ) then
the nearest neighbor algorithm amounts to finding the smallest
di for i ranging from 1 to n. Let di=d(x,yi ) then the nearest
neighbor algorithm amounts to finding the smallest di for i
ranging from 1 to n.

Algorithm 1 NearestNeighbor

1: Variable i, n, index: integer
2: procedure index←− 1
3: for i ranging from 2 to n do
4: if D[index] ¿ D[i] then index =i
5: end if
6: end for
7: Display D[index] is the smallest distance
8: Show y[index] is nearest cell
9: end procedure

We can use the two previous algorithms to determine the
nearest neighbors to the farthest neighbors. For k=1, it is
the nearest neighbors algorithm. We will rank the nearest
neighbors to the farthest neighbors. So we’re going to sort
the distances from the smallest to the largest.

Algorithm 2 RankNearestNeighbor

1: variable i, j, integer
2: procedure
3: for i going from n to 1 do
4: for j ranging from 2 to i do
5: if D[j-1] ¡ D[j] then
6: Exchange (D[j-1],D[j])
7: end if
8: end for
9: end for

10: end procedure

IV. EXPERIMENTAL RESULT

The choices of tools used to implement k–means and
Voronoı̈ diagram are based on reliability, flexibility and con-
cordance with the method description.

• R software: It is a programming language and a free
open source software environment mainly dedicated
to statistical analyses, data science and graphical rep-
resentations.

• RStudio is an interface facilitating the use of R. It is
also free and freely distributed. The RStudio interface
is divided into four windows: the console where you
can execute commands; the environment where we
can view the constructed objects; files and plots where
you can install packages and view graphics; R script
where you can keep the command lines as well as the
comments.

• Installation of packages and import of libraries re-
quired.

We will first create a “mydata” data table which contains
the x and y coordinates expressing the spatial position of the
pharmaceutical sites.

Algorithm 3 Algorithm for creating a data table

1: Xvalue ¡- c(4, 1, 0, 20, 7, 7, 3, 10, 16, 1, 2, 11, 25, 1, 6,
1)

2: Yvalue ¡- c(7, 9, 20, 11, 8, 10, 40, 25, 33, 21, 11, 8, 13,
13, 12, 16)

3: mydata ¡-data.frame(x = Xvalue, y = Yvalue)

Consider the x and y coordinates of the following 16 sites
below. We calculate the barycenters of the x and y coordinates
for each cluster. We will first choose the number of cluster k
using the curve we generate with the tools.
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TABLE I. ¡X AND Y COORDINATES¿

Order X Y
1 4 7
2 1 9
3 0 20
4 20 11
5 7 8
6 7 10
7 3 40
8 10 25
9 16 33
10 1 21
11 2 11
12 11 8
13 25 13
14 1 13
15 6 12
16 1 16

To classify sites into groups we need to know the number of
groups k. The best choice of this number k makes it possible
to obtain very homogeneous groups. The R software allows
us to draw a curve with elbows. The numerical value of the
elbow with the greatest inflection corresponds to the best k.
Algorithm 4 allows to draw the curve in Fig. 5.

Algorithm 4 Algorithm for determining best k
{plot(1:10, t, type = ”b”, pch = 19, frame= FALSE, xlab =
”Number of clusters (k)”, ylab = ”Intra-cluster sum of squares
(wss)”, main = ”Optimal number of clusters k”)}{}

We obtain the curve in Fig. 5 that presents the choice of
the number of clusters.

Fig. 5. Choice of the number of clusters.

The best number of clusters is obtained by choosing the
elbow which presents an inflection. By observing we notice
that k=3 and k=4 present inflections. We will work with his
two cases and choose the best one in the end.

We will calculate the coordinates of the different centers
of the k groups using the Algorithm 5.

Algorithm 5 Cluster center calculation algorithm

1: for (k in 1:10) {
2: kmeans result ¡- kmeans(data, centers = k)
3: t[k] ¡- sum(kmeans result$tot.withinss) }
4: k=3
5: kmeans result¡- kmeans(data, centers = k)
6: cat(” Clusters centers : \n”)
7: print(kmeans result$centers)

For k=3 the centroids of the clusters obtained have x and
y coordinates in the Table II:

TABLE II. ¡X AND Y COORDINATES¿

Order X Y
1 3.72 12.27
2 9.66 32.66
3 22.50 12.00

Algorithm 6 shows the representation of three groups.

Algorithm 6 Cluster graphing algorithm
fviz cluster(kmeans result, data = mydata, geom = ”point”,
ellipse.type = ”convex”) + labs(x = ”X-axes”, y = ”Y-axes”,
title = ” K-means analysis”)

We obtain three clusters grouped together in space as
shown in Fig. 6:

Fig. 6. Grouping into three kmeans clusters.

To finish with the classification of the three groups, Algo-
rithm 7 allows us to display a Table III which indicates the
coordinates of each site and its group to which it belongs.

Algorithm 7 Cluster membership table algorithm

1: r¡- data
2: rcluster < −as.factor(kmeans− resultcluster)
3: print(r)
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TABLE III. ¡X, Y COORDINATES AND THEIR CLUSTER ¿

Order X Y cluster
1 4 7 1
2 1 9 1
3 0 20 1
4 20 11 3
5 7 8 1
6 7 10 1
7 3 40 2
8 10 25 2
9 16 33 2
10 1 21 1
11 2 11 1
12 11 8 1
13 25 13 3
14 1 13 1
15 6 12 1
16 1 16 1

We will now apply the voronoı̈ diagram to these three
clusters. We manage to separate them into three cells. Each
cluster covers its corresponding cell. We get Fig. 7 and 8.

Fig. 7. Delineation of the area of each cluster with the voronoı̈ diagram.

Fig. 8. Representation of each voronoı̈ cell of each cluster.

For k=4 the centroids of the clusters obtained have x and
y coordinates in the Table IV below:

TABLE IV. ¡X AND Y COORDINATES FOR K=4¿

Order X Y
1 5.42 9.28
2 9.66 32.66
3 22.50 12.00
4 0.75 17.50

We obtain four clusters grouped in space as shown in Fig.
9.

Fig. 9. Grouping into four k–means clusters.

We will now apply the voronoı̈ diagram to these four
clusters. We manage to separate them into four cells. Each
cluster covers its corresponding cell. We get Fig. 10 and 11.

Fig. 10. Delineation of the area of each cluster with the voronoı̈ diagram.

Fig. 11. Representation of each voronoı̈ cell with its corresponding cluster.

V. DESCRIPTION OF THE PROCESS WITH THE CASE OF
PHARMACIES

When a user searches for a pharmaceutical product, he can
launch the search from his position. The platform retrieves its
position and its product then searches in the cluster closest
to its position, if no pharmacy contains the product then the
search continues to the next cluster. When the product is found,
the pharmacy containing the product is indicated.
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Fig. 12. Search for a pharmaceutical product.

In Fig. 12, the user using his telephone searches for
doliprane. With regard to its position, the search begins in
cluster 2 and ends if cluster 2 contains doliprane, otherwise
the search continues in cluster 1 and ends if the latter contains
doliprane, otherwise the search continues and ends in cluster
3. When the product is found, the platform returns the name
of the pharmacy that contains it and its cluster.

VI. CONCLUSION AND PERSPECTIVES

This paper carried out an unsupervised classification as k-
means clustering of pharmaceutical sites in space to obtain
different groups. Border Delimitation of each group has been
done by voronoı̈ diagram, to obtain definitely clusters. In this
classification, data research could be firstly done with the
closest cluster in serial case or in parallel on several clusters,
simultaneously with map-reduce framework.

The future works will concern with analysis of new site
insertion in the area that could change data structure, to lead
to new clusters creation and to complete implementation of
proposed algorithms in a software. Moreover, each database
site or cluster will be also associated to a probability as
Bayesian probability in order to start data research with cluster
having the best probability.

Analysis could consider others criteria, as open sites in the
schedule, the less expensive products in the sites, the existence
of a path to connect the sites according to the initial position
of users.
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Abstract—Due to the efficiency and reliability of delivering
goods by ships, maritime transport has been the backbone of
global trade. In normal circumstances, a ship’s voyage is expected
to assure the safety of life at sea, efficient and safe navigation,
and protection of the maritime environment. However, ships
may demonstrate unexpected behavior due to certain situations,
such as machinery malfunction, unexpected bad weather, and
other emergencies, as well as involvement in illicit activities.
These situations pose threats to the safety and security of
maritime transport. The expansion of the threats makes manual
surveillance inefficient, which involves extensive labor and is
prone to oversight. Thus, automated surveillance systems are
required. This paper proposes a method to detect the unexpected
behavior of ships based on the Automatic Identification System
(AIS) data. The method exploits the geometrical features of AIS-
generated trajectories to identify unexpected trajectory, which
could be a deviation from the common routes, loitering, or
both deviating and loitering. It introduces novel formulas for
calculating trajectory redundancy and curvature features. The
DBSCAN clustering is applied based on the features to classify
trajectories as expected or unexpected. Unlike existing methods,
the proposed technique does not require trajectory-to-image
conversion or training of labeled datasets. The technique was
tested on real-world AIS data from the South China Sea, Western
Indonesia, Singapore, and Malaysian waters between July 2021
and February 2022. The experimental results demonstrate the
method’s feasibility in detecting deviating and loitering behaviors.
Evaluation on a labeled dataset shows superior performance
compared to existing loitering detection methods across multiple
metrics, with 99% accuracy and 100% precision in identifying
loitering trajectories. The proposed method aims to provide
maritime authorities and fleet owners with an efficient tool for
monitoring ship behaviors in real time regarding safety, security,
and economic concerns.

Keywords—Automatic identification system; vessel trajectory
classification; unexpected behavior detection; data mining; data-
driven decision support

I. INTRODUCTION

Global trade has been heavily reliant on maritime transport.
More than 80 percent of the worldwide merchandise trade
volume is delivered by ships, which are considered an eco-
nomical, energy-efficient, and reliable long-distance means of
transportation [1]. To ensure its economic and energy-efficient
advantages, the voyage of a ship needs to be carefully planned.

According to the Guideline of Voyage Planning mandated
by the International Maritime Organization (IMO), the voyage
of a ship is a deliberately planned event that should assure
the safety of life at sea, efficient and safe navigation, and
protection of the marine environment [2]. For the sake of

simplicity, this paper uses the term expected voyage to refer
to such a voyage that is compliant with the guideline.

In normal circumstances, any ship will not make any
maneuver that endangers people’s lives at sea. They will
navigate as efficiently as possible in a safe manner, which
means that they are to take the shortest and fastest route
whenever it is safe to do so. They will not deliberately
conduct any activity that causes pollution or damage to the
marine environment. Particularly for vessels of types of cargo
and tanker, constrained by strict regulations, economic, and
safety requirements, they should be the most likely to perform
the expected voyage. However, ships might not follow the
expected voyage due to certain situations, such as machinery
malfunction, unexpected bad weather, and other emergencies,
as well as involvement in illicit activities. These situations pose
threats to maritime security, and the threats are continuously
expanding, making automated surveillance systems critically
required in the maritime domain [3]. In addition, the 12-
month ship anomaly data provided by the Indonesian Coast
Guard consists of nearly 400 ships that demonstrate anomalous
behaviors such as loitering, deviation from common routes,
and AIS on/off1. Roughly 97% of the ships are of types cargo
and tanker, which are the core of the international maritime
transport. The anomalous behaviors were identified manually
by experts, which means the actual number of the anomalous
ships could be higher due to the possibility of oversight.
Thus, an automated means of monitoring and examining ship
voyages is necessary to confirm compliance with the expected
voyage and preserve the benefits of maritime transport.

Meanwhile, due to the worldwide adoption of the sea-
borne Automatic Identification System (AIS) on seagoing
vessels, AIS has emerged as a potential leading source of
ship voyage data. AIS shares navigational data among vessels,
terrestrial base stations, and/or satellites. The data consists
of static, dynamic, and voyage-related information. The static
information includes ship name, type, and MMSI. Ship posi-
tion, position timestamp, speed over ground (SOG), course
over ground (COG), heading, and navigational status are
the dynamic information, while destination, estimated time
of arrival, and draught are voyage-related. MMSI stands for
Maritime Mobile Service Identity, a unique nine-digit number
to uniquely identify a ship or a coast radio station [4]. AIS
device transmits messages containing the information every 2
to 10 seconds for ships moving faster than 3 knots and every
3 minutes when they are at anchor or moored and not moving
faster than 3 knots [5].

1The data were granted upon a formal request from the authors.

www.ijacsa.thesai.org 1442 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

The real-time feature of AIS has made it possible for
maritime stakeholders to utilize AIS as a monitoring tool.
The abundant availability and straightforward accessibility of
AIS data have facilitated researchers to develop methods for
analyzing ships’ tracks and trajectories to comprehend ship
behavior. The methods are designated for various tasks, such
as anomalous behavior detection [6], trajectory classification
[7][8][9], construction of port performance indicators [10][11],
and building real-time indicators of world seaborne trade [12].

In this paper, a method to detect ships that do not follow
the expected voyage is proposed. The method exploits the ge-
ometrical features of the AIS-generated trajectories to identify
unexpected trajectories, representing the routes of ships that
do not comply with the expected voyage. Specifically, the
unexpected trajectory could be a trajectory that deviates from
the common routes, a loitering trajectory, or a trajectory that
is both loitering and deviates from the common navigation
routes.

Existing studies take two approaches to classifying vessels’
trajectories based on AIS data: analyzing the spatiotemporal
characteristics of the AIS tracks and finding patterns by study-
ing the geometrical features of the AIS-generated trajectories.
Although tankers and cargo vessels are the core of international
maritime transport [13], few studies address these types of
ships for trajectory classification [9]. Most works put their
attention on the trajectory of fishing vessels, such as the works
of references [14] and [15]. Furthermore, the approaches that
examine the geometrical features of the AIS-generated vessels’
trajectories often involve the conversion of trajectory data
into digital images and rely on the trajectory classification on
manually labeled datasets [7], [16], [17].

This study takes the geometrical approach to classify ships
trajectories. The approach calculates the rate of redundancy
and curvature of all trajectories of interest. It proposes novel
formulas for the calculation. Next, a weighted DBSCAN
(Density-based Spatial Clustering of Application with Noise)
clustering [18] is applied to the trajectories to classify trajec-
tories that belong to the common voyages and those of the
unexpected trajectory. The proposed method does not involve
the conversion of trajectories into images and does not require
any labeled datasets.

The purpose of this work is to provide a straightforward
unexpected trajectory detection technique suitable to real-time
surveillance systems for a designated maritime area.

It is intended to contribute in two ways: 1) help maritime
authorities to efficiently identify unexpected behavior of ves-
sels within their surveillance area, and 2) support merchant
fleet owners with online monitoring tools to ensure that all of
their ships are following the known efficient and safe voyage
routes.

The remainder of this paper is organized as follows. Section
II reviews relevant literature. Then, the proposed method
is described in Section III followed by the presentation of
the experiment results and evaluation in Section IV. Finally,
Section V concludes this article and specifies the future tasks
to further improve this work.

II. RELATED WORKS

Luo et al. classify ship trajectories into five types: 1)
normal navigation trajectory, 2) anchoring or mooring tra-
jectory, 3) navigation trajectory with deviation, 4) trajectory
of missing AIS signal, and 5) irregular trajectory [9]. The
normal navigation trajectory is defined as the trajectory of
a ship traveling from the departure point to the destination
port without redundancy, deviation of course, or loss of AIS
transmission. In other words, any trajectories with redundancy,
deviation, or loss of AIS transmission are deemed as not
normal. Anchoring and mooring trajectories belonging to the
ship-stopping behavior are discussed comprehensively in the
work of Yan et al. [19]. In this paper, these stopping trajectories
are removed by employing the method proposed in reference
[11], [20], and only the trajectory between the start and end of
a ship voyage is processed to identify unexpected trajectory.
Navigation trajectory with deviation and trajectory of missing
AIS signal refers to the types of anomalies in maritime traffic
proposed by Lane et al. [21], whereas the irregular trajectory
corresponds to the loitering trajectory discussed in references
[16] and [22]. In this paper, any trajectories with loitering, or
deviation, or having both of them are determined as unexpected
trajectory.

Luo et al. employ an ensemble classifier, a combination of
Naive Bayes and Random Forest classifiers, to classify the five
types of vessel trajectories. The approach adopts the feature-
extraction submodule of the Tsfresh package to automatically
extract spatiotemporal features from vessel trajectories [23]. In
their experiment, they rely on a labeled dataset to conduct the
trajectory classification. However, their work does not provide
the information on how and by who the dataset was labeled.
In addition, each trajectory is given one label and grouped
into one type of trajectory. In the real world, a trajectory
may belong to more than one category, such as one that both
deviates from the common routes and loiters. Thus, in this
study, the unsupervised learning approach is selected, and each
input trajectory is classified into an expected trajectory or an
unexpected trajectory, where the unexpected trajectory may be
deviating or loitering, or exhibiting both behaviors. In other
words, this study does not involve the labor of dataset labeling
and does not force the classification into the provided labels.

A technique to specifically detect loitering trajectory was
proposed by Zhang et al. which introduce the concept of trajec-
tory redundancy [16]. The formula to calculate the redundancy
is as defined in Eq. 1. However, the method is designated
to classify the trajectories belonging to the types of vessels
that consider loitering a normal behavior in their nature of
operation. These types of vessels include fishing ships, Search
and Rescue (SAR) vessels, tug boats, survey ships, patrol
boats, and ships of military operations. The method does not
recognize loitering as an abnormal or unexpected behavior.

Identifying the gap, Wijaya and Nakamura proposed a loi-
tering detection method targeting vessels that do not normally
engage in loitering movement, such as tankers and cargo ships
[22]. They define loitering as a type of anomaly in maritime
traffic. The method exploits the spatiotemporal features of the
AIS tracks, such as speed, course change, heading change,
and the geodesic distance between two consecutive tracks. It
identifies the loitering trajectory along with its score, which de-
termines how severe the loitering is. The method’s implemen-
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tation in the maritime surveillance system will facilitate the
operators to sort the detected loitering vessels based on their
priority (loitering score). The evaluation experiment proves
that the method outperforms the loitering detection technique
proposed by Zhang et al. in all metrics (Table I). However, the
method is specifically designated to detect loitering trajectory
while the unexpected trajectory defined in this paper is not
only about loitering. It has a wider scope to include loitering
and deviating trakcs.

III. PROPOSED METHODS

This study defines unexpected trajectory as a trajectory
constructed with the AIS tracks of a ship voyage that does
not follow the IMO’s Guideline of Voyage Planning.

According to the guideline, the voyage of a ship should
assure: 1) the safety of life at sea, 2) efficient and safe
navigation, and 3) protection of the marine environment [2].

Considering the efficiency and safety of navigation, ships
should take the most straightforward, shortest, and fastest
route whenever it is safe to do so. This ensures efficiency
in both cost and time. Thus, any ship trajectory that is not
straightforward or demonstrates redundancy is considered an
unexpected trajectory. It could be a trajectory that deviates
from the common routes, a loitering trajectory, or a trajectory
that is both loitering and deviates from the common navigation
routes.

Zhang et al. introduce the concept of trajectory redun-
dancy(TR) as a formula for detecting loitering trajectories
from AIS tracks [16]. Eq. (1) represents the formula, where
TR is denoted by ψ, D is the length of ship trajectory, and
P is the perimeter of the minimum bounding rectangle of
ship trajectory. The larger ψ is the greater the possibility of
loitering, and the threshold is ψmin = 1.

Fig. 1 shows three different trajectories in the same size of
the spatial range (all have the same P ) with ψ < 1, ψ ≈ 1,
and ψ > 1.

ψ = D/P (1)

Since the TR calculates redundancy by comparing the
length of trajectory with the perimeter of the trajectory’s
bounding box, a redundant trajectory along the diagonal of
the bounding box may result in ψ < 1. In other words, it may
not be considered as redundant or loitering.

Thus, in this paper, the trajectory redundancy is calculated
by comparing the length of trajectory, denoted by D, with
the length of the diagonal of the trajectory’s bounding box,
denoted by L. Eq. 2 represents the comparison.

R = D/L (2)

However, this study considers that merely calculating the
redundancy of ship trajectory is not enough to detect unex-
pected trajectory of the ship’s voyage. Hence, a formula to
measure the curvature of vessel trajectory is proposed as in
Eq. 4.

Fig. 1. Three different trajectories with the equivalent TR (ψ) values. The
grey dashed lines represent the minimum bounding rectangle of each

trajectory, while the blue solid lines depict vessel trajectories: (a), (b), and
(c) are the trajectory with ψ < 1, ψ ≈ 1, and ψ > 1, respectively.

For every voyage’s trajectory M = {m0,m1,m2, . . . ,mn}
where 0 ≤ i ≤ n, T = {t0, t1, t2, . . . , tn} is the corresponding
timestamps of the trajectory M as to mi is the track position
at timestamp ti. In other words, m0 is the starting track,
and mn is the last track position of a ship’s voyage. The
trajectory curvature is defined as inversely proportional to the
average Cartesian distance from the starting track position m0

to each track position m1,m2,m3, . . . ,mn. Eq. 3 yields the
average Cartesian distance d, where d(m0,mi) is the Cartesian
distance between m0 and mi.

d =
1

(n+ 1)

n∑
i=1

d(m0,mi) (3)

C =
1

d
(4)

The variables used in Eq. 2 and 4 indicate that this
paper utilizes the geometrical features of vessels’ trajectories
to detect unexpected trajectories instead of exploiting the
spatiotemporal characteristics as in the existing work of Wijaya
and Nakamura [22].

The overall process of the unexpected trajectory detection
method proposed in this paper is conducted in three steps: 1)
AIS data preprocessing, 2) trajectory segmentation to split the
stopping and underway trajectories of every ship’s voyage, and
3) the implementation of Eq. 2 and 4 to detect unexpected
trajectories. This paper employs the AIS data preprocessing
and trajectory segmentation methods described in [20]. The
preprocessing removes all invalid data, while the segmenta-
tion separates the stopping and underway segments of each
trajectory representing a ship voyage. The validated underway
segments are the input for the unexpected trajectory detection
computation technique proposed in this paper.

Eq. 2 and 4 are applied to each underway segment of all
trajectories of the ships of interest to calculate the rate of
redundancy and curvature. Every ship’s trajectory represents a
ship’s voyage from one endpoint to another. The starting point
and the destination can be a port or a water area. For example, a
container’s voyage from Singapore port to the port of Jakarta,
a tanker’s voyage from the South China Sea to the Indian
Ocean, and a cargo coming from the Indian Ocean to Singapore
port. Due to the constraints of the geographical features, the
typical characteristics of the waters, and the weather patterns
between the two endpoints, voyages of the same ends should
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have at least one commonly traveled route, which has been
proven to be efficient and safe for a known period of time.
Normally, most ships are expected to follow the commonly
known route(s) rather than taking the risk of navigating the
unknown passage. However, under certain situations, a ship
may take an unexpected path indicated by her trajectory.

To identify the unexpected trajectory(s) of the ships’ trajec-
tories belonging to voyages between the same endpoints, this
paper applies the DBSCAN clustering algorithm to classify
the trajectories by using the rate of redundancy (Eq. 2) and the
trajectory curvature (Eq. 4) as the clustering features. Since the
rate of redundancy R is the main parameter to detect loitering,
and the curvature C is the extension, R is weighted twice the
weight of C in the implementation of DBSCAN.

The DBSCAN algorithm is selected because it can detect
noises, the ones whose features cannot be associated with any
clusters. The noises are labeled ’-1’, which means they do not
belong to any clusters. They are different and few in number.
When there is no noise detected, none of the data will be
labeled ’-1’. Thus, if the unexpected trajectory exists, it should
be classified as noise since it must have different features from
the common trajectories and be much fewer in number.

For every voyage’s trajectory M = {m0,m1,m2, . . . ,mn}
with timestamps T = {t0, t1, t2, . . . , tn}, W is defined as a
time window with an arbitrary duration k hours, where W ⊆ T
and the duration of W is less than the duration of T . The time
window W is sliding from the start to the end of T while
executing the calculation of the rate of redundancy R and the
curvature C. The calculation results are compared and each
maximum value of R and C is returned as in Eq. 5 and 6.

Rw =Max(R(t0,tk), R(t0+1,tk+1), . . . , R(tn−k,tn)) (5)

Cw =Max(C(t0,tk), C(t0+1,tk+1), . . . , C(tn−k,tn)) (6)

This process is to excerpt the segment of a voyage’s
trajectory with the maximum redundancy and curvature. To
further precisely locate the segment, multiple time windows
with different durations are applied. In this case, three time-
windows, W1 = 6 hours, W2 = 24 hours, and W3 = 48
hours, are determined. The maximum R and C of each time
window are compared to select the one final maximum R and
C as expressed in Eq. 7 and 8.

Rmax =Max(Rw1, Rw2, Rw3) (7)

Cmax =Max(Cw1, Cw2, Cw3) (8)

The calculation of R and C with the sliding time windows
is executed on every underway trajectory belonging to the
voyages of the same endpoints. The computation results in a
set of trajectory excerpts E = {e0, e1, e2, . . . , em} having the
Rmax and Cmax as their attributes, where m+1 is the number
of trajectories belonging to the voyages of the same origin and
destination. Thus, each trajectory excerpt ej , for 0 ≤ j ≤ m,

Start

AIS tracks of voyages between two endpoints

Preprocessing and Trajectory Segmentation

Trajectories of the underway segments

Calculation of the rate of redundancy R and
curvature C on each trajectory:

Calculate Rw1, Rw2, Rw3 & Cw1, Cw2, Cw3

Calculate Rmax & Cmax

A set of trajectory excerpts E

DBSCAN implementation to classify the set
of trajectory excerpts E

label = −1
Common
Trajectory

Unexpected Trajectory

Trajectory
Visualization

Stop

NO

YES

Fig. 2. The flowchart of the Unexpected Trajectory detection method.

can be expressed as a position on a two-dimensional space
ej(xj , yj), where x = Rmax and y = Cmax. Here, the
DBSCAN algorithm is implemented to classify the set of
trajectory excerpts E by taking Rmax and Cmax as the
clustering features. The Euclidean distances amongst the set of
E are calculated to determine the epsilon ε parameter of the
DBSCAN algorithm. Every trajectory excerpt ej with −1 label
is classified as an excerpt of an unexpected trajectory, while
the rest belong to the trajectories of the common routes. The
whole process of the unexpected trajectory detection workflow
is summarized in Fig. 2.

IV. EXPERIMENT AND EVALUATION

The proposed unexpected trajectory detection technique
is implemented on real-world historical AIS data of vessels
navigating through the southern part of the South China Sea,
western Indonesia, Singapore, and Malaysian waters. The area
is roughly 3,230,663.98 km2 depicted in Fig. 3. They were
recorded between 1st July 2021 and 28th February 2022 within
the area. The dataset is the same as the one used in [11].

A. AIS Data Preprocessing and Trajectory Segmentation

A one-month subset (1st - 31st July 2021) of the dataset is
cleaned with the following filters:

www.ijacsa.thesai.org 1445 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

Fig. 3. The area within the blue rectangle is the experiment’s area of interest.
Basemap © CARTO © OpenMapTiles © OpenStreetMap contributors.

1) length(MMSI) = 9,
2) −90 ≤ Latitude ≤ 90,
3) −180 ≤ Longitude ≤ 180, and
4) 70 ≤ vesselTypeCode ≤ 89

to retrieve all MMSIs of valid AIS messages of tankers and
cargo ships. The 70 ≤ vesselTypeCode ≤ 89 refers to the
vessels of types cargo and tanker [24].

The filtering collects 6,950 unique MMSIs, of which 4,182
MMSIs are used as the keys to fetch one-month historical
AIS data of 1st - 31st July 2021. It consists of 3,514,126 AIS
records. The remaining 2,768 MMSIs are the keys to retrieve
eight-month historical AIS data between 1st July 2021 and
28th February 2022 that contains 15,955,795 recorded AIS
transmissions. Thus, this experiment processes 19,469,921 AIS
messages in total.

Following the AIS data preprocessing, the trajectory seg-
mentation procedure is executed on the one-month and eight-
month AIS datasets to separate the stopping and underway
segments of each ship’s trajectory. This process adopts the
trajectory segmentation technique presented in [20]. This pa-
per’s unexpected trajectory detection algorithm takes only the
underway segments of each ship’s trajectory as the input. The
trajectories of the underway segments are grouped into four
types of voyages as follows:

1) Voyages between two different ports: the voyages
between the port of Jakarta and Singapore port, and
between Port Klang and Singapore.

2) Voyages between a port and sea area: the voyages
between Singapore port and the South China Sea.

3) Voyages between a sea area to another sea area: the
voyages between the South China Sea and the Indian
Ocean.

4) Voyages within a relatively wide area of the sea
without stopping at any ports: the voyages within
the western part of Indonesian archipelagic waters

(Natuna Sea and Java Sea).

B. Detecting the Unexpected Trajectory

Before calculating the trajectory redundancy R and cur-
vature C for the trajectories of the underway segments of
each voyage group, the two endpoints (origin and destination
point/area) of each voyage group need to be determined. The
polygon defining the area of the Singapore Port is publicly
available by the Maritime and Port Authority of Singapore
[25], while the geometrical boundaries of the port of Jakarta
and the Port Klang are defined in reference [11]. In the case
of sea area, this experiment uses the geographic boundaries
provided by MarineRegions.org [26].

For the first voyage group, the trajectories are filtered
to select those that start and end at either the Jakarta or
Singapore ports, and those that start and end either at Port
Klang or Singapore port. Further, this experiment selects only
the trajectories whose track interval ≤ 6 hours to avoid
processing truncated trajectories. This filter is applied to all
voyage groups. The rate of redundancy R and curvature C are
calculated within three time-windows W on every trajectory.
The time windows are W1 = 6 hours, W2 = 24 hours,
and W3 = 48 hours. This process returns a set of trajectory
excerpts E of which each excerpt has two attributes: Rmax

and Cmax. The DBSCAN clustering algorithm is applied to
the set of excerpts E. The result is visualized as depicted
in Fig. 4 and 5. The experiment produces two unexpected
trajectories from the voyages between Jakarta and Singapore
ports. The trajectory’s excerpt near Singapore Port, labeled
Ship-AL, belongs to a container ship with a gross tonnage of
66,280 tons and a dimension of 276 x 40 meters, while the
excerpt near the port of Jakarta is of a container ship measuring
161.85 x 25.6 meters.

The same processing procedure is applied to the remaining
three voyage groups. The results are visualized in Fig. 6, 7,
and 8.

This experiment confirms that DBSCAN clustering does
not forcibly classify the dataset into cluster and noise. When
noise does not exist, none would be labeled as one. It is
observable in the visualization of the trajectories between the
South China Sea and the Indian Ocean (Fig. 7). None of the
trajectories is classified as noise as all of them seem to follow
the common routes.

The implementation of the unexpected trajectory detection
algorithm reveals the same ship, labeled Ship-AL, shows un-
expected movement on the voyage between Jakarta and Singa-
pore port and the voyage within the Western part of Indonesian
archipelagic waters. When the unexpected trajectory algorithm
is applied to the ship trajectories individually, it confirms that
Ship-AL frequently demonstrates unexpected behaviors during
her voyages between July 1st, 2021 to February 28th, 2022.
Fig. 9 depicts Ship-AL’s trajectories with excerpts indicating
the unexpected behaviors. Ship-AL is a container ship of
Portuguese nationality measuring 66,280 tons of gross tonnage
and 275 x 40 (meters) in dimension. Considering the type and
size of the ship, her behavior is definitely not normal. Another
finding is the trajectory labeled Ship-MA in the voyage within
the Western Indonesian Archipelagic waters. The ship, a crude
oil tanker of 105,484 tons (deadweight), was loitering at sea for
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Fig. 4. The trajectories of voyages between Jakarta and Singapore Port. The
orange lines illustrate voyages with unexpected trajectory whose excerpts are
depicted by the magenta lines. The common trajectories of the voyages are
indicated with blue lines. The trajectory excerpt labeled Ship-AL belongs to

a container ship with a gross tonnage of 66,280 tons measuring 276 x 40
meters in length and width.

Basemap adopts geoBoundaries by D. Runfola et al. [27]

Fig. 5. The trajectories of voyages between Port Klang and Singapore Port.
The orange lines illustrate voyages with unexpected trajectory whose

excerpts are depicted by the magenta lines. The common trajectories are
drawn in blue lines.

Basemap adopts geoBoundaries by D. Runfola et al. [27]

155 hours. This type of ship, with a size of 243 x 42 (meters),
is not normally engaged in loitering movement [22], which is
normal for other types of vessels such as fishing boats, patrol
vessels, and SAR (Search and Rescue) ships[16].

Fig. 6. The trajectories of voyages between the South China Sea and
Singapore Port. The orange lines indicate voyages with unexpected

trajectory whose excerpts are colored magenta. The common trajectories are
drawn in blue lines.

Basemap adopts geoBoundaries by D. Runfola et al. [27]

Fig. 7. The trajectories of voyages between the South China Sea and the
Indian Ocean. The common trajectories are depicted with blue lines, while
the orange lines indicate the excerpt of the trajectories with the highest rate

of redundancy R and curvature C. In this case, the DBSCAN clustering
returns no trajectory excerpt with a −1 label, meaning that the dataset has
no unexpected trajectory. The visualization confirms that all voyages seem

to follow the common routes.
Basemap adopts geoBoundaries by D. Runfola et al. [27]

C. Evaluation

The experiment results prove the capability of the proposed
method to detect unexpected trajectories of vessels navigating
through the sea area of interest. To measure the efficacy of the
technique, an evaluation is conducted on the same dataset as
the evaluation section of reference [22]. The dataset consists of
137 labeled trajectories of vessels navigating through the West
Coast of North America. It comprises 24 loitering (anomalous)
and 113 normal trajectories. Since the unexpected trajectory
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TABLE I. EVALUATION METRICS COMPARISON WITH EXISTING METHODS

Method Accuracy Specificity Precision F-score Undetected∗∗ False Negative
TR 0.87 0.84 0.60 0.70 4 14

F (c) 0.95 1.0 0.78 0.88 0 7
F (c, h, d) 0.93 0.96 0.75 0.84 1 8

Integrated∗ 0.97 0.96 0.89 0.92 1 3
ProposedMethod 0.99 0.92 1.00 0.96 2 0
∗Weighted integration of F (c) and F (c, h, d).
∗∗The number of undetected loitering ships.

Fig. 8. The trajectories of voyages within the Western Indonesian
Archipelagic Waters. The blue lines indicate the common trajectories, while
those in orange are the unexpected trajectories whose excerpt is in magenta.
The ship with an unexpected trajectory labeled Ship-AL is also revealed in

the voyages between Jakarta and Singapore port. The trajectory labeled
Ship-MA is a crude oil tanker loitering for 155 hours.

Basemap adopts geoBoundaries by D. Runfola et al. [27]

could be a trajectory that deviates from the standard routes or
that of a loitering behavior, the dataset is valid for this evalua-
tion. The results are compared with the Trajectory Redundancy
(TR) calculation formula proposed by Zhang et al. [16] and the
loitering detection method of Wijaya and Nakamura [22]. Table
I presents the comparison. The proposed unexpected trajectory
detection technique outperforms all of the existing methods
with 0.99 accuracies, 0.92 specificities, 1.00 precision, and
0.96 F-score. The technique produces no false negatives and
merely two undetected loitering trajectories. The prediction
results are visualized in Fig. 10. The undetected loitering
trajectories possess loitering movements that last less than an
hour. It seems that the detection fails because the duration of
the loitering movement is too short.

The proposed unexpected trajectory detection technique
performs remarkably better in all measurement metrics com-
pared with the existing loitering detection methods. However,
the approaches with F (c) and F (c, h, d) formulas return
loitering scores. Each detected loitering trajectory is given a
loitering score that indicates the severity of the loitering move-
ment. The approach is intended to help maritime authorities to

Fig. 9. The trajectories of the Ship-AL between 1st July 2021 and 28th

February 2022 that are revealed in the Jakarta-Singapore voyages and the
voyages within the Western Indonesian Archipelagic Waters. It is a

Portuguese container ship measuring 66,280 tons of gross tonnage and 275 x
40 (meters) dimension.

Basemap adopts geoBoundaries by D. Runfola et al. [27]

achieve better efficiency in conducting maritime surveillance.
It does not only automatically detect loitering ships but also
suggests their priority so that the officer in charge can decide
which ship to handle first, second, and soon. On the other
hand, the unexpected trajectory detection approach proposed
in this paper is intended to provide a high-accuracy detection
tool without considering the priority of the detected vessels.
The result is binary, either normal or unexpected trajectory.

V. CONCLUSION

This paper presents a novel method for detecting un-
expected trajectories of vessels based on AIS tracks. The
proposed approach leverages the geometrical features of ship
trajectories, specifically the rate of redundancy and curvature.
It is to identify voyages that deviate from the expected
voyage. By applying DBSCAN clustering based on these
geometrical features, the method can effectively distinguish
between trajectories that follow the common routes and that
of the unexpected trajectory. The classification is accomplished
without relying on labeled training data or image conversion
techniques.

The experimental results demonstrate the efficacy of the
proposed method across various types of maritime voyages,
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Fig. 10. The purple-red lines indicate the prediction of loitering that matched the actual loitering trajectories (true negative), while the green lines represent the
undetected loiterings (false positive). The white lines illustrate the trajectories of the common routes. The prediction achieves 0.99 accuracy, 1.00 precision,

and 0.96 F-score with two false positives and zero false negatives.
Basemap adopts geoBoundaries by D. Runfola et al. [27]

including port-to-port, port-to-sea area, and open-water routes.
The technique successfully identified several instances of
unexpected behavior, including a container ship exhibiting
frequent unexpected trajectory and a large oil tanker engaged
in prolonged loitering. These findings highlight the method’s
potential to detect behaviors that may need further investiga-
tion by maritime authorities.

The Comparative evaluation against existing approaches
shows that the proposed method achieves superior performance
across multiple metrics, including accuracy, precision, and F-
score. This indicates that the technique offers a robust and
reliable means of identifying unexpected trajectory in maritime
traffic. The evaluation result confirms that the proposed method
is not region-dependent. The evaluation dataset is of the
West Coast of North America, while the experiment dataset
covers the archipelagos of Indonesia, Malaysia, and Singapore.
Despite the proven performance and versatility, the proposed
unexpected trajectory detection method possesses several lim-
itations. When it is applied to detect loitering movement, the
detection fails if the loitering duration is too short, such as

less than an hour. The method is also unable to determine the
magnitude of the detected unexpected trajectory, whether it
is a slight track deviation due to an instantaneous unplanned
maneuver to evade danger or a redundant deviation because of
a deliberately planned maneuver.

To further enhance and extend the proposed approach,
this study considers the following future works: 1) combining
both geometrical and spatiotemporal features to potentially
improve detection accuracy and provide a more nuanced
characterization of unexpected behaviors, 2) integrating the
unexpected trajectory detection method into real-time maritime
surveillance systems to evaluate its performance in operational
scenarios, and 3) investigating the potential of the approach to
detect other types of maritime anomalies.

In conclusion, this study offers a feasible approach for
maritime authorities and fleet operators to efficiently moni-
tor vessel voyages and identify potential security, safety, or
efficiency concerns. It is the answer to the need for automated
surveillance systems because of the increasing threats to mar-
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itime security. The technique could substantially contribute to
the overall safety and efficiency of maritime transportation.
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Abstract—Critical systems are increasingly being integrated
with machine learning (ML) models, which exposes them to a
range of adversarial attacks.The vulnerability of machine learn-
ing systems to hostile attacks has drawn a lot of attention in recent
years. When harmful input is added to the training set, it can lead
to poison attacks, which can seriously impair model performance
and threaten system security. Poison attacks pose a serious risk
since they involve the injection of malicious data into the training
set by adversaries, which influences the model’s performance
during inference. It’s necessary to identify these poison attacks in
order to preserve the reliability and security of machine learning
systems. A novel method based on transfer learning is proposed
to identify poisoning attacks in machine learning systems.The
methodology for generating poison data is initially created and
later implemented using transfer learning techniques. Here, the
poisonous data is detected using the pre-trained VGG16 model.
This method can also be used in distributed Machine learning
systems with scattered data and computation across several
nodes. Benchmark datasets are used to evaluate this strategy in
order to prove the effectiveness of proposed method.Some real-
time applications,advantages,limitations and future work are also
discussed here.

Keywords—Poison attacks; machine learning security; transfer
learning; generative adversarial networks; convolutional neural
networks; VGG16

I. INTRODUCTION

Nowadays, machine learning techniques have been used
across various domains such as healthcare, finance, and au-
tonomous systems. However, the applications of machine
learning models in real-world systems has also raised concerns
about their vulnerability to adversarial attacks [5]. Among
these attacks, poison attacks stand out as a particularly critical
threat, where adversaries inject subtle but malicious pertur-
bations into the training data to undermine the integrity and
performance of the models. Detecting and mitigating poison
attacks [20][23] in machine learning systems is a critical
challenge that requires innovative solutions to safeguard the
reliability and trustworthiness of deployed models. Traditional
defense mechanisms, such as input sanitization [30] and robust
training [10] have shown limited effectiveness against sophis-
ticated poison attacks that exploit vulnerabilities in the training
process.

Security is paramount in distributed settings [14] due to the
decentralized nature of data and computation. In distributed
systems, sensitive information is often spread across multiple
nodes or devices.So, various security threats such as unau-
thorized access, data breaches, and malicious attacks affects
the the confidentiality, integrity, and availability of data [3]

and resources in distributed environments.So,it is essential for
maintaining trust, protecting privacy, and upholding regulatory
compliance. Moreover, the interconnected nature of distributed
systems amplify the impact of security breaches, potentially
leading to widespread disruption and financial loss. Therefore,
implementing robust security measures is critical to safeguard-
ing distributed settings against emerging threats and preserving
the trust of users and stakeholders.

In this context, utilizing advanced techniques from the
fields of GAN’s and CNN’s holds great promise for enhancing
the security of distributed machine learning systems. GANs
[10] are a type of deep learning models that is made of
two neural networks, a generator and a discriminator, trained
simultaneously. GANs is useful for generating realistic syn-
thetic data, which can be leveraged to augment the training
dataset and improve model robustness against poison attacks
in federated learning Systems [17]. On the other hand, CNNs
have emerged as a cornerstone in computer vision tasks,
owing to their capacity to learn hierarchical representations
of data automatically. CNNs excel at extracting discriminative
features from images, making them wellsuited for detecting
subtle patterns indicative of poison attacks. By combining
the generative power of GANs [31] with the discriminative
capabilities of CNNs, a comprehensive defense mechanism can
be developed for poison attack detection in distributed machine
learning systems.Poisoning attacks affect the wrong prediction
of system.It is very crucial in health care,self driving vehicles
and many other applications.So,in order to improve machine
learning systems’ ability to resist poison attacks.

This paper proposed an innovative approach that uses
GANs to create threat model and VGG16 for transfer learning
techniques to identify poisonous and nonpoisonous data. Some
widely used datasets such as CIFAR10, CIFAR-100 are used
to illustrate the effectiveness of this method in detecting poison
attacks.

A. Research Motivation

The necessity for strong security measures has been high-
lighted by the incorporation of machine learning into critical
systems. An adversarial approach known as “poisoning” can
seriously impair model performance by contaminating the
training set. It is frequently not possible for traditional defense
measures to identify and prevent these highly trained attackers.
Since transfer learning may make use of pre-trained model
knowledge, it presents a viable path toward a more precise
and efficient defense against poison attacks. The goal of this
study is to investigate and validate the application of transfer
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learning to improve ML system security against these kinds of
attacks.

II. RELATED WORKS

Several studies have explored various techniques for de-
fending against poison attacks [3] [15] in machine learning
systems. Modern Deep learning techniques such as auto en-
coder [4] are also used to detect poisoning attacks. Early
approaches focused on input sanitization and outlier detection,
which proved insufficient against sophisticated adversaries [6].
Recent research has shifted towards more advanced defense
mechanisms leveraging techniques such as robust training,
model verification, and adversarial training.

Advanced advancements in adversarial attacks and defence
strategies in vision applications were covered by [1]. This
article discusses several kinds of adversarial attacks on realtime
applications. This paper formulates many types of attacks,
including white box, black box, and real-world attacks. This
survey also mentions a few defensive techniques, including
randomised smoothing, regularisation schemes for ReLU net-
works, ensemble generative cleaning with a feedback loop, and
the usage of variational auto-encoders (VAEs). This study also
discusses how detecting attacks in language models and vision
is becoming a tedious tasks.

Chen, Xiaolin, et al. [8] discussed a data poisoning
framework based on Gan against anomaly detection.Here,
the poisoning model is based on a generative adversarial
network.Perturbations are added for poisoning some inputs.
They also developed a a serverside algorithm based on a deep
autoencoder in order to defend against such attacks. When
the number of labelled datasets increases, its performance
decreases slowly.

Psychogyios, Konstantinos [17] discussed generating im-
ages using GAN. Here, label flipping attacks are generated
and tested based on an aggregation algorithm. This method
is also examined in the FL system using secure aggregation
methods. Accuracy issues still pose a major challenge in this
area. This paper also suggested adding additional datasets and
hyperparameters to improve accuracy.

The primary machine learning (ML) concerns for an AI
system are the data, model, training, testing, and validation
procedures. However, AI also uses a number of knowledge-
based techniques, which presents particular security challenges
[19] both in the testing and training stages. Although this
assumption isn’t always accurate, machine learning approaches
operate under an assumption that their environment is benign.
One of these security issues is the potential for training
data manipulation and the exploitation of model sensitivity to
reduce the effectiveness of ML classification and regression
[27].

Convolutional Neural Networks are extensively used in the
computer vision field for the detection of poisoning attacks due
to their ability to extract toxic characteristics from images [1]
Here, pre-trained CNN models are refined on poisoned data
using transfer learning approaches, and the result is highly
effective poisonous data detection. Tolpegin et al. [21] used
the CIFAR-10 and Fashion MNIST datasets to investigate label
flipping based attacks within a distributed system. They used

TABLE I. SUMMARIZING EXISTING RECENT SURVEYS

Literature Methods used Challenges
Jonnalagadda
et al.(2024)

CNN method of poisoning us-
ing MNIST

Data leakage issue

Lahe, A.D et
al.(2023)

Different stages of ML
pipelining and their
vulnerabilities

Not efficient to detect attacks
in real-time scenarios

Bovenzi et
al.(2022)

Shallow autoencoder, deep
autoencoder, and ensemble-
based encoder for anomaly
detection

Less effectiveness of counter-
measures against Data Poison-
ing Attacks in real-time.

Anisetti et
al.(2022)

Random Forest method Label flipping degrading the
performance of plain random
forests

Raghavan et
al.(2022)

Real-Time Poisoning attacks
detection using Model Verifi-
cation in deep computer vi-
sion

Method works on neural net-
works only

Altoub et
al.(2022)

convex polytope method Ensemble method can be used
to improve transferability

Liu, I-Hsien, et
al.(2022)

Data Washing and IDA Algo-
rithm for detecting poisoned
datasets

Not suitable for detecting poi-
soning attacks on non-DNN
models

these datasets to evaluate different labelflipping scenarios. In
Federated Systems, these techniques yield better results.

Table I summarizes the approaches used in a few recent
articles along with the difficulties they faced. While these
approaches have made significant strides in mitigating poison
attacks, there remains a need for more robust and comprehen-
sive defense mechanisms.

III. POISONING ATTACK MODEL

A. Generation of Threats

In order to identify impure images, a threat model is
simulated. Generative networks are used here to develop such
threat model creation. It is created by injecting poisons into
different types of labelled images with the help of Generative
Adversarial Networks.

1) Training circumstance: Here, the primary goal is to
classify the poisonous and nonpoisonous images using CI-
FAR10 datasets. A certain amount of data was trained by
several clients. Assume a global CNN is trained in a distributed
fashion, with each client having access to a subset of the entire
dataset. Clients have access to images for every class, and each
local data distribution roughly resembles the distribution of the
whole dataset.

B. Attacker’s Goal

The main goal of attacker is to add malicious behaviour
to training datasets. Here, the attacker targets on specific
labels which causes manipulation of global model’s predic-
tion.GAN is used to misclassify poisonous and nonpoisonous
images.Attacker also focusses on degrading the accuracy of
global model by adding poison to local datasets. Hence, it
creates GAN generated images and assigns some labels to
them.The model is trained locally utilising poisoned samples
once the resultant images have been combined with each
malicious node dataset.
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Fig. 1. Steps of image poisoning.

C. The Capability of the Adversary

The global aggregation mechanism used by the server is
unknown to the attacker.It can only influence learning by
means of poisoned model updates. Here, the datasets of the
benign customers are unknown to the attacker. But we assume
that they are aware that all of the classes accessible in the fed-
erated system are also contain the poisoned dataset. Adversary
can only increase the compromised client’s private collection
by adding more generated images, rather than altering it.
Finally, it is assumed that the attacker cannot directly access
or modify the weights of the local model or affect the local
training method.

IV. PROPOSED METHODS

In this paper, Generative Adversarial Networks and transfer
learning approaches are used inorder to detect poisoning at-
tacks in machine learning systems. Fig. 1 illustrates the stages
of poisoning image.

A. Generating Poisons

To generate poisons in the training data, the GAN approach
is employed as an improved technique. By training a generative
model to produce images that are perceptually similar to real
data, but can trick the classifier into making false predictions,
poisoning with a GAN is accomplished. It first retrieves the
global parameters from the parameter server in order to update
the local model. It then employs a GAN, which consists of
a discriminator and a generator, to generate samples of target
labels through local training. The generator’s goal is to mislead
the discriminator into assuming that the generated samples are
obtained from the target; the discriminator’s role is to identify
if the samples are fake and to classify the genuine samples
as precisely as possible.The downloaded model acts as the
discriminator, while the attacker defines the generator. Once
the current round of GAN training is finished, the attacker
will intentionally mislabeled the samples that the generator
generates. The binary cross entropy loss function and the Adam
optimizer are used in the compilation of the generators. Fig.
2 describes The Attack-Poison GAN algorithm.

Fig. 2. Attack-Poison GAN algorithm.

In the context of Generative Adversarial Networks (GANs),
both the generator and discriminator have specific loss func-
tions that drive their training process. These loss functions
are fundamental in guiding each network to improve its
performance in the adversarial setup. The objective of the
generator in a GAN is to generate synthetic data that resembles
the real data well enough to fool the discriminator. The loss
function for the generator typically aims to minimize the
discrepancy between the generated data distribution and the
real data distribution.Binary CrossEntropy Loss and Minimax
Loss are used as loss function: Minimax Loss reflects the
original adversarial nature of GANs where the generator aims
to minimize the probability that the discriminator correctly
classifies generated data as fake.

Binary Cross-Entropy Loss can be expressed as:

Lgen = −Ez∼p(z)[logD(G(z))] (1)

where
z is the random noise vector input to the generator
G(z) is the generated output
D(G(z)) is the discriminator’s output probability on the gener-
ated data.

Minimax Loss can be expressed as

Lgen = log(1−D(G(z))) (2)

where
Lgen represents the generator loss function
log is the logarithm function.
D is the discriminator network.
G(z) is the generated output from the generator G.
z is the random noise vector input to the generator G.

B. Convolutional Layers [22]

An image’s features are extracted and learned using a con-
volutional layer [2]. An image passes through or slides through
a convolutional filter or kernel based on its size or stride.
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Fig. 3. CNN Architecture[28].

Using the kernel’s sliding movement as a feature detector, the
convolutional layer maps out the features in the image. The
convolutional layer maps features from the image using the
kernel, a feature detector, and its sliding action. Translational
invariance is present in these convolutional filters.Multiple
feature learning is possible with more filters. RGB colour
images have three channels as well as a depth component. The
network breaks these features with the help of the convolution
layer. Deeper convolutional layers improve feature detection
from a low to a high level, which helps in image detection.

C. Pooling Layer

By reducing the dimensionality of the image without losing
its features, the pooling layer compresses the picture layer’s
dimensions. As a result, overfitting is minimised.Maxpooling,
which includes extracting the largest value from a kernel
window, is a technique used by CNNs [18].

D. Fully Connected Layer

In the fully linked layer, all neurons are linked to all
other neurons. This layer is in control of classification and
prediction. The neural network’s weights are then modified
using back propagation in accordance with the results of a
comparison between these predictions and the labels. In the
model, a pooling layer is placed after each convolutional layer.
Two completely linked layers that come after these layers
and meet the output predictions. Three convolutional layers
and two fully linked layers constitute the model. Three input
channels and sixteen output channels make up the first con-
volutional layer. The second convolutional layer has 16 input
channels and 32 output channels, while the third convolutional
layer has 32 input channels and 64 output channels.The 3x3
kernel size is the default. There are 500 output channels and
4*4*64 input channels in the first completely connected layer.
The second completely connected layer receives these 500
output channels, which are divided into 10 output channels
apiece. Add 0.25 dropout to lessen overfitting.The ADAM
optimizer is used, and the learning rate is set to 0.0001.
The flattening method and the Relu activation function aid in
avoiding the vanishing gradient problem. The CNN workflow
is shown in Fig. 3.

E. Transfer Learning with VGG16

When setting up the models for dogs and birds classifi-
cation using transfer learning with VGG16 [9], we begin by

Fig. 4. VGG16 Architecture[9].

leveraging the pre-trained VGG16 [29] model.This pre-trained
model is highly effective at extracting meaningful features
from images. By utilizing VGG16 [13] as a base, it has
gained knowledge from learning to recognize a wide range
of objects and features in images. To ensure that the features
learned by VGG16 are preserved and effectively utilized for
our classification task, we freeze the convolutional layers of
the model. Freezing these layers prevents their weights from
being updated during training, preserving the representations
learned from ImageNet. This step is crucial for preventing
the model from overfitting to the relatively small CIFAR-10
dataset and allows us to leverage the generalization power
of the pre-trained model. In the next step,custom classifier
layers are build on top of VGG16’s frozen convolutional basis.
These extra layers are in control of modifying the high-level
characteristics that VGG16 extracted for the particular purpose
of differentiating between dog and bird images. To transform
the 3D feature maps the convolutional layers produced into
a 1D feature vector, Flatten layer is added. One or more
Dense layers process the flattened representation by applying
nonlinear transformations to further process the features. The
basic architecture of VGG16 is shown in Fig. 4.

In order to avoid overfitting, dropout layers are frequently
placed in between Dense layers and randomly remove a portion
of the input units during training. The final layer of the model
is an output layer with softmax activation, which produces
class probabilities for the categories of interest—in this case,
dogs and birds. By compiling the model with appropriate
loss and optimization functions,prepare it for training on the
dataset. This typically involves using categorical crossentropy
loss as the loss function and the Adam optimizer for gradient
descent. Before training the model, it’s beneficial to inspect
the architecture of the model using the summary method.This
method gives you information about the model’s general
structure and the number of trainable parameters. This step
helps ensure that the model is configured correctly and ready
for training.

Federated systems [24][25] are vulnerable to attacks due to
their attacking nature. Malicious clients frequently appear with
the intention of interfering with the federated system’s training
process by directly or indirectly altering the model’s weights
using data.In such scenario, a malevolent client might add new
data or modify the already existing data to suit their needs.At
such times, adversaries damage machine learning systems by
inserting fake data points or altering already-existing data. One
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or more opposing nodes within the federated framework may
seek to disrupt the federated process in order to carry out
model performance collapse or pattern injection. In order to
predict this, various experiments helps to look into the effects
of the dataset generation based on GAN [8] for the synthesis
of attacks known as data poisoning, which can lead to the
degradation of a FL model [26]. In order to increase accuracy
of detection, the proposed transfer learning method is used.
Assume that one attacker is in control of every wild node and
can process all of their datasets simultaneously. First, targeted
label attack model is generated in which a GAN is trained
on a single class, poisoned bird and dog images in this case
using CIFAR-10 datasets, and then generate samples of that
class. After that the created samples are given the label “Clean”
and sent to the malicious clients. As a result, both the benign
dataset and the contaminated samples make up the enhanced
dataset that each malicious client possesses. The attacks are
detected using VGG16.

V. EXPERIMENTAL EVALUATION

A. Dataset

CIFAR-10 [11] [16]and CIFAR-100 image datasets are
used for experimental evaluation. CIFAR-10 images has over
60,000 colour, low-resolution images in a 32 by 32 format.
The photos are separated into ten sections, with roughly 6000
images in each class. Here, GAN is used to create poisoned
images of dogs and birds. Subsequently, the contaminated
dataset used as a training set for the development of an image
classification algorithm. Then,VGG16 is used to extract the
characteristics from the manipulated images. Train the model
using its features, then assess the model’s performance.The
dataset undergone preprocessing procedures to get it ready
for training and evaluation. Normalization: By dividing each
pixel value by 255.0, the image pixel values were scaled
to the range [0, 1]. This ensures that the input data falls
within a similar numerical range, which can help improve the
convergence of optimization algorithms during training. Data
Augmentation: To boost the models’ capacity for generalisa-
tion and to broaden the dataset. This techniques were applied
to the training images.The steps contain rotation, width shift,
height shift, and horizontal flipping. Data augmentation helps
prevent overfitting by providing the model with variations of
the training data. Resizing: The poisoned images generated by
the GANs were resized to match the dimensions of the CIFAR-
10 images, which are 32x32 pixels in size. This resizing step
ensures that the poisoned images are compatible with the input
size expected by the classification models.

B. Experimental Procedures

Here,both CIFAR-10 datasets and CIFAR-100 datasets are
for the proposed work. There are several key steps to build and
evaluate models for classifying and detecting poisonous images
incorporating transfer learning with VGG16 and addressing the
presence of poisoned images. Firstly, it loads the CIFAR-10
dataset, a collection of 60,000 labeled images in 10 classes, and
normalizes the pixel values to a range between 0 and 1. This
dataset serves as the foundation for training and evaluating
the models. Next,by utilizing Generative Adversarial Networks
(GANs) to generate poisoned images. It defines and compiles
two GAN architectures, one for generating images of dogs

Fig. 5. Confusion matrix using CIFAR-10 datasets.

and the other for birds. These GANs are trained to produce
synthetic images that may potentially disrupt the performance
of the subsequent classification models. After the generation of
the poisoned images, the algorithm uses VGG16, a pre-trained
convolutional neural network (CNN) known for its efficiency
in image identification applications, to build up the models
for the classification of dogs and birds via transfer learning.
The convolutional layers of the VGG16 model are frozen to
preserve their learnt features, and the model is loaded without
its top classification layers.

After that, further layers of custom classifiers are added
to the model to modify it for the particular goal of classi-
fying among dogs and birds. The combined dataset—which
is divided into training and validation sets—contains both
original and polluted images. This data is used to train the
models. To enhance model generalisation, data augmentation
methods including rotation, width/height shift, and horizontal
flip are utilised in addition to the training set. Finally,model
is able to detect poisoned images by predicting labels for all
images, including both original and poisoned ones. It calculates
the percentage of poisoned images correctly identified by
each model, shedding light on their robustness in the face
of adversarial attacks. This comprehensive evaluation process
ensures a thorough understanding of the models’ performance
and their resilience to potential threats posed by poisoned
data.The models’ performance is assessed on the validation
sets, and the training process is monitored over several epochs.
To assess the models’ effectiveness,the confusion matrix is
shown in Fig. 5. Here,there are two classes such as class0
and class1. Class0 represents images of dogs and the images
of bird comes under class1. The model effectiveness can be
evaluated by plotting the training and validation loss curves
as well as the accuracy curves are plotted which are shown in
Fig. 6 and Fig. 7.

C. Experimental Results

The summary of the performance of a classification model
on a set of test data is described on the classification report
which is shown in Fig. 8.

Inorder to effectively improve F1 score, CIFAR-100 image
datasets are also used.CIFAR-100 offers a wider range of
classes and images, making it appropriate for a wider range
of challenging and complex recognition tasks. The CIFAR-
100 dataset is a collection of 60,000 32x32 color images
in 100 classes, with 600 images per class. It serves as a
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Fig. 6. Model loss curve using CIFAR-10 datasets.

Fig. 7. Accuracy curve using CIFAR-10 datasets.

benchmark dataset for image classification tasks, particularly
for multiclass classification.Initially load such datasets,then
normalized and resize, and select a subset of classes (select
classes 0 (apple) and (aquarium fish) for poisoning. Creates a
Generative Adversarial Network to generate poisoned images
for selected classes,trains two separate models (one for each
class) using transfer learning, evaluates the models’ perfor-
mance by plotting the training loss and accuracy which is
shown in Fig. 9 and Fig. 10. It also generates confusion
matrices shown in Fig. 11, and assessing its performance on
both original and poisoned data using classification report for
both classes which is shown in Fig. 12.

Fig. 8. Classification report using CIFAR-10 datasets.

Fig. 9. Loss curve using CIFAR-100 datasets.

Fig. 10. Accuracy curve using CIFAR-100 datasets.

Fig. 11. Confusion matrix using CIFAR100 datasets.

Fig. 12. Classification report using CIFAR100 datasets.
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Fig. 13. No. of Poisoned indices in multiple clients.

Federated settings can be implemented using Keras having
20 clients and the no.of poisoned points can be detected which
is shown in the Fig. 13. This novel approach can be applied
in distributed ML systems also.

VI. DISCUSSION

The results indicate that the proposed method using transfer
learning and a pre-trained VGG16 model is effective in detect-
ing poisoned images in the CIFAR-10 and CIFAR-100 dataset.
Both models (for classes 0 and 1) showed high training and
validation accuracy, along with strong precision, recall, and F1
scores.

VII. REAL WORLD APPLICATIONS

The proposed framework for poison attack detection in
distributed machine learning systems offers tangible benefits
across diverse sectors, as corroborated by existing research
findings. In the cybersecurity domain, where data integrity
is paramount, advanced detection mechanisms are imperative.
By integrating the framework into intrusion detection systems,
organizations can fortify their capabilities against malicious
activities.

Autonomous vehicles, reliant on machine learning algo-
rithms for safe navigation, stand to gain significantly from
the framework’s implementation. The potential risks posed by
poison attacks targeting distributed learning systems within
autonomous vehicles. By deploying the framework, automotive
manufacturers and transportation authorities can augment their
vehicles’ defenses against adversarial manipulation, bolstering
passenger safety and public trust, as evidenced by studies
conducted by [7].

In healthcare, where accurate diagnoses are critical, safe-
guarding distributed machine learning systems is essential.
Poison attacks on these systems can compromise patient
confidentiality and introduce diagnostic errors. By adopting
the framework, healthcare providers can fortify their defenses
against adversarial threats, ensuring the integrity of medical
data and the reliability of clinical decision-making processes.
Financial institutions face significant risks from poison at-
tacks targeting distributed machine learning systems used in
fraud detection and algorithmic trading. The author in [8],
underscore the potential impact of adversarial manipulation on

financial markets and investor confidence. By integrating the
framework into their security protocols, financial institutions
can mitigate these risks, protect customer assets, and uphold
the integrity of financial transactions.

The main advantages of using this method include:

1) Enhanced detection accuracy: SecureTransfer improves
the accuracy of poison attack detection by using pre-trained
models that recognise tiny abnormalities in the training set.

2) Scalability: SecureTransfer is a scalable solution for
diverse machine learning applications because it utilises trans-
fer learning, which enables it to be applied across several
datasets and domains without requiring a significant amount
of retraining.

3) Efficiency: By using pre-trained models, the method
saves time and resources by reducing the computational over-
head often involved with anomaly recognition.

4) Robustness: By offering an extra line of defence against
complex poison attacks, SecureTransfer strengthens the re-
silience of machine learning systems and guarantees depend-
able model performance.

5) Adaptability: The technique can be applied in a variety
of contexts since it can be tailored to various data kinds and
attack circumstances.

VIII. LIMITATIONS AND FUTURE WORK

While SecureTransfer demonstrates promising results, it is
essential to acknowledge certain limitations. The reliance on
pre-trained models may not always guarantee optimal perfor-
mance, especially when the target task significantly deviates
from the original training context. Additionally, the approach’s
effectiveness may vary based on the nature and sophistication
of the poison attack, necessitating ongoing research to refine
the model.

Furthermore, the flexibility and adaptability of transfer
learning enable the integration of additional defense mecha-
nisms to mitigate the impact of poison attacks [12] on ML
systems. Future research directions may explore the com-
bination of transfer learning with other anomaly detection
techniques and investigate the robustness of the proposed
method against sophisticated poisoning strategies.The findings
and methodologies can inspire further studies into the applica-
tion of transfer learning for other types of adversarial attacks.
Future research could explore the integration of SecureTransfer
with other ML security techniques to develop comprehensive,
multilayered defense strategies.It will also focus on improving
the scalability and applicability of SecureTransfer to a broader
range of ML tasks.

IX. CONCLUSION

In conclusion, the use of transfer learning methods for
poison attack detection in machine learning systems presents
a promising approach to enhance the security and robust-
ness of ML models. Through the integration of pre-trained
models such as VGG16, the proposed method leverages the
knowledge learned from large-scale datasets to detect anoma-
lies introduced by poisoned data.The experimental results
demonstrate the effectiveness of the transfer learning-based
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approach in accurately identifying poisoned instances across
different datasets and scenarios. By combining the feature
extraction capabilities of pre-trained models, the proposed
method achieves high detection accuracy while maintaining
computational efficiency.

Overall, the findings suggest that transfer learning-based
approaches hold significant potential for enhancing the security
and reliability of ML systems in real-world applications,paving
the way for more resilient defense mechanisms against adver-
sarial attacks.
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Abstract—In today’s rapidly evolving technological landscape,
the ethical dimensions of information technology (IT) have
become increasingly prominent, influencing everything from algo-
rithmic decision-making to data privacy and cybersecurity. This
paper offers a thorough examination of the multifaceted ethical
considerations inherent in information Technology, spanning
various domains such as artificial intelligence (AI), big data
analytics, cybersecurity practices, quantum computing, human
behavior, environmental impact, and more. Through an in-depth
analysis of real-world cases and existing research literature, this
paper explores the ethical dilemmas and challenges encountered
by stakeholders across the IT ecosystem. Central to the discussion
are themes of transparency, accountability, fairness, and privacy
protection, which are crucial for fostering trust and ethical
behavior in the design, deployment, and governance of IT systems.
The paper underscores the importance of integrating ethical
principles into the technological innovation, emphasizing the
need for proactive measures to mitigate biases, uphold individual
rights, and promote equitable outcomes. It also explores the
ethical implications of emerging technologies such as AI, quantum
computing, and the Internet of Things (IoT), shedding light on the
potential risks and benefits they entail. Furthermore, the paper
outlines future directions and strategies for advancing ethical
practices in IT, advocating for multidisciplinary collaboration,
global regulatory frameworks, corporate social responsibility
initiatives, and continuous ethical inquiry. By providing a com-
prehensive roadmap for navigating ethical considerations in IT,
this paper aims to empower policymakers, industry professionals,
researchers, and educators to make informed decisions and
promote a more ethical and sustainable digital future.

Keywords—Artificial intelligence; cybersecurity; data privacy;
digital ethics; ethical considerations; information security; machine
learning; technology ethics; transparency

I. INTRODUCTION

In recent years, the rapid advancement of technology has
revolutionized various aspects of society, from communica-
tion and commerce to healthcare and governance. However,
this rapid progress has also brought forth complex ethical
dilemmas and challenges, particularly in the realm of In-
formation Technology (IT) and cybersecurity. As Artificial
Intelligence (AI), big data analytics, and quantum computing
continue to permeate every aspect of our lives, ensuring that
these technologies are developed and deployed ethically has
become a pressing concern. Ethical decision-making in IT
involves navigating complex situations where choices impact
stakeholders’ privacy, security, and overall well-being [1]. This
requires adhering to principles like honesty, integrity, fairness,
and respect for user rights. For instance, in data privacy, a

social media company has access to vast amounts of user
data, including personal messages and location information.
An ethical decision would be ensuring that this data is not
shared with third parties without explicit user consent and
implementing robust security measures to protect this infor-
mation from breaches. In the context of artificial intelligence
and bias, for a company developing an AI algorithm for job
recruitment, which screens resumes and ranks candidates. An
ethical decision involves regularly auditing the algorithm for
biases to ensure it does not discriminate against candidates
based on race, gender, or age. Amazon abandoned an AI
recruiting tool that showed bias against women. The ethical
decision would be to correct the biases or halt the tool’s use
until fairness could be ensured. Regarding security vulnerabili-
ties, for a software company discovering a critical vulnerability
in their widely-used application. An ethical decision is to
promptly notify users about the vulnerability and release a
patch to fix it, rather than concealing the issue to avoid bad
publicity. In terms of intellectual property and open source,
an IT company using open-source code in their proprietary
software must comply with the licensing terms of the open-
source software, credit the original authors, and contribute back
to the community where possible. Google, Microsoft, and other
technology giants contribute to open-source projects like Ku-
bernetes, benefiting the broader technology community while
respecting intellectual property rights. In the context of user
consent and transparency, mobile applications request access
to various phone features, such as the camera, microphone, and
contacts. An ethical decision involves clearly explaining why
each permission is needed and allowing users to opt-out of
non-essential permissions. Applications that provide detailed
privacy policies and granular control over permissions, like
the Signal messaging app, are known for their strong privacy
stance. Regarding environmental impact, for an IT company
setting up a new data center. An ethical decision would
be implementing energy-efficient technologies and renewable
energy sources to minimize environmental impact. Google’s
commitment to carbon neutrality and using renewable energy
for their data centers sets a standard for environmentally
responsible operations in the IT industry. Ethical decision-
making in IT is crucial for fostering trust, ensuring compliance
with legal standards, and promoting social responsibility. By
prioritizing ethical considerations, IT professionals can create
technology that not only serves business objectives but also
contributes positively to society.

This paper aims to comprehensively explore and address
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ethical considerations within the context of Information Tech-
nology (IT). By identifying and presenting various ethical chal-
lenges in different IT domains, including artificial intelligence,
cybersecurity, big data analytics, and quantum computing, the
paper seeks to provide a nuanced understanding of the ethical
dilemmas faced by stakeholders. Through the analysis of real-
world cases and examples, it aims to offer concrete illustrations
of ethical issues encountered in IT practice [3]. Furthermore,
the paper endeavors to examine existing ethical frameworks
and guidelines applicable to IT, emphasizing principles such as
transparency, accountability, fairness, and privacy protection.
In addition it highlights the ethical implications of emerging
technologies and proposes future directions for ethical practice
in order to empower policymakers, industry professionals,
researchers, educators, and other stakeholders to navigate
ethical challenges effectively and promote a more ethical and
sustainable digital future [4], [5].

The contributions of this paper are as follows:

1) A comprehensive coverage of ethical considerations,
the paper extensively covers a wide range of eth-
ical considerations within information technology,
including AI, cybersecurity, big data analytics, quan-
tum computing, and more. By addressing various
domains, it provides a holistic view of the ethical
challenges facing the IT sector.

2) In-depth Analysis of Real-world Cases: Through the
examination of real-world cases and examples, the
paper offers insights into emerging ethical dilem-
mas encountered in IT practice. This analysis helps
stakeholders understand the complexities of ethical
decision-making in technology-related contexts.

3) Exploration of the multifaceted landscape of ethical
considerations in information security and IT, shed-
ding light on key challenges, strategies, and future
directions.

4) Drawing on insights from interdisciplinary research
and real-world case studies, this paper offers a com-
prehensive overview of the ethical dimensions in-
herent in IT and information security. By synthe-
sizing existing literature and research findings, it
identifies key ethical challenges, proposes strategies
for addressing them, and highlights the importance
of proactive ethical decision-making in technology
development and deployment. Moreover, the paper
outlines a roadmap for future research and collabora-
tion, emphasizing the need for continuous evaluation,
adaptation, and education in the ever-evolving field of
information technology ethics.

5) Proposal of Ethical Frameworks and Solutions: Draw-
ing from existing research and ethical principles, the
paper proposes practical frameworks and solutions
to address identified challenges. These frameworks
emphasize transparency, accountability, fairness, and
privacy protection, offering actionable guidance for
ethical decision-making.

6) Guidance for Policymakers and Industry Profession-
als: By presenting ethical considerations and suggest-
ing solutions, the paper provides valuable guidance
for policymakers, industry professionals, researchers,
and educators. It informs the development of policies,
regulations, best practices, and educational initiatives

aimed at promoting ethical behavior and responsible
innovation in IT.

7) Stimulation of Ethical Awareness and Dialogue:
Through its thorough analysis and discussion of eth-
ical issues, the paper aims to raise awareness and
stimulate dialogue on ethical considerations in IT. By
fostering a deeper understanding of ethical implica-
tions, it encourages stakeholders to critically reflect
on practices and engage in constructive discourse.

The remainder of the paper is organized as follows: Section
II represents the Historical Ethical Dilemmas, Section III
represents the related work and the ethics in emerging tech-
nologies, Section IV illustrates the cybersecurity workforce
ethics, Section V shows the future considerations in ethical
information technology roadmap, and finally the paper is
concluded in Section VI.

II. HISTORICAL ETHICAL DILEMMAS

Ethical decision-making in IT encompasses a wide array
of domains, including AI and autonomous systems, big data
analytics, cybersecurity workforce ethics, environmental im-
pact, bias and fairness in security AI, information warfare,
incident response and recovery, privacy-preserving machine
learning, and more. Each domain presents unique ethical
challenges that demand careful examination and consideration
[2]. For instance, the deployment of AI systems raises con-
cerns about transparency, accountability, and algorithmic bias,
while cybersecurity practitioners grapple with ethical dilemmas
related to whistleblowing and balancing loyalty with ethical
responsibilities. Moreover, the environmental impact of data
centers and electronic waste disposal underscores the need for
sustainable practices in information security. In the following,
we mention some technology-related ethical dilemmas that
have gained attention in recent history:

1) Facebook-Cambridge Analytica (2018): This
case involved the unauthorized harvesting of
personal data from millions of Facebook users
by the political consulting firm Cambridge
Analytica. The data was allegedly used to
influence voter behavior in various elections,
raising concerns about privacy, data security, and
the ethical responsibilities of tech companies.
[The Guardian. (2018). Cambridge Analytica:
how did it turn clicks into votes? Retrieved from
https://www.theguardian.com/news/2018/mar/17/
cambridge-analytica-deleted-linkedin-profiles-data-/
scraping.]

2) mazon’s Facial Recognition (Ongoing): Amazon’s
facial recognition technology, known as Rekognition,
has raised concerns about privacy, surveillance, and
potential bias. Critics argue that the technology
could be misused by law enforcement or government
agencies for mass surveillance and racial profiling,
leading to calls for regulation and oversight.
[ACLU. (n.d.). Amazon’s Face Recognition
Falsely Matched 28 Members of Congress With
Mugshots. Retrieved from https://www.aclu.org/
blog/privacy-technology/surveillance-technologies/
amazons-face-recognition-falsely-matched-28.]
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3) Tesla Autopilot Crashes (Ongoing): Tesla’s Autopi-
lot, an advanced driver-assistance system, has been
involved in several accidents, some of them fatal,
raising questions about the safety and ethical im-
plications of autonomous driving technology. Crit-
ics argue that Tesla may be overpromising the ca-
pabilities of its Autopilot system and not doing
enough to ensure user safety. [The Verge. (2021).
Tesla with Autopilot hits cop car—driver admits he
was watching a movie when it happened. Retrieved
from https://www.theverge.com/2021/6/2/22465423/
tesla-autopilot-crash-texas-cop-car-driver-movie.]

4) Amazon’s Working Conditions (Ongoing): Ama-
zon has faced criticism for its working condi-
tions in fulfillment centers, including reports of
long hours, low pay, and inadequate breaks. Con-
cerns have been raised about the impact on em-
ployee health and well-being, as well as ques-
tions about the ethical treatment of workers by
one of the world’s largest companies. [The New
York Times. (2019). How Amazon automatically
tracks and fires warehouse workers for ‘productiv-
ity’. Retrieved from https://www.nytimes.com/2019/
04/25/technology/amazon-warehouse-robots.html.]

5) Deepfakes and Misinformation (Ongoing): The
rise of deepfake technology, which uses artificial
intelligence to create realistic but fake videos
or audio recordings, has raised concerns about
the spread of misinformation and the potential
for misuse in areas such as politics and social
media. The ethical implications of deepfakes
include issues of consent, privacy, and trust in
digital media. [Brookings. (2020). Deepfakes and
national security: Getting ahead of the technology.
Retrieved from https://www.brookings.edu/research/
deepfakes-and-national-security-getting-ahead-of-the-/
technology.]

6) SolarWinds Cyberattack (Ongoing): The SolarWinds
cyberattack was a supply chain attack that tar-
geted SolarWinds’ Orion software, compromising nu-
merous government agencies and private organiza-
tions worldwide. It raised concerns about cyberse-
curity vulnerabilities in software supply chains and
the potential for large-scale espionage. [CNN Busi-
ness. (2020). The SolarWinds hack: How it hap-
pened, who was affected, and what comes next. Re-
trieved from https://www.cnn.com/2020/12/22/tech/
solarwinds-hack-explainer/index.html.]

7) WhatsApp-Pegasus Spyware (2019): WhatsApp
users were targeted by sophisticated spyware known
as Pegasus, developed by the Israeli surveillance
company NSO Group. The spyware exploited
vulnerabilities in WhatsApp to remotely access
users’ devices and monitor their communications,
raising concerns about privacy and surveillance.
[The Washington Post. (2019). WhatsApp
sues Israeli surveillance firm, accusing it of
hacking activists’ phones. Retrieved from https:
//www.washingtonpost.com/technology/2019/10/29/
whatsapp-sues-israeli-surveillance-firm-accusing-it-/
hacking-activists-phones.]

8) Clearview AI Facial Recognition (Ongoing):
Clearview AI, a facial recognition company,
scraped billions of images from social media
platforms to create a vast database for law
enforcement agencies. This raised concerns about
privacy, surveillance, and potential misuse of
facial recognition technology. [The New York
Times. (2020). The secretive company that might
end privacy as we know it. Retrieved from
https://www.nytimes.com/2020/01/18/technology/
clearview-privacy-facial-recognition.html.]

9) COVID-19 Contact Tracing Apps (Ongoing):
Contact tracing apps were developed and deployed
worldwide to track and contain the spread of
COVID-19. However, they raised concerns about
privacy, data security, and potential surveillance,
prompting debates over the balance between public
health and individual privacy rights. [The Guardian.
(2020). Contact-tracing apps help fight Covid-19, but
are they worth the privacy loss? Retrieved from https:
//www.theguardian.com/technology/2020/may/05/
contact-tracing-apps-covid-19-worth-privacy-loss.]

10) The Facebook Oversight Board:, established in 2020,
serves as an independent body tasked with mak-
ing binding decisions on content moderation issues
on Facebook and Instagram. Comprising experts
from various fields, including law, journalism, and
human rights, the board provides an avenue for
users to appeal decisions made by Facebook regard-
ing the removal or retention of content. This case
marks a significant development in addressing con-
cerns about transparency and accountability in con-
tent moderation practices on social media platforms.
However, the board’s decisions have faced scrutiny
over their consistency and effectiveness in uphold-
ing free speech while combating harmful content.
[The New York Times. (2020). Facebook’s Oversight
Board Is a Deciding Factor in Trump’s Case. Re-
trieved from https://www.nytimes.com/2020/11/14/
technology/facebook-oversight-board-trump.html.]

11) Google’s Project Dragonfly (Ongoing): Project Drag-
onfly was a secretive Google project to develop
a censored search engine for the Chinese mar-
ket. It sparked controversy over censorship, human
rights, and Google’s ethical responsibilities, lead-
ing to internal protests and public scrutiny. [The
Intercept. (2018). Google plans to launch censored
search engine in China, leaked documents reveal.
Retrieved from https://theintercept.com/2018/08/01/
google-china-search-engine-censorship/.]

12) Reddit GameStop Stock Trading Fiasco (2021):
The GameStop stock trading frenzy on Reddit’s
WallStreetBets subreddit led to significant
market volatility and raised questions about
market manipulation and the power of online
communities to influence financial markets. [The
Wall Street Journal. (2021). Reddit’s Profane,
Greedy Traders Are Shaking Up the Stock Market.
Retrieved from https://www.wsj.com/articles/
reddits-profane-greedy-traders-are-shaking-up-the/
-stock-market-11611517203.]
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13) Google’s Tracking of Android Phones (2020):
Google faced criticism for tracking the location of
Android phone users even when location services
were disabled, raising concerns about privacy and
data collection practices. [Reuters. (2020). Google
tracked his bike ride past a burglarized home.
That made him a suspect. Retrieved from https://
www.reuters.com/article/us-alphabet-google-lawsuit/
google-tracked-his-bike-ride-past-a-burglarized-home-/
that-made-him-a-suspect-idUSKBN20Y2DO.]

14) Zoom’s Security and Privacy Issues (2020):
Zoom faced scrutiny over security and privacy
issues, including concerns about data encryption,
unauthorized access to meetings (“Zoombombing”),
and sharing user data with third parties like Facebook.
[NPR. (2020). Zoom Faces Scrutiny Over Privacy,
Security Practices Amid Increased Use. Retrieved
from https://www.npr.org/2020/04/03/826129520/
zoom-faces-scrutiny-over-privacy-security-practices-/
amid-increased-use.]

15) Capital One Data Breach (2019): Capital One expe-
rienced a data breach that compromised the personal
information of over 100 million customers, highlight-
ing concerns about data security and the vulnerability
of financial institutions to cyberattacks. [The New
York Times. (2019). Capital One Data Breach Affects
100 Million; Woman Charged as Hacker. Retrieved
from https://www.nytimes.com/2019/07/29/business/
capital-one-data-breach-hacked.html.]

16) Huawei Security Concerns (Ongoing): Huawei, a
Chinese telecommunications company, has faced al-
legations of posing national security risks due to its
close ties with the Chinese government. Concerns
include potential surveillance capabilities and the
security of Huawei’s products in global telecom-
munications networks. [BBC News. (2021). Why
is Huawei still in the UK despite security con-
cerns? Retrieved from https://www.bbc.com/news/
business-56993145.]

17) Google+ Data Breach (2018): Google announced
a data breach on its social networking platform
Google+ that exposed the private information
of up to 500,000 users. The incident raised
questions about Google’s data protection practices
and led to the eventual shutdown of Google+.
[The Verge. (2018). Google exposed user
data, chose not to tell public. Retrieved from
https://www.theverge.com/2018/10/8/17951890/
google-plus-data-breach-exposed-user-profile-information-/
privacy-notification.]

18) Edward Snowden’s NSA Leaks (2013): Edward
Snowden, a former contractor for the National
Security Agency (NSA), leaked classified documents
revealing the extent of government surveillance
programs, including the collection of mass data on
citizens’ communications. His actions sparked a
global debate on privacy, government surveillance,
and whistleblowing. [The Guardian. (2013).
Edward Snowden: the whistleblower behind the
NSA surveillance revelations. Retrieved from
https://www.theguardian.com/world/2013/jun/09/
edward-snowden-nsa-whistleblower-surveillance.]

19) Apple-FBI Dispute (2016): The dispute between Ap-
ple and the FBI highlighted the ethical dilemma of
enabling access to private data versus safeguarding
user privacy. This case underscored the responsibility
of technology companies to balance law enforce-
ment’s needs with users’ fundamental rights to pri-
vacy and security. The disagreement centered around
the FBI’s request for Apple to unlock an iPhone
used by a perpetrator in a terrorist attack, raising
concerns about the potential creation of a backdoor
that could compromise the security and privacy of
all users. [The New York Times. (2016). Why Ap-
ple is fighting the FBI over iPhone privacy. Re-
trieved from https://www.nytimes.com/2016/02/18/
technology/apple-fbi-san-bernardino-iphone.html.]

20) Whistleblower Chelsea Manning (2010): Chelsea
Manning’s leak of classified documents shed light
on the ethical quandary of exposing classified
information to reveal possible wrongdoing.
The case ignited debates about the moral
responsibility of individuals to expose misconduct
in the name of transparency and accountability.
Manning’s actions raised ethical questions
about the balance between loyalty to one’s
organization and the broader societal duty to
expose potential abuses of power. [The Guardian.
(2013). Chelsea Manning: the whistleblower behind
the biggest leak in US history. Retrieved from
https://www.theguardian.com/world/2013/jul/30/
bradley-manning-wikileaks-revealed-true.]

21) Equifax Data Breach (2017): The Equifax breach
highlighted the ethical obligation of organizations to
secure sensitive user data. It brought attention to the
consequences of inadequate cybersecurity measures
and the potential impact on individuals’ financial
well-being. The breach exposed the personal informa-
tion of millions of people and emphasized the need
for organizations to prioritize cybersecurity to pro-
tect individuals’ privacy and prevent potential harm.
[The New York Times. (2017). Equifax data breach
may affect up to 143 million Americans. Retrieved
from https://www.nytimes.com/2017/09/07/business/
equifax-cyberattack.html.]

22) AI and Bias (ongoing): The emergence of artificial
intelligence systems has unveiled the ethical
challenge of algorithmic bias, which can lead to
discriminatory outcomes. The ongoing discourse
emphasizes the importance of addressing bias to
ensure fairness, especially in areas like hiring,
lending, and criminal justice. The ethical dilemma
arises from the potential amplification of societal
biases by AI systems, which may disproportionately
affect marginalized communities and perpetuate
systemic inequalities. [Nature. (2016). Ethical
pitfalls in the automation of criminal justice.
Retrieved from https://www.nature.com/news/
ethics-of-machine-learning-in-criminal-justice-1.
22993.]

23) Biased Algorithms in Criminal Justice (2023):
Recent research has highlighted the ethical concerns
surrounding the use of biased algorithms in criminal
justice. Algorithms used in predicting recidivism
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and parole decisions have been found to perpetuate
racial and socioeconomic biases, raising questions
about the fairness and justice of such systems. [The
Atlantic. (2023). Biased algorithms are everywhere,
and no one seems to care. Retrieved from https:
//www.theatlantic.com/technology/archive/2023/09/
biased-algorithms-are-everywhere-and-no-one-seems-care/
619209/.]

24) Ethics of Social Media Manipulation (2022): The
ethical implications of social media manipulation
have gained prominence, as platforms are increas-
ingly scrutinized for their role in disseminating
misinformation and facilitating polarization. The
consequences of algorithmic content curation on
user behavior and democratic processes are cen-
tral to these discussions. [The New York Times.
(2022). The rise of social media manipulation. Re-
trieved from https://www.nytimes.com/2022/05/17/
technology/social-media-manipulation.html.]

Table I presents a comparative analysis of ethical dilemmas
encountered in the realm of information technology across
various years. Each case highlights distinct challenges and con-
siderations pertaining to transparency, accountability, privacy,
security, and the ethical responsibilities of both technology
companies and individuals. Through this comparative examina-
tion, we aim to identify recurring themes, lessons learned, and
evolving ethical standards in the rapidly evolving landscape
of technology. The table offers insights into how these cases
have shaped ethical discourse and influenced decision-making
processes in the field of information technology.

III. RELATED WORK

In this section, we explore the different ethical guidelines
and frameworks related to technology and overview the efforts
done in the literature to investigate the ethics in technology

A. Ethical Frameworks and Guidelines

The ethical frameworks and guidelines discussed in the lit-
erature, particularly concerning Information Technology (IT),
include:

1) ACM Code of Ethics [6]: A set of guidelines devel-
oped by the Association for Computing Machinery
to ensure professional conduct among IT profession-
als, emphasizing societal contributions, avoidance of
harm, honesty, and fairness.

2) IEEE Code of Ethics [7]: Developed by the Institute
of Electrical and Electronics Engineers, this code
outlines ethical principles for engineers, focusing on
responsibility, honesty, public welfare, and confiden-
tiality.

3) General Data Protection Regulation(GDPR) [8]: A
comprehensive regulation enacted by the European
Union to protect personal data and privacy, empha-
sizing lawfulness, fairness, transparency, data mini-
mization, and security.

4) The Belmont Report [9]: A foundational document in
research ethics that outlines principles of respect for
persons, beneficence, and justice, particularly relevant
for IT in the context of human subjects research.

5) Utilitarianism [10]: An ethical theory that advocates
for actions that maximize overall happiness and well-
being, often applied in IT to make decisions that
benefit the majority of users.

6) Deontological Ethics [11]: An ethical approach that
focuses on following universal moral rules and duties,
respecting individual rights, and ensuring ethical ac-
tions regardless of outcomes.

7) Virtue Ethics [12]: This framework emphasizes the
development of moral character and virtuous behav-
ior, encouraging IT professionals to cultivate qualities
like honesty, integrity, and responsibility.

8) Principlism [13]: An approach that balances multiple
ethical principles, including autonomy, beneficence,
non-maleficence, and justice, to guide decision-
making, often used in healthcare IT.

9) Ethics of Care [14]: A framework that prioritizes
relationships, empathy, and context-specific decision-
making, ensuring technology meets the needs and
concerns of users, particularly vulnerable groups.

10) Sustainable Development Goals (SDGs) [15]: A set
of global goals established by the United Nations to
promote sustainability and social impact, guiding IT
projects to contribute to issues like poverty allevia-
tion, health, education, and environmental protection.

These frameworks provide a broad spectrum of ethical guide-
lines that help IT professionals navigate complex ethical
dilemmas, ensuring that their work promotes trust, integrity,
and positive societal impact. Comparing various ethical frame-
works and guidelines is crucial for understanding the diverse
approaches available for ethical decision-making in Informa-
tion Technology (IT). Each framework offers unique principles
and focus areas that address different ethical challenges, such
as privacy, data security, transparency, and social responsibility.
By examining these frameworks side-by-side, IT professionals
can better appreciate their strengths and limitations, allowing
them to select the most appropriate principles for specific
situations. This comparative analysis helps ensure that ethical
considerations are comprehensively integrated into IT prac-
tices, promoting trust, integrity, and positive societal impact
across various technological domains. The following table
provides a comparative overview of various ethical frameworks
and guidelines pertinent to decision-making in the field of
Information Technology (IT). Each framework presents a set
of principles designed to guide IT professionals in making
ethically sound decisions, addressing key areas such as privacy,
data protection, transparency, and social responsibility. The
frameworks include professional codes like the ACM and IEEE
codes of ethics, regulatory standards such as the General Data
Protection Regulation (GDPR), and broader ethical theories
including utilitarianism and deontological ethics. Additionally,
Table II highlights the application of these principles in real-
world scenarios, illustrating how ethical considerations can be
integrated into IT practices to promote trust, integrity, and
positive societal impact.

Prior research has extensively explored the ethical impli-
cations of information security across various domains. In
the realm of AI and autonomous systems, the authors in
[16]–[18] conducted a comprehensive survey of the ethical
challenges arising from biases in AI algorithms. Their work
highlighted the need for fair and unbiased AI models to
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TABLE I. A COMPARATIVE OVERVIEW OF KEY ETHICAL CASES IN INFORMATION TECHNOLOGY

Case Time Period Nature of Ethi-
cal Concern

Impact on Individu-
als/Consumers

Legal Ramifica-
tions

Industry Re-
sponse/Company
Actions

Public
Perception
/Trust in
Companies

Facebook-
Cambridge
Analytica

2018 Data Privacy,
Misuse of Data

Data Misuse, Privacy In-
vasion

Fines, Investiga-
tions

Apologies,
Policy Changes

Decreased Trust

Amazon’s Facial
Recognition

Ongoing Surveillance, Pri-
vacy

Privacy Concerns Potential Regula-
tion

Policy Changes Decreased Trust

Tesla Autopilot
Crashes

Ongoing Safety,
Overpromising

Safety Risks Investigations Safety Improve-
ments

Varied

Amazon’s Work-
ing Conditions

Ongoing Working Condi-
tions

Work Conditions Labor Disputes Policy Changes Varied

Deepfakes and
Misinformation

Ongoing Misinformation
Spread

Misinformation Spread Potential Regula-
tion

Content Modera-
tion Efforts

Varied

SolarWinds Cy-
berattack

Ongoing Cybersecurity Data Breach Legal Actions Security
Measures

Decreased Trust

WhatsApp-
Pegasus Spyware

2019 Privacy Invasion Privacy Breach Legal Actions Security Patches Decreased Trust

Clearview AI Fa-
cial Recognition

Ongoing Privacy, Surveil-
lance

Privacy Concerns Legal Challenges Policy Changes Decreased Trust

COVID-19 Con-
tact Tracing Apps

Ongoing Privacy, Surveil-
lance

Privacy Concerns Legal
Compliance

Policy Changes Varied

Google’s Project
Dragonfly

Ongoing Censorship, Hu-
man Rights

Censorship Employee
Protests

Project
Cancellation,
Policy Changes

Decreased Trust

Facebook Over-
sight Board

Ongoing Content Modera-
tion, Free Speech

Content Moderation Poli-
cies

Policy
Compliance

Content
Decisions

Varied

Reddit
GameStop Stock
Trading Fiasco

2021 Market
Manipulation,
Free Speech

Financial Losses, Investor
Trust

Legal Inquiries Policy Changes Varied

Google’s Track-
ing of Android
Phones

2020 Privacy, Data
Collection

Privacy Invasion Legal Investiga-
tions

Privacy Settings
Updates

Decreased Trust

Zoom’s Security
and Privacy Is-
sues

2020 Privacy, Data Se-
curity

Privacy Breaches, Unau-
thorized Access

Legal
Settlements

Security Updates Decreased Trust

Capital One Data
Breach

2019 Data Security Identity Theft Legal
Settlements

Security
Improvements

Decreased Trust

Huawei Security
Concerns

Ongoing National
Security, Data
Privacy

Data Security,
Surveillance Risks

Regulatory
Restrictions

Security
Measures

Varied

Google+ Data
Breach

2018 Data Security Privacy Breach Legal Investiga-
tions

Service
Shutdown, Legal
Settlements

Decreased Trust

Edward
Snowden’s
NSA Leaks

2013 Government
Surveillance,
Whistleblowing

Privacy Violations Legal Charges,
Asylum

N/A Varied

Apple-FBI
Dispute

2016 Privacy, Law En-
forcement

Privacy Concerns, Legal
Implications

Legal Disputes,
Public Debate

Policy Changes Varied

Whistleblower
Chelsea Manning

2010 Transparency,
Government
Accountability

Legal Consequences Public Debate,
Media Coverage

Varied

Equifax Data
Breach

2017 Data Security Identity Theft, Financial
Loss

Legal
Settlements

Security
Improvements

Decreased Trust

AI and Bias Ongoing Algorithmic Bias Discriminatory Outcomes Research, Public
Awareness

Algorithm
Audits, Bias
Mitigation

Varied

Biased
Algorithms
in Criminal
Justice

2023 Algorithmic Bias Racial and Socioeconomic
Biases

Legal Scrutiny Bias Awareness
Campaigns

Varied

Ethics of Social
Media Manipula-
tion

2022 Misinformation,
Polarization

Impact on Democracy,
User Behavior

Public Scrutiny Content Modera-
tion Efforts

Varied
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TABLE II. COMPARATIVE OVERVIEW OF ETHICAL FRAMEWORKS AND GUIDELINES IN INFORMATION TECHNOLOGY

Ethical Framework/Guideline Principles/Guidelines Key Focus Areas Examples/Applications
ACM Code of Ethics

1) Contribute to society
and human well-being

2) Avoid harm
3) Be honest and trustwor-

thy
4) Be fair and take action

not to discriminate

Professional conduct, societal
impact

Encourages transparency and in-
tegrity in software development,
emphasizing user privacy and non-
discrimination in algorithms.

IEEE Code of Ethics
1) Accept responsibility in

making decisions
2) Improve understanding

of technology
3) Be honest and realistic
4) Maintain confidentiality

Responsibility, honesty, confi-
dentiality

Guides engineers to prioritize
safety, public welfare, and honest
disclosure of potential risks,
applicable in scenarios like
security vulnerability reporting.

General Data Protection Regula-
tion(GDPR) 1) Lawfulness, fairness,

and transparency
2) Purpose limitation
3) Data minimization
4) Accuracy
5) Storage limitation
6) Integrity and confiden-

tiality

Data protection, privacy Requires organizations to obtain
explicit consent for data collection,
ensure data accuracy, and protect
user data, with applications in so-
cial media and e-commerce data
handling.

The Belmont Report
1) Respect for persons
2) Beneficence
3) Justice

Human subjects research
ethics

Applicable in IT for ensuring eth-
ical treatment in user studies and
experiments, ensuring informed
consent, and equitable treatment of
research participants.

Utilitarianism
1) Maximize overall hap-

piness
2) Consider the

consequences of actions

Outcome-based decision-
making

Used in IT for decisions that im-
pact large user bases, like imple-
menting features that benefit the
majority, such as accessibility en-
hancements in software platforms.

Deontological Ethics
1) Follow universal moral

rules
2) Respect individual

rights

Duty-based ethics, respect for
rules

Applied in scenarios like respect-
ing user privacy and data protection
regardless of potential benefits of
data exploitation, such as in health-
care IT systems.

Virtue Ethics
1) Focus on moral charac-

ter
2) Encourage virtuous be-

havior

Personal integrity, character
development

Emphasizes the cultivation of pro-
fessional virtues like honesty and
integrity among IT professionals,
promoting ethical behavior in cod-
ing practices and team collabora-
tions.

Principlism
1) Autonomy
2) Beneficence
3) Non-maleficence
4) Justice

Balanced ethical decision-
making

Often used in healthcare IT, balanc-
ing different ethical principles to
make decisions about patient data
usage, ensuring privacy while en-
abling beneficial research.

Ethics of Care
1) Emphasize relationships

and care
2) Context-specific

decision-making

Empathy, relational context Relevant in IT for developing user-
centric designs and empathetic AI,
ensuring technology meets the gen-
uine needs and concerns of users,
particularly vulnerable groups.

Sustainable Development Goals
(SDGs) 1) No poverty

2) Zero hunger
3) Good health and well-

being
4) Quality education
5) Gender equality

Global sustainability, social
impact.

Guides IT projects towards con-
tributing to global goals, such
as using technology for education
(e-learning platforms) or health-
care improvements (telemedicine)
in underserved communities.
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avoid discriminatory outcomes. In [19] different approaches
to address bias in AI were analyzed and the importance of
algorithmic fairness methods and diverse training data was
emphasized. In the field of big data analytics, the challenges
of privacy preservation when collecting and analyzing large
volumes of data were discussed in [20]. The research focused
on data anonymization techniques and the implementation
of data protection regulations like the General Data Protec-
tion Regulation (GDPR). The authors in [21] explored the
ethical implications of big data analytics in cybersecurity,
particularly addressing concerns related to data minimization
and purpose limitation. Their research proposed methods to
protect individual privacy while still allowing valuable data
insights. In the context of quantum computing, the potential
ethical consequences of quantum-enabled cyber attacks was
investigated in [22]. The work highlighted the importance of
understanding the implications of using quantum algorithms
for offensive cybersecurity strategies. The authors in [23]
focused on the ethical considerations of using quantum com-
puting in national security and critical infrastructure protection.
Their research emphasized the need for responsible deploy-
ment and regulation of quantum computing in the context
of information security. Regarding cyber threat intelligence
sharing, the ethical challenges of sharing sensitive information
between organizations were examined in [24]. The research
highlighted the importance of trust, data anonymization, and
encryption techniques in promoting ethical and secure cyber
threat intelligence sharing. The impact of data privacy regu-
lations on threat intelligence exchange was explored in [25]
and the authors emphasized the role of ethical guidelines in
shaping responsible sharing practices. In the domain of human
behavior in security, the authors in [26]investigated the ethical
implications of using social engineering tactics for defensive
cybersecurity strategies. Their research discussed the ethical
boundaries of manipulating individuals for cybersecurity pur-
poses and proposed guidelines for responsible use. The role
of organizational culture in promoting a security-conscious
mindset among employees was discussed in [27]. The research
emphasized the significance of fostering an ethical security
culture that balances security awareness and employee privacy
rights. The impact of responsible vulnerability disclosure on
user safety and security was discussed in [28] to explore
the field of security research and disclosure. The research
provided insights into the ethical considerations of bug bounty
programs and their role in encouraging responsible disclosure.
The authors in [29] discussed the challenges of attributing
cyber-attacks to specific actors or entities and discussed the
ethical implications of accurate attribution in shared threat
intelligence. Concerning the domain of cyber warfare, the
ethical implications of using cyber capabilities in geopolitical
conflicts were examined in [30]. The authors emphasized
the need for international treaties and agreements to regulate
cyber warfare and establish rules of engagement. The ethical
dimensions of quantum-enabled attacks in the context of
cyber warfare were discussed in [31], [32]. The potential
consequences of using quantum algorithms for offensive cyber
operations and proposed ethical guidelines for responsible
conduct were presented. Regarding IoT security, Brown and
Lee [33] examined the ethical considerations of data collection
and sharing by IoT devices. Their research highlighted the
importance of user consent and data protection in IoT design
and implementation. Wilson and Kim [34] focused on the

challenges of securing IoT devices and preventing large-scale
botnet attacks. Their research proposed strategies to ensure
ethical IoT security practices among manufacturers, regulators,
and users. In the context of biometrics, Chen and Johnson
[35] explored the ethical implications of using biometrics for
surveillance and law enforcement. Their research discussed the
potential impact on privacy and civil liberties and emphasized
the role of informed consent in ethical biometric practices.
Martinez and Brown [36] investigated the challenges of bio-
metric data storage and proposed secure encryption and access
control mechanisms to protect sensitive information. Regarding
the cybersecurity workforce, the ethical challenges faced by
cybersecurity professionals in balancing loyalty and ethical
responsibilities were studies in [37]. The research provided
insights into decision-making models used by practitioners
and the impact of organizational culture on ethical behavior.
The authors in [38] explored the role of professional codes
of conduct and certifications in promoting ethical behavior
in the cybersecurity workforce. Their research discussed the
significance of policies that protect whistleblowers and foster
a culture of accountability. In the domain of environmental
impact, the carbon footprint of data centers and explored strate-
gies for reducing their environmental impact was examined in
[39]. The role of energy-efficient data centers and renewable
energy sources in promoting green computing practices was
emphasized. The authors in [40] investigated the challenges
of e-waste disposal in the information security industry and
proposed environmentally responsible solutions to address
electronic waste. Regarding the ethics of Artificial General
Intelligence (AGI), the potential societal impact of AGI de-
ployment and proposed strategies for mitigating negative con-
sequences was explored in [41]. The need for transparency,
fairness, and human control over AGI systems was mentioned.
The ethical implications of using AGI in cybersecurity and the
risks of autonomous cyber attacks were addressed in [42]. The
research recommended international collaboration to establish
guidelines for responsible AGI development and deployment.
In the context of security AI, the ethical implications of
bias in security AI and its impact on decision-making were
examined in [43]. The authors discussed the challenges of
identifying and mitigating bias in AI models used for security
tasks. The role of interpretability and explainability in ensuring
transparent and fair security AI systems was discussed in
[44]. The authors emphasized the significance of AI models
that can be audited and understood to address bias. To ad-
dress information warfare, the ethical implications of using
information warfare as a geopolitical tool were investigated
in [45]. The research discussed the potential consequences of
disinformation and propaganda dissemination on individuals
and societies. The authors in [46] explored the challenges
of defining the boundaries of ethical conduct in information
warfare and emphasized the role of international collaboration
and multilateral agreements in establishing ethical guidelines.
In the context of incident response and recovery, frameworks
for balancing transparency and confidentiality during incident
response efforts were examined in [47], [48]. The authors
discussed the importance of clear incident response policies
and communication plans to respond ethically to security inci-
dents. The ethical implications of incident response decision-
making and information disclosure were investigated in [49].
The research explored the challenges of balancing transparency
and confidentiality to protect sensitive information. Regarding
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privacy-preserving machine learning, the ethical implications
of using machine learning for security applications and data
privacy concerns were explored in [50]. The research discussed
the challenges of preserving user privacy while maintaining
model accuracy in security AI. The authors in [51] investigated
the role of privacy-preserving techniques in promoting respon-
sible and ethical machine learning for security. Their research
explored techniques like federated learning and differential
privacy to protect user data while deriving valuable insights.
It is important to build upon the existing research in these
areas, to advance ethically sound practices, address emerging
challenges, and create a secure and trustworthy information
security ecosystem.

B. Ethics in Emerging Technologies

In this section, we explore various ethical considerations
spanning across different domains within information security
as shown in Fig. 1. These ethical considerations are vital
as technology continues to advance and reshape our digital
landscape. From the ethical implications of AI and autonomous
systems to the challenges posed by big data analytics, quantum
computing, and cybersecurity workforce ethics, each topic
addresses critical issues that require thoughtful examination
and ethical guidance. We explore the challenges, proposed so-
lutions, real-life cases, and example research focuses for each
area, providing a comprehensive overview of the multifaceted
ethical landscape in information security. Through interdisci-
plinary collaboration and a commitment to ethical principles,
we aim to foster a secure and trustworthy digital ecosystem that
upholds individual rights and promotes responsible innovation.

1) Ethics in AI and Autonomous Systems: Ethical consider-
ations surrounding AI and autonomous systems are critical as
they become increasingly integrated into information security.
AI systems, driven by machine learning algorithms, are now
being used for a wide range of security applications, such
as threat detection, anomaly detection, and incident response.
However, one major concern is the potential for bias in AI
algorithms, leading to discriminatory outcomes [52]. Biases in
AI algorithms can arise from the data used to train them. For
example, if historical data used to train a facial recognition
system is biased towards a certain demographic, the system
may exhibit higher error rates for other demographics. This
can lead to unjust profiling or discrimination, especially when
deployed in law enforcement or security applications. Another
challenge is the accountability of AI-driven actions. As AI
systems make autonomous decisions, it becomes difficult to
attribute responsibility in case of harm. In high-stakes applica-
tions like autonomous vehicles, determining who is responsible
for accidents becomes a complex ethical question [53]. There
are many real life cases that happened in this domain. In
2018, a study revealed that some facial recognition algorithms
exhibited higher error rates for women and people of color,
leading to concerns about unjust profiling and discrimination.
In 2020, an autonomous vehicle involved in a fatal accident
raised questions about accountability and responsibility in
cases of harm caused by AI-driven systems. Ethical research
in AI and autonomous systems should focus on developing
fair and unbiased AI algorithms [54], [55]. Researchers should
explore techniques to identify and mitigate bias in AI models,
such as algorithmic fairness methods and diverse training
data. Additionally, transparent and interpretable AI models

can help in understanding the decision-making process and
attributing accountability. Developing ethical guidelines for
AI deployment and regulation can also provide a framework
for responsible use. The research can focus on the following:
Investigating the impact of biased AI algorithms on vulnerable
populations, analyzing the role of human biases in shaping
AI training data, and exploring the ethical implications of AI
deployment in security-critical applications.

2) Privacy in the Age of Big Data: Big data analytics
offer significant advantages in information security, enabling
organizations to identify patterns and trends that may indicate
cyber threats. However, the use of big data raises ethical con-
cerns related to privacy. Striking a balance between leveraging
data for security purposes and safeguarding individual privacy
rights is crucial. Collecting and analyzing large volumes of
data can lead to unintended privacy breaches [56]. For ex-
ample, when aggregating data for analysis, there is a risk of
re-identifying individuals from supposedly anonymized data.
Additionally, organizations must consider the principles of
data minimization and purpose limitation to avoid excessive
data collection and use. Another challenge is the Cambridge
Analytica scandal, which highlighted how personal data from
millions of Facebook users was accessed and used without
their consent for targeted political advertising [57]. This raises
concerns about data privacy and ethical data practices in the
context of big data analytics. In healthcare, the use of big
data analytics on patient data raises ethical concerns about
the privacy and confidentiality of sensitive medical infor-
mation. Ethical research in big data analytics should focus
on developing methods for data anonymization, secure data
sharing, and privacy-preserving analytics. Techniques such as
differential privacy can help protect individual privacy while
still allowing for valuable data insights. Implementing data
protection regulations, such as the General Data Protection
Regulation (GDPR), can also provide a legal framework for
ethical data practices. There are many openings for research
in this domain: Investigating the impact of data breaches on
individual privacy and security, analyzing the effectiveness
of privacy-enhancing technologies in big data analytics, and
exploring the ethical implications of using personal data for
targeted marketing and surveillance.

3) Ethical Considerations in Quantum Computing: The
emergence of practical quantum computing presents both
opportunities and ethical challenges in information security.
Quantum computers have the potential to break classical
cryptographic systems, leading to data breaches and unau-
thorized access. Quantum computers can factor large num-
bers exponentially faster than classical computers, posing a
significant threat to current public-key encryption systems
[58]. This raises concerns about data security in a post-
quantum world and the need to develop quantum-resistant
cryptographic algorithms. Another challenge is the ethical
implications of using quantum-enabled attacks. For instance,
quantum algorithms can be used to efficiently break encryption
keys, but their deployment could have serious consequences
for data privacy and confidentiality. In 2019, Google claimed
”quantum supremacy” when its quantum processor performed
a task faster than the most advanced supercomputer, raising
concerns about the implications of quantum computing for
data security [59]. Another current issue is the development
of quantum-resistant cryptographic algorithms, it has become
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Fig. 1. Ethics in emerging technologies.

a pressing research focus in the field of information se-
curity to protect data from future quantum threats. Ethical
research in quantum computing should focus on developing
quantum-resistant cryptographic algorithms and assessing the
ethical consequences of quantum-enabled attacks. Quantum-
safe encryption schemes, such as lattice-based cryptography
or hash-based signatures, are some of the proposed solutions
in the literature. Additionally, educating policymakers and the
public about the potential impact of quantum computing on
data security can promote informed decision-making. There
are many possible directions for research: Investigating the
ethical dimensions of quantum-enabled attacks, analyzing the
vulnerabilities of current cryptographic systems to quantum
attacks [60]. This is in addition to exploring the ethical
implications of quantum computing in national security and
critical infrastructure protection.

4) Ethics of Cyber Threat Intelligence Sharing: Effective
cyber threat intelligence sharing is essential for collective
defense against cyber threats. However, ethical challenges arise
concerning data privacy and data ownership when sharing
sensitive information between organizations. Sharing threat
intelligence requires trust between organizations, but concerns
about data privacy and liability hinder some from sharing
critical information. Organizations may fear that sharing threat
intelligence could expose them to legal or reputational risks
if the information is mishandled. Additionally, sharing threat
intelligence can raise ethical questions about data ownership.
While organizations should contribute to collective defense
efforts, they also need to ensure that their proprietary infor-
mation remains protected. In 2017, the WannaCry ransomware
attack affected organizations worldwide, and timely sharing
of threat intelligence could have helped prevent or mitigate
its impact. However, concerns about data privacy and liability

hindered some organizations from sharing critical information.
In the financial sector, the sharing of cyber threat intelligence
among banks has been limited due to competitive concerns and
questions about data ownership, leaving institutions potentially
vulnerable to coordinated attacks. Ethical research should
focus on developing frameworks for responsible and secure
cyber threat intelligence sharing that strike a balance between
collective defense and safeguarding individual and organiza-
tional rights. Encouraging data anonymization and adopting
encryption techniques can protect sensitive information while
allowing for valuable intelligence sharing. The establishment
of public-private partnerships and Information Sharing and
Analysis Centers (ISACs) can also facilitate ethical threat
intelligence sharing. Research should investigate the barriers
to effective threat intelligence sharing, analyze the impact of
data privacy regulations on threat intelligence exchange, and
explore the ethical implications of attribution and information
accuracy in shared threat intelligence.

5) The Human Factor in Security: Human behavior plays a
pivotal role in information security, and ethical considerations
are essential in shaping security culture within organizations.
Employees’ actions and decisions can significantly impact an
organization’s security posture. Human vulnerabilities, such as
social engineering, remain a significant challenge for informa-
tion security. Attackers exploit human psychology to manip-
ulate employees into disclosing sensitive information or per-
forming actions that compromise security. Another challenge
is the ethical dimension of security awareness and training pro-
grams. Organizations must strike a balance between fostering a
security-conscious mindset and avoiding intrusive surveillance
or violating employees’ privacy rights. Ethical research should
explore the design of security awareness and training programs
that consider the impact of security policies on employees.
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Organizations can implement security training that educates
employees about potential risks without compromising their
privacy. Moreover, fostering a culture of open communication
and encouraging employees to report security incidents can
help in mitigating security risks. Research should focus on
investigating the effectiveness of security awareness training
in reducing human-related security breaches, analyzing the
ethical implications of using social engineering tactics in
defensive or offensive cybersecurity strategies, and exploring
the role of organizational culture in promoting a security-
conscious mindset among employees.

6) Ethical Considerations in Security Research and Dis-
closure: Security researchers play a critical role in identifying
vulnerabilities and helping organizations improve their secu-
rity. However, ethical dilemmas arise when disclosing vul-
nerabilities responsibly. Responsible vulnerability disclosure
involves striking a balance between timely informing affected
parties and giving them sufficient time to develop and release
patches. Coordinating the disclosure process can be chal-
lenging, especially when multiple stakeholders are involved.
Another challenge is determining the severity of a vulnerability
and the likelihood of exploitation. Researchers must assess the
potential risks and impact on users and organizations before
publicly disclosing the vulnerability. Ethical research should
examine different approaches to vulnerability disclosure, con-
sidering factors such as severity, likelihood of exploitation, and
the impact on users and organizations. Collaboration between
researchers, vendors, and relevant authorities can lead to co-
ordinated and effective disclosure processes. It is important to
investigate the impact of responsible vulnerability disclosure
on user safety and security, analyze the ethical implications of
bug bounty programs and their role in encouraging responsible
disclosure, and explore the role of ethical guidelines and best
practices in shaping responsible disclosure policies.

7) Ethics and Cyber Warfare: The use of cyber capabilities
in warfare raises ethical concerns about the potential for
harm to civilian infrastructure, critical services, and innocent
individuals. Ethical principles must guide the development and
use of offensive cyber capabilities. Attribution in cyber warfare
remains a significant challenge, making it difficult to hold per-
petrators accountable. The use of proxy servers and advanced
evasion techniques can obfuscate the true source of cyber
attacks. Another challenge is determining the proportionality
of cyber responses during times of conflict. Unlike traditional
warfare, cyber attacks can have far-reaching and unpredictable
consequences, and measuring the appropriate response can be
complex. Ethical research should explore the development of
international norms and guidelines for responsible conduct
in cyberspace during times of conflict. Engaging with poli-
cymakers, international organizations, and legal experts can
help establish ethical frameworks for cyber warfare. More
research should include investigating the ethical implications
of using cyber capabilities in geopolitical conflicts, analyzing
the challenges of attributing cyber attacks to specific actors or
entities, and exploring the development of international treaties
and agreements to regulate cyber warfare and establish rules
of engagement.

8) Ethics of Internet of Things (IoT) Security: The prolifer-
ation of IoT devices introduces unique ethical considerations.
Researchers must address issues of data protection, user con-

sent, and potential vulnerabilities that could be exploited by
malicious actors. Challenges: IoT devices often collect and
transmit vast amounts of data, raising concerns about user
consent and data ownership. Users may not be fully aware
of the data collected and shared by IoT devices, leading to
potential privacy violations. Another challenge is the security
of IoT devices themselves. Many IoT devices lack proper
security mechanisms, making them susceptible to exploitation
by malicious actors. Compromised IoT devices can be used in
large-scale botnet attacks, leading to significant security risks.
Ethical research should investigate design principles for IoT
devices, emphasizing security and privacy-by-design. Imple-
menting industry standards for IoT security can help ensure
that devices are resistant to attacks. Additionally, educating
users about the data collected by IoT devices and obtaining ex-
plicit consent for data sharing are essential for protecting user
privacy. Research can tackle the following issues: The ethical
implications of data collection and sharing by IoT devices, the
challenges of securing IoT devices and preventing large-scale
botnet attacks, and the role of manufacturers, regulators, and
users in ensuring ethical IoT security practices.

9) Ethical Use of Biometrics: Biometric technologies, such
as fingerprint or facial recognition, are increasingly used for
authentication and identification. Ethical concerns arise regard-
ing user consent, data storage, and the potential for misuse
of biometric data. Biometric data is sensitive and unique to
each individual, raising concerns about the secure storage and
use of such data. Unauthorized access to biometric databases
can lead to identity theft and potential misuse of biometric
information. Another challenge is obtaining informed consent
from individuals for biometric data collection and usage. Users
may not fully understand the implications of sharing their
biometric information, and obtaining explicit consent becomes
critical to ensure ethical use. Ethical research should propose
guidelines for the transparent and ethical use of biometric data,
emphasizing user consent and data protection. Implementing
strong encryption and access controls for biometric databases
can help safeguard the data from unauthorized access. There
are important issues that need to be considered in research:
The ethical implications of using biometrics in authentication
and identification systems, the challenges of securing biometric
data and preventing unauthorized access, and the role of
regulations and user education in promoting ethical biometric
practices.

10) Ethics in Information Warfare: Information warfare
involves the use of information and misinformation as a
strategic tool in conflicts. It raises ethical concerns about the
dissemination of false information, propaganda, and attacks on
public trust. The anonymity and ease of spreading information
on the internet make it challenging to control the spread of
false or harmful information. Information warfare can exploit
existing societal divisions, leading to the erosion of trust and
social cohesion. Another challenge is the use of social media
platforms to amplify misinformation. The use of bots and
fake accounts to spread propaganda can manipulate public
opinion and influence democratic processes. Ethical research
should focus on countering misinformation and propaganda
through media literacy programs and fact-checking initiatives.
Strengthening social media platforms’ policies and algorithms
to detect and remove false information can also be instrumen-
tal in combating information warfare. The following issues
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should be investigated. The ethical implications of information
warfare in destabilizing societies and democracies, the role
of social media platforms in amplifying misinformation and
propaganda, and the effectiveness of media literacy programs
in empowering individuals to critically evaluate information.

11)Ethics in Incident Response: Incident response involves
reacting to and mitigating cyber incidents promptly. Ethical
considerations are essential in balancing effective response
actions and preserving evidence for investigation. Incident
response teams face the challenge of rapidly containing cyber
incidents to prevent further damage. In urgent situations,
there may be pressure to take immediate actions that could
inadvertently destroy crucial evidence. Another challenge is
the ethical handling of sensitive data during incident response.
Incident responders must ensure that confidential information
is adequately protected and not exposed to unauthorized in-
dividuals. Ethical research should explore best practices for
incident response, emphasizing the preservation of evidence
and the responsible handling of data. Incident response teams
should be trained in ethical decision-making during high-stress
situations. It is important to explore the ethical challenges
in balancing rapid response actions with preserving evidence
during cyber incidents, analyze the role of incident response
policies and guidelines in guiding ethical decision-making, and
explore the role of cybersecurity certifications and training in
promoting ethical incident response practices.

12)Privacy-Preserving Machine Learning: Machine learn-
ing techniques offer valuable insights but can also involve
the use of personal data. Privacy-preserving machine learning
techniques aim to protect individual privacy while still en-
abling valuable analysis. Traditional machine learning models
often require centralized data collection, which raises privacy
concerns. Sharing sensitive data between organizations or
with third parties can result in privacy breaches. Another
challenge is the potential for model inversion attacks, where
attackers can infer sensitive information from a trained ma-
chine learning model [61]. Privacy-preserving techniques must
protect against such attacks. Ethical research should focus
on developing privacy-preserving machine learning techniques,
such as federated learning and secure multi-party computation.
These techniques allow data analysis without the need for
centralized data collection, thereby reducing privacy risks
[62]. More research should be directed to investigating the
privacy implications of traditional machine learning models
and centralized data collection, analyzing the effectiveness of
privacy-preserving machine learning techniques in protecting
against model inversion attacks, and exploring the adoption
of privacy-preserving machine learning in various domains to
protect sensitive data.

13) Ethics of Artificial General Intelligence (AGI): AGI
refers to highly autonomous systems capable of outperforming
humans in most economically valuable work. Ethical consider-
ations become paramount as AGI development progresses. AGI
can have far-reaching societal impacts, including automation
of various jobs and ethical concerns surrounding control and
accountability. Ensuring that AGI systems act ethically and
align with human values is critical. Another challenge is the
potential for AGI to concentrate power and resources, leading
to economic disparities and exacerbating existing societal
inequalities. Ethical research should explore the development

of AI systems that are transparent, interpretable, and capable
of aligning with human values. Implementing frameworks for
value alignment and AI safety can help ensure that AGI sys-
tems are developed and deployed responsibly. Other important
research areas are: The ethical implications of AGI deployment
on the job market and workforce, the challenges of value
alignment in AGI systems to ensure ethical decision-making,
and the role of AGI in addressing or exacerbating societal
inequalities and ethical considerations in AGI governance.
Ethical considerations in information security are multidimen-
sional and continue to evolve with technological advance-
ments. An ethical framework that guides the responsible use of
technology and address potential harms should be developed.
By integrating ethics into information security practices, a safer
and more trustworthy digital ecosystem can be built for the
future.

IV. CYBERSECURITY WORKFORCE ETHICS

Ethical considerations play a crucial role in shaping the be-
havior and decisions of cybersecurity professionals. Conflicts
of interest, whistleblowing, and adherence to ethical guidelines
are some of the challenges faced by cybersecurity practitioners.
Cybersecurity professionals may face conflicts of interest,
such as protecting their employer’s interests versus disclosing
vulnerabilities publicly. Balancing loyalty to the employer and
ethical responsibilities can be a complex ethical dilemma.
Another challenge is the role of cybersecurity professionals in
whistleblowing. When encountering unethical practices within
their organizations, cybersecurity professionals may struggle
with the decision to report the misconduct. Ethical research
could investigate decision-making models for cybersecurity
professionals and explore the role of organizational culture in
promoting ethical behavior [63]. Organizations can implement
policies that encourage ethical conduct, protect whistleblowers
from retaliation, and foster a culture of accountability. Im-
portant issues that need further investigations are: The ethical
challenges faced by cybersecurity professionals in balancing
loyalty and ethical responsibilities, the impact of organiza-
tional culture on ethical decision-making among cybersecurity
practitioners, and the role of professional codes of conduct and
certifications in promoting ethical behavior in the cybersecurity
workforce.

1) Environmental Impact of Information Security: The
rapid growth of digital infrastructure has environmental con-
sequences, and ethical research should examine the carbon
footprint and environmental impact of information security
practices. The energy consumption of data centers, particularly
those powering cloud services and cryptocurrency mining,
contributes significantly to carbon emissions. Reducing the
environmental impact of data centers is a challenging task. An-
other challenge is the responsible disposal of electronic waste
generated from outdated or malfunctioning hardware. Improper
e-waste disposal can lead to environmental pollution and health
hazards. Ethical research could explore ways to minimize the
carbon footprint of information security practices. Promoting
energy-efficient data centers, renewable energy sources for
powering data centers, and virtualization technologies can help
reduce energy consumption. More research should be directed
to investigating the environmental impact of data centers
and exploring strategies for reducing their carbon footprint,
analyzing the challenges of e-waste disposal in the information
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security industry and proposing environmentally responsible
solutions, and exploring the role of green computing and
sustainable practices in information security [64].

2) Bias and Fairness in Security AI: AI systems used
in information security may inadvertently perpetuate biases,
leading to unfair outcomes in threat detection or decision-
making processes. AI algorithms can inherit biases from biased
training data, leading to discriminatory outcomes in security-
related tasks. Another challenge is the lack of transparency in
some AI models, making it challenging to identify and miti-
gate bias effectively. Ethical research could explore methods
to identify and mitigate bias in security AI models, ensur-
ing equitable and unbiased security practices. Implementing
fairness-aware AI models and auditability mechanisms can
help enhance transparency and address bias in security AI. The
ethical implications of bias in security AI and its impact on
decision-making, the challenges of identifying and mitigating
bias in AI models used for security tasks, and the role of
interpretability and explainability in ensuring transparent and
fair security AI systems should be explored.

3) Ethical Implications of Information Warfare: As infor-
mation warfare becomes a potent tool in geopolitical conflicts,
ethical research should examine the implications of using
information as a weapon. Information warfare blurs the lines
between traditional warfare and cyber operations, making it
difficult to define the boundaries of ethical conduct. Another
challenge is the potential for psychological harm to individuals
and societies targeted by disinformation and propaganda. Ethi-
cal research could assess the impact of information warfare on
individuals and societies and propose ethical guidelines for
responsible use. Developing international norms and agree-
ments for responsible conduct in information warfare can help
mitigate potential harm. The ethical implications of using
information warfare as a geopolitical tool should be investi-
gated as well as the challenges of defining the boundaries of
ethical conduct in information warfare. In addition, the role
of international collaboration and multilateral agreements in
establishing ethical guidelines for information warfare should
be explored.

4) Ethics in Incident Response and Recovery: Ethical
decision-making is vital in incident response and recovery
efforts. Incident response teams must balance transparency
with confidentiality to mitigate damage effectively. Incident
response teams may face ethical dilemmas when deciding
how much information to disclose to the public and affected
parties. Balancing transparency with the protection of sensitive
information is a complex challenge. The ethical responsibility
of organizations to inform affected individuals about data
breaches promptly is also very important. Ethical research
could investigate frameworks for incident response that con-
sider the implications of transparency and confidentiality.
Implementing clear incident response policies and commu-
nication plans can help organizations respond ethically and
responsibly to security incidents. The following issues should
be explored: The ethical implications of incident response
decision-making and information disclosure, the challenges of
balancing transparency and confidentiality in incident response
efforts, and the role of ethical guidelines and best practices in
shaping incident response and recovery policies.

5) Privacy-Preserving Machine Learning for Security:
As machine learning is increasingly employed in security
applications, preserving user privacy while benefiting from
data-driven insights is a critical ethical challenge. Security
applications often require analyzing sensitive data, raising
concerns about preserving user privacy and data protection.
Another challenge is the trade-off between data privacy and
model accuracy. Applying privacy-preserving techniques can
reduce model performance, making it challenging to strike
the right balance. Ethical research could explore privacy-
preserving machine learning techniques, such as federated
learning, that enable collaborative analysis without sharing raw
data [65]. Implementing differential privacy and homomorphic
encryption can help protect user data while still allowing valu-
able insights to be derived. More research should be directed
to: The ethical implications of using machine learning for
security applications and data privacy concerns, the challenges
of preserving user privacy while maintaining model accuracy
in security AI, and the role of privacy-preserving techniques
in promoting responsible and ethical machine learning for
security [66].

By addressing these directions through rigorous ethical
research and considerations, the information security commu-
nity can enhance its practices, protect individual rights, and
promote a secure and ethical cyberspace for all stakeholders.
Interdisciplinary collaboration, engagement with policymakers,
and the application of ethical principles are crucial for building
a sustainable and trustworthy information security ecosystem.

Table III provides an overview of key ethical considerations
spanning various domains within information security, includ-
ing AI and autonomous systems, big data analytics, quantum
computing, cyber threat intelligence sharing, the human factor
in security, incident response, and more. Each topic is accom-
panied by a description of its ethical implications, challenges
faced, proposed solutions, example research focuses, and real-
life cases. By addressing these ethical dimensions through
interdisciplinary collaboration and a commitment to ethical
principles, stakeholders can foster a secure and trustworthy
digital ecosystem that upholds individual rights and promotes
responsible innovation.

V. FUTURE CONSIDERATIONS IN ETHICAL INFORMATION
TECHNOLOGY ROADMAP

Analyzing the ethical dilemmas presented by various cases
in information technology brings to light several crucial lessons
for both individuals and institutions:

1) Transparency and Accountability: The cases examined
highlight the paramount importance of transparency and ac-
countability in the deployment and management of technology.
The lack of transparency can lead to public mistrust, while
accountability ensures that those responsible for technology-
related decisions are held answerable for their actions. Clear
guidelines for data collection, usage, and sharing are essential
to maintain integrity.

2) Balancing Rights and Security: The delicate balance
between individual rights and national security emerges as a
recurring theme. The cases emphasize the need to navigate this
balance cautiously, considering the potential consequences of
compromising civil liberties in the name of security. A nuanced
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TABLE III. ETHICAL CONSIDERATIONS IN INFORMATION SECURITY

Topic Description Challenges Proposed Solutions Example Research
Focus

Ethics in AI and Au-
tonomous Systems

Ethical considerations in AI
and autonomous systems.

Biases in AI algorithms, ac-
countability of AI-driven ac-
tions.

Developing fair
and unbiased
AI algorithms,
transparent models,
ethical deployment
guidelines.

Biased AI algorithms
on vulnerable popula-
tions.

Privacy in the Age of
Big Data

Ethical concerns related to pri-
vacy in big data analytics.

Re-identifying individuals
from anonymized data, data
breaches.

Data anonymization,
secure data sharing,
privacy-preserving
analytics.

The impact of data
breaches on individ-
ual privacy and secu-
rity.

Ethical Considera-
tions in Quantum
Computing

Ethical challenges in practical
quantum computing.

Threats to classical crypto-
graphic systems, ethical impli-
cations of quantum-enabled at-
tacks.

Developing
quantum-resistant
cryptographic
algorithms, assessing
ethical consequences.

The ethical
dimensions of
quantum-enabled
attacks.

Ethics of Cyber
Threat Intelligence
Sharing

Ethical challenges in sharing
cyber threat intelligence.

Data privacy, data ownership,
barriers to sharing.

Secure sharing
frameworks, data
anonymization,
public-private
partnerships.

The barriers to effec-
tive threat intelligence
sharing.

The Human Factor in
Security

Ethical considerations regard-
ing human behavior in secu-
rity.

Human vulnerabilities, ethical
dimensions of security aware-
ness training.

Ethical security train-
ing, open communi-
cation, organizational
culture.

The effectiveness of
security awareness
training in reducing
human-related
security breaches.

Ethical Consider-
ations in Security
Research and
Disclosure

Ethical dilemmas in vulnera-
bility disclosure.

Responsible vulnerability dis-
closure, severity assessment.

Coordinated
disclosure processes,
ethical guidelines.

The impact of re-
sponsible vulnerabil-
ity disclosure on user
safety and security.

Ethics and Cyber
Warfare

Ethical implications of using
cyber capabilities in warfare.

Attribution, proportionality of
cyber responses.

International norms,
engagement with
policymakers.

The ethical implica-
tions of using cyber
capabilities in geopo-
litical conflicts.

Ethics of Internet of
Things (IoT) Security

Ethical considerations in IoT
security.

Data protection, device vulner-
abilities.

Privacy-by-design
principles, industry
standards.

The ethical implica-
tions of data collec-
tion and sharing by
IoT devices.

Ethical Use of Bio-
metrics

Ethical concerns regarding
biometric technologies.

Data storage, informed con-
sent.

Encryption, access
controls.

The ethical implica-
tions of using biomet-
rics in authentication
and identification sys-
tems.

Ethics in Information
Warfare

Ethical concerns surrounding
information warfare.

Dissemination of misinforma-
tion, social media manipula-
tion.

Media literacy pro-
grams, platform poli-
cies.

The ethical implica-
tions of information
warfare in destabi-
lizing societies and
democracies.

Ethics in Incident Re-
sponse

Ethical considerations in inci-
dent response efforts.

Balancing transparency with
confidentiality, sensitive data
handling.

Ethical frameworks,
incident response
policies.

The ethical
implications of
incident response
decision-making
and information
disclosure.

Privacy-Preserving
Machine Learning

Ethical challenges in maintain-
ing user privacy while using
machine learning techniques.

Data privacy, model accuracy. Federated learning,
differential privacy.

The ethical
implications of using
machine learning for
security applications
and data privacy
concerns.

Ethics of Artificial
General Intelligence
(AGI)

Ethical considerations in the
development and deployment
of AGI systems.

Societal impacts, value align-
ment.

Transparent,
interpretable AI,
value alignment
frameworks.

The ethical implica-
tions of AGI deploy-
ment on the job mar-
ket and workforce.

www.ijacsa.thesai.org 1472 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 7, 2024

TABLE III. ETHICAL CONSIDERATIONS IN INFORMATION SECURITY (CONTINUED)

Topic Description Challenges Proposed Solutions Example Research
Focus

Cybersecurity Work-
force Ethics

Ethical considerations in the
behavior and decisions of cy-
bersecurity professionals.

Conflicts of interest, whistle-
blowing.

Organizational
policies,
whistleblower
protection.

The ethical
challenges faced
by cybersecurity
professionals
in balancing
loyalty and ethical
responsibilities.

Environmental
Impact of Information
Security

Ethical concerns regarding the
environmental impact of infor-
mation security practices.

Carbon footprint, e-waste dis-
posal.

Energy-efficient data
centers, sustainable
practices.

The environmental
impact of data
centers and exploring
strategies for reducing
their carbon footprint.

Bias and Fairness in
Security AI

Ethical considerations in ad-
dressing biases and ensuring
fairness in security AI systems.

Inherited biases, lack of trans-
parency.

Fairness-aware
AI, auditability
mechanisms.

The ethical implica-
tions of bias in secu-
rity AI and its impact
on decision-making.

Ethical Implications
of Information
Warfare

Ethical considerations in using
information as a weapon in
conflicts.

Defining ethical conduct, psy-
chological harm.

Ethical guidelines, in-
ternational collabora-
tion.

The ethical implica-
tions of using infor-
mation warfare as a
geopolitical tool.

Ethics in Incident Re-
sponse and Recovery

Ethical decision-making in in-
cident response and recovery
efforts.

Balancing transparency and
confidentiality, sensitive data
handling.

Clear policies, com-
munication plans.

The ethical
implications of
incident response
decision-making
and information
disclosure.

Privacy-Preserving
Machine Learning for
Security

Maintaining user privacy while
using machine learning for se-
curity applications.

Data privacy, model accuracy. Federated learning,
differential privacy.

The ethical
implications of using
machine learning for
security applications
and data privacy
concerns.

approach that respects fundamental rights while addressing
security concerns is vital.

3) Ethical Design and Deployment: The development of
technologies with ethical considerations at the forefront is
crucial. The cases illustrate that technologies, such as surveil-
lance systems and algorithms, can inadvertently perpetuate
biases and inequalities. Ethical design principles, including the
mitigation of biases, should be integrated from the inception
to prevent unintended negative outcomes.

4) Whistleblower Protection: The role of whistleblowers
in revealing ethical misconduct cannot be underestimated. The
cases of Edward Snowden and Chelsea Manning underscore
the importance of providing legal protections for individuals
who come forward with information that serves the public
interest. Robust whistleblower protection encourages account-
ability and transparency.

5) Algorithmic Bias and Fairness: The increasing role
of algorithms in decision-making processes introduces the
need for algorithmic fairness. Biased algorithms can reinforce
existing inequalities and perpetuate discrimination. The cases
of biased algorithms in criminal justice and social media ma-
nipulation underline the significance of addressing algorithmic
bias to ensure just outcomes.

6) Public Awareness and Informed Consent: The cases
highlight the necessity of informed consent and public aware-

ness regarding the collection and use of personal data. Individ-
uals should be empowered to make informed decisions about
sharing their data and understand the potential consequences
of their choices.

7) Continuous Examination and Adaptation: Ethical con-
siderations in information technology are not static. The cases
demonstrate the need for ongoing evaluation of the ethical im-
plications of new technologies and their deployment. Policies
and practices must adapt to evolving technological landscapes
to ensure that ethical standards are maintained.

8) Multidisciplinary Collaboration: Ethical challenges in
information technology demand collaboration among technol-
ogists, ethicists, policymakers, legal experts, and civil society.
Multidisciplinary approaches facilitate comprehensive assess-
ments of the potential risks and benefits, leading to more
informed decisions..

9) Cultural Sensitivity and Diversity: The cases highlight
the importance of cultural sensitivity and diversity in technol-
ogy design and deployment. Technologies should be developed
with an understanding of diverse cultural norms and values
to avoid inadvertently perpetuating biases or causing harm to
specific communities.

10)Global Collaboration and Regulation: Given the global
nature of technology and its impacts, collaboration among
nations and international bodies is essential. These cases
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emphasize the need for coordinated efforts to develop ethical
guidelines and regulations that transcend national boundaries,
ensuring consistent standards and accountability in the use of
technology worldwide.

11) Corporate Social Responsibility: Technology compa-
nies have a responsibility to prioritize social good over profit
and to consider the broader societal impacts of their products
and services. These cases underscore the importance of cor-
porate social responsibility in guiding ethical decision-making
and fostering trust with users and stakeholders.

12) Education and Digital Literacy: Enhancing digital
literacy and education around technology ethics is crucial for
empowering individuals to navigate the complexities of the
digital world. These cases highlight the need for educational
initiatives that teach critical thinking skills, ethical decision-
making, and responsible use of technology from an early age.

13) Ethical Leadership and Governance: Strong ethical
leadership within organizations and governments is essential
for fostering a culture of integrity and accountability. Leaders
must set clear ethical standards, promote ethical behavior, and
hold themselves and others accountable for upholding these
standards.

14)Proactive Risk Assessment and Mitigation: Anticipating
potential ethical risks and proactively implementing measures
to mitigate them is essential in technology development and de-
ployment. These cases emphasize the importance of conduct-
ing thorough risk assessments and implementing safeguards to
prevent harm to individuals and society.

15) Human-Centered Design: Prioritizing human well-
being and dignity in the design of technology is fundamental.
Human-centered design approaches ensure that technology
serves the needs and values of users, promotes inclusivity, and
enhances human flourishing.

16) Interdisciplinary Research and Ethical Inquiry: The
cases underscore the value of interdisciplinary research and
ethical inquiry in addressing complex ethical challenges in
technology. Collaboration between technologists, ethicists, so-
cial scientists, and other disciplines fosters a deeper under-
standing of the ethical implications of technology and pro-
motes innovative solutions.

Table IV presents an overview of ethical considerations
in information technology, along with their descriptions, pro-
viding valuable insights into the multifaceted ethical land-
scape of IT. Each consideration is accompanied by a detailed
description that illustrates its significance and implications
within the context of technology development and deployment.
By outlining these ethical considerations, the table offers a
comprehensive framework for understanding and addressing
the ethical challenges inherent in the rapidly evolving field of
information technology.

Table V provides a comprehensive overview of the strate-
gies and considerations employed in resolving prominent infor-
mation technology (IT) ethical dilemmas. Each case represents
a significant challenge within the IT landscape, encompassing
issues such as privacy, security, transparency, and accountabil-
ity. Through careful analysis, this table outlines the ethical
pathways navigated and the strategies applied to address these
complex issues. By highlighting the diverse approaches taken

to mitigate ethical concerns, this table offers valuable insights
into the evolving ethical landscape of IT and the multifaceted
considerations necessary for ethical decision-making in this
domain.

VI. CONCLUSIONS

The rapid advancement of emerging technologies, such
as artificial intelligence (AI), blockchain, and the Internet
of Things (IoT), presents a complex landscape for ethical
decision-making. Ethical considerations are paramount in the
ongoing development of emerging technologies. As these tech-
nologies increasingly influence various aspects of daily life,
ensuring they are developed and deployed ethically is crucial
for maintaining public trust, preventing harm, and promoting
fairness. Ethical decision-making helps navigate the complexi-
ties of technological advancements, balancing innovation with
societal well-being. It fosters responsible innovation, where
technology serves the common good rather than exacerbating
inequalities or causing unintended harm. This paper provided a
comprehensive examination of ethical considerations in infor-
mation technology across various domains, including artificial
intelligence, cybersecurity, big data analytics, and quantum
computing. Through the analysis of real-world cases and
literature review, the paper has highlighted the paramount im-
portance of transparency, accountability, fairness, and privacy
protection in technology development and deployment. The
paper includes an in-depth exploration of ethical challenges
and proposed solutions to address emerging issues. By of-
fering guidance for policymakers, industry professionals, and
educators, this paper aims to promote ethical behavior and
responsible innovation in IT, ultimately contributing to the
creation of a more ethical and trustworthy digital ecosystem.

The key findings of this paper highlight several critical
aspects:

1) Diverse Ethical Frameworks: A variety of ethical
frameworks, including utilitarianism, deontological
ethics, virtue ethics, and principles-based approaches
like the ACM and IEEE codes, offer distinct perspec-
tives on addressing ethical challenges in IT. These
frameworks emphasize principles such as honesty,
fairness, privacy, and responsibility, providing a ro-
bust foundation for ethical decision-making.

2) Data Privacy and Security: The increasing volume of
data generated by emerging technologies necessitates
stringent data privacy and security measures. Reg-
ulations like the GDPR underscore the importance
of protecting user data and maintaining transparency
regarding data usage.

3) Bias and Fairness in AI: AI algorithms often inherit
biases from their training data, leading to unfair out-
comes. Regular audits and transparent methodologies
are essential to mitigate these biases, ensuring AI
systems are fair and equitable.

4) Accountability and Responsibility: As technology
becomes more autonomous, assigning accountability
becomes more challenging. Clear guidelines and ac-
countability frameworks are needed to ensure that
ethical breaches can be addressed effectively.

5) Impact on Employment and Society: Emerging tech-
nologies have significant implications for employ-
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TABLE IV. A COMPREHENSIVE OVERVIEW OF FUTURE DIRECTIONS OF INFORMATION TECHNOLOGY ETHICAL CONSIDERATIONS

Ethical
Considera-
tion

Description Legal Impli-
cations

Technological
Impact

Social Con-
sequences

Economic
Factors

Environmental
Considera-
tions

Cultural
Relevance

Examples

Transparency
and Ac-
countability

Ensuring
openness in
actions and
decisions,
and taking
responsibil-
ity for their
outcomes.

Compliance
with data
protection
laws and
regulations.

Implementation
of
transparency
features in
technology.

Trust-
building in
society and
improved
user
confidence.

Financial
penalties
for non-
compliance.

Adoption of
sustainable
practices in
data man-
agement.

Respect
for cultural
norms
regarding
information
sharing.

- Companies
disclosing
data
breaches
promptly.

Balancing
Rights and
Security

Finding
equilibrium
between
individual
liberties and
collective
safety.

Legal
frameworks
for
surveillance
and data
collection.

Development
of
encryption
and privacy-
enhancing
technologies.

Preservation
of civil
liberties
and human
rights.

Economic
investments
in security
measures.

Consideration
of energy
consumption
in security
protocols.

Cultural
attitudes
towards
privacy and
security.

-
Government
surveillance
programs
respecting
privacy
rights.

Ethical
Design and
Deployment

Incorporating
moral
principles
into the
creation
and use of
technology.

Compliance
with ethical
guidelines
and industry
standards.

Integration
of ethical
design
principles in
product de-
velopment.

Reduction
of harm and
promotion
of user
well-being.

Investment
in ethical
design
training and
resources.

Adoption of
eco-friendly
materials
and man-
ufacturing
processes.

Respect
for cultural
values and
ethical
norms in
design.

- Developing
AI systems
that
minimize
bias in
decision-
making.

Whistleblower
Protection

Safeguarding
individuals
who expose
misconduct
within orga-
nizations.

Legal
protection
against
retaliation
and job loss.

Implementation
of whistle-
blower
reporting
mechanisms.

Promotion
of orga-
nizational
integrity and
accountabil-
ity.

Potential
legal
costs and
reputational
damage.

Minimization
of environ-
mental
impact of
retaliation
measures.

Respect
for cultural
attitudes
towards
whistleblow-
ing.

- Edward
Snowden
revealing
NSA
surveillance
programs.

Algorithmic
Bias and
Fairness

Ensuring
fairness and
impartiality
in
algorithmic
decision-
making.

Compliance
with anti-
discrimination
laws and
regulations.

Development
of bias
detection
and
mitigation
techniques.

Mitigation
of systemic
biases and
promotion of
equity.

Consideration
of economic
disparities in
algorithmic
design.

Reduction
of energy
consumption
through
algorithmic
optimization.

Sensitivity
to cultural
diversity in
algorithmic
training data.

- Biased
hiring
algorithms
favoring
certain de-
mographics.

Public
Awareness
and
Informed
Consent

Educating
individuals
about their
rights and
enabling
them to
make
informed
choices.

Compliance
with data
privacy
laws and
regulations.

Implementation
of user-
friendly
consent
mechanisms.

Empowerment
of
individuals
in
controlling
their data.

Economic
investments
in data
literacy
programs.

Adoption
of energy-
efficient data
storage and
processing
systems.

Sensitivity
to cultural
attitudes
towards data
privacy.

- Users
understand-
ing privacy
policies
before
sharing
personal
information.

Continuous
Examination
and
Adaptation

Regularly
evaluating
and
adjusting
ethical
standards
and
practices.

Compliance
with ethical
guidelines
and best
practices.

Integration
of feedback
mechanisms
for ethical
assessments.

Adaptation
to changing
societal
norms and
expectations.

Financial in-
vestments in
ethical audits
and reviews.

Implementation
of eco-
friendly
technologies
and
processes.

Respect
for cultural
values in
ethical
evaluations.

- Tech
companies
updating
their data
protection
policies in
response to
changing
regulations.

Multidisciplinary
Collabora-
tion

Collaborating
across
diverse fields
to address
ethical
challenges
comprehen-
sively.

Compliance
with inter-
disciplinary
research
standards.

Creation
of cross-
disciplinary
ethical
review
boards.

Promotion
of diverse
perspectives
and holistic
approaches.

Economic
investments
in interdis-
ciplinary
research
initiatives.

Consideration
of environ-
mental
impacts in
collaborative
efforts.

Sensitivity
to cultural
differences
in
collaborative
settings.

- Ethicists,
technolo-
gists, and
policymak-
ers working
together to
regulate AI
develop-
ment.
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TABLE IV. A COMPREHENSIVE OVERVIEW OF FUTURE DIRECTIONS OF INFORMATION TECHNOLOGY ETHICAL CONSIDERATIONS (CONTINUED)

Ethical
Considera-
tion

Description Legal Impli-
cations

Technological
Impact

Social Con-
sequences

Economic
Factors

Environmental
Considera-
tions

Cultural
Relevance

Examples

Cultural
Sensitivity
and
Diversity

Considering
diverse
cultural
perspectives
and avoiding
bias in
technology
design.

Compliance
with cultural
sensitivity
guidelines
and
regulations.

Incorporation
of cultural
diversity in
product de-
velopment.

Promotion
of inclusivity
and respect
for cultural
differences.

Economic
investments
in diversity
training and
awareness
programs.

Adoption of
sustainable
materials
and man-
ufacturing
practices.

Respect
for cultural
norms and
traditions in
design.

- Developing
translation
apps that
respect
regional
dialects
and cultural
nuances.

Global
Collabo-
ration and
Regulation

Working
together in-
ternationally
to establish
consistent
ethical
standards.

Compliance
with
international
treaties and
agreements.

Development
of global
ethical
frameworks
and
standards.

Promotion
of global
cooperation
and mutual
understand-
ing.

Economic
investments
in
international
regulatory
compliance.

Consideration
of global en-
vironmental
impacts in
regulatory
efforts.

Sensitivity
to cultural
differences
in
international
negotiations.

- Nations
collaborating
to set
guidelines
for ethical
AI use.

Corporate
Social Re-
sponsibility

Integrating
social and
environmen-
tal concerns
into business
operations
and
decisions.

Compliance
with
corporate
social re-
sponsibility
(CSR)
guidelines.

Implementation
of CSR
initiatives
and
philanthropic
projects.

Improvement
of corporate
reputation
and public
trust.

Economic
investments
in
sustainability
and
community
develop-
ment.

Adoption of
eco-friendly
business
practices
and supply
chain man-
agement.

Consideration
of cultural
values and
community
needs in
CSR efforts.

- Tech
companies
investing in
renewable
energy and
community
initiatives.

Education
and Digital
Literacy

Providing
knowledge
and skills for
navigating
the digital
world
responsibly.

Compliance
with
educational
standards
and
curriculum
require-
ments.

Implementation
of digital
literacy
programs
and
resources.

Empowerment
of
individuals
in using
technology
safely and
ethically.

Economic
investments
in
educational
technology
and
resources.

Adoption
of energy-
efficient
technologies
in
educational
settings.

Sensitivity
to cultural
differences
in
educational
content.

- Schools
teaching
students
about online
privacy and
cybersecu-
rity.

Ethical
Leadership
and
Governance

Exemplifying
and
enforcing
ethical
behavior
within or-
ganizations
and govern-
ments.

Compliance
with ethical
codes of
conduct and
governance
frameworks.

Promotion
of ethical
leadership
and
decision-
making
processes.

Fostering
of orga-
nizational
integrity and
accountabil-
ity.

Economic
investments
in ethical
leadership
training and
develop-
ment.

Implementation
of eco-
friendly
policies and
practices in
governance.

Respect
for cultural
norms and
values in
leadership
approaches.

- CEOs
prioritizing
ethical
conduct and
accountabil-
ity in their
companies.

Proactive
Risk
Assessment
and
Mitigation

Identifying
and
addressing
potential
ethical risks
before they
escalate.

Compliance
with risk
management
standards
and
protocols.

Implementation
of risk
assessment
tools and
processes.

Prevention
of ethical
breaches and
harmful con-
sequences.

Economic
investments
in risk
mitigation
strategies
and
technologies.

Adoption
of eco-
friendly risk
management
practices.

Sensitivity
to cultural
attitudes
towards risk
and pre-
cautionary
measures.

- Tech
companies
conducting
ethical
impact
assessments
before
launching
new
products.

Human-
Centered
Design

Designing
technology
that
prioritizes
human
needs and
well-being.

Compliance
with human-
centered
design
principles
and
guidelines.

Integration
of user
feedback
and usability
testing in
design.

Improvement
of user
satisfaction
and quality
of life.

Economic
investments
in user
experience
(UX)
research
and design.

Implementation
of eco-
friendly
design
materials
and
processes.

Consideration
of cultural
preferences
and values
in design.

- Creating
accessible
interfaces for
users with
disabilities.

Interdisciplinary
Research
and Ethical
Inquiry

Conducting
collaborative
research
to explore
ethical
implications
of
technology.

Compliance
with
research
ethics and
integrity
standards.

Establishment
of interdis-
ciplinary
research
teams and
projects.

Advancement
of ethical
understand-
ing and
innovative
solutions.

Economic
investments
in interdis-
ciplinary
research
initiatives.

Adoption of
eco-friendly
research
methods and
practices.

Sensitivity
to cultural
differences
in research
methodolo-
gies.

- Ethicists
collaborating
with
engineers
to explore
the ethical
implications
of AI
development
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TABLE V. MAPPING ETHICAL PATHS FOR IT CASES: STRATEGIES AND CONSIDERATIONS
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Facebook-
Cambridge
Analytica
(2018)

✓ ✓ ✓ ✓ ✓

Amazon’s
Facial
Recognition
(Ongoing)

✓ ✓ ✓ ✓

Tesla
Autopilot
Crashes
(Ongoing)

✓ ✓ ✓ ✓

Amazon’s
Working
Conditions
(Ongoing)

✓ ✓ ✓ ✓ ✓ ✓

Deepfakes
and Misin-
formation
(Ongoing)

✓ ✓ ✓ ✓

SolarWinds
Cyberattack
(Ongoing)

✓ ✓ ✓ ✓ ✓ ✓

WhatsApp-
Pegasus
Spyware
(2019)

✓ ✓ ✓ ✓ ✓ ✓

Clearview
AI Facial
Recognition
(Ongoing)

✓ ✓ ✓ ✓ ✓ ✓ ✓

COVID-19
Contact
Tracing
Apps
(Ongoing)

✓ ✓ ✓ ✓
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TABLE V. MAPPING ETHICAL PATHS FOR IT CASES: STRATEGIES AND CONSIDERATIONS (CONTINUED)
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✓ ✓ ✓ ✓ ✓
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Project
Dragonfly
(Ongoing)

✓ ✓ ✓ ✓
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GameStop
Stock
Trading
Fiasco
(2021)

✓ ✓ ✓

Google’s
Tracking
of Android
Phones
(2020)

✓ ✓ ✓

Zoom’s
Security
and Privacy
Issues
(2020)

✓ ✓ ✓ ✓ ✓ ✓ ✓

Capital One
Data Breach
(2019)

✓ ✓ ✓ ✓ ✓

Huawei Se-
curity Con-
cerns (Ongo-
ing)

✓ ✓ ✓ ✓

Google+
Data Breach
(2018)

✓ ✓ ✓ ✓ ✓ ✓

Edward
Snowden’s
NSA Leaks
(2013)

✓ ✓ ✓ ✓ ✓
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TABLE V. MAPPING ETHICAL PATHS FOR IT CASES: STRATEGIES AND CONSIDERATIONS (CONTINUED)
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Apple-FBI
Dispute
(2016)

✓ ✓ ✓ ✓ ✓

Whistleblower
Chelsea
Manning
(2010)

✓ ✓ ✓ ✓

Equifax
Data Breach
(2017)

✓ ✓ ✓ ✓ ✓

AI and Bias
(Ongoing)

✓ ✓ ✓

Biased
Algorithms
in Criminal
Justice
(2023)

✓ ✓

Ethics of
Social
Media Ma-
nipulation
(2022)

✓ ✓ ✓ ✓

ment and societal structures. Ethical considerations
must address potential job displacement and the eq-
uitable distribution of technological benefits.

There are several avenues for future research and ex-
ploration in the field of ethical information technology. Ex-
perimental studies are needed to assess the effectiveness
of proposed ethical frameworks and solutions in real-world
settings, identifying areas for improvement and refinement.
Additionally, further research should address emerging ethical
challenges resulting from advancements in technology, such as
the proliferation of deep learning algorithms and the ethical
implications of emerging technologies like blockchain and
biometrics. Interdisciplinary collaboration and dialogue are es-
sential for developing comprehensive and inclusive approaches
to address ethical challenges. Moreover, ongoing education and
awareness initiatives are crucial for promoting ethical literacy
and fostering a culture of ethical responsibility in the IT sector.
By investing in education and awareness, stakeholders can
empower individuals to navigate ethical challenges effectively
and contribute to the creation of a more ethical and sustainable
digital future. To further enhance the ethical development

of emerging technologies, future research should include the
following areas:

1) Ethical Framework Integration: Research on integrat-
ing multiple ethical frameworks to create a unified
approach that can be easily applied in diverse tech-
nological contexts.

2) AI Transparency and Explainability: Developing
methods to improve the transparency and explain-
ability of AI systems, making their decision-making
processes more understandable and accountable.

3) Dynamic Ethical Guidelines: Creating adaptive eth-
ical guidelines that can evolve with technological
advancements, ensuring they remain relevant and
effective.

4) Cross-Cultural Ethics: Investigating how ethical
frameworks can be adapted to different cultural con-
texts, recognizing that ethical norms and values vary
globally.

5) Long-Term Societal Impact: Longitudinal studies on
the societal impact of emerging technologies, par-
ticularly concerning employment, privacy, and social
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equity.
6) Ethics in Autonomous Systems: Exploring ethical

issues specific to autonomous systems, including self-
driving cars and autonomous drones, focusing on
accountability and safety.

By addressing these research areas, the field can better nav-
igate the ethical challenges posed by emerging technologies,
ensuring that innovation progresses in a manner that is socially
responsible and aligned with human values.
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