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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to technology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like fo express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Evolving Software Architectures from Monolithic
Systems to Resilient Microservices: Best Practices,
Challenges and Future Trends

Martin Kaloudis
Provadis School of International Management and Technology, Frankfurt, Germany

Abstract—Microservice architecture has emerged as a widely
adopted methodology in software development, addressing the
inherent limitations of traditional monolithic and Service-
Oriented Architectures (SOA). This paper examines the evolution
of microservices, emphasising their advantages in enhancing
flexibility, scalability, and fault tolerance compared to legacy
models. Through detailed case studies, it explores how leading
companies, such as Netflix and Amazon, have leveraged
microservices to optimise resource utilisation and operational
adaptability. The study also addresses significant implementation
challenges, including ensuring data consistency and managing
APIls. Best practices, such as Domain-Driven Design (DDD) and
the Saga Pattern, are evaluated with examples from Uber's cross-
functional teams and Airbnb's transaction management. This
research synthesises these findings into actionable guidelines for
organisations transitioning from monolithic architectures,
proposing a phased migration approach to mitigate risks and
improve operational agility. Furthermore, the paper explores
future trends, such as Kubernetes and AlOps, offering insights
into the evolving microservices landscape and their potential to
improve system scalability and resilience. The scientific
contribution of this article lies in the development of practical best
practices, providing a structured strategy for organisations
seeking to modernise their IT infrastructure.

Keywords—Service-Orientated Architecture; SOA;
microservices; monolithic architecture; migration

. INTRODUCTION

Microservice architectures [1] have gained significant
traction in recent years, primarily due to their ability to address
the scalability and flexibility limitations of traditional
monolithic systems. This architectural paradigm shift is driven
by the growing need to manage complex, distributed
applications efficiently. By decomposing applications into
independently deployable services, microservices offer
enhanced modularity, fault tolerance, and adaptability,
positioning themselves as a superior alternative to monolithic
architectures in large-scale, dynamic environments.

While the benefits of microservices, including independent
scalability, enhanced fault isolation, and faster deployment
cycles, are well-documented, their adoption is not without
challenges. Ensuring consistency in data across distributed
services remains a critical issue, particularly in environments
where services manage their own databases. Furthermore, the
operational overhead of managing an increasing number of APIs
can result in significant complexity, particularly as systems
grow in scale. These issues underscore the need for robust

strategies to mitigate the operational challenges inherent in
microservice architectures.

This study contributes to the ongoing discourse by proposing
a structured approach to the transition from monolithic to
microservice architectures, focusing on best practices derived
from industry case studies. While existing literature extensively
covers the theoretical benefits of microservices, there is a
notable gap in actionable, empirically validated strategies for
managing the  complexities associated  with  their
implementation. By analyzing case studies from industry leaders
such as Netflix and Amazon, this research offers a phased
migration strategy that minimizes risks and operational
disruption. The novelty of this study lies in its practical
framework for managing the inherent challenges of
microservices, particularly in the context of large-scale
enterprise systems.

Il.  THEORETICAL BASICS

A. Definition and Characteristics of Microservice
Architecture

Microservice architecture is a software development
approach in which an application is developed as a collection of
small, independent services. Each service fulfils a specific
business requirement and communicates with other services via
precisely defined APIs [2]. Microservices are small,
independent services that fulfil specific business requirements.
In [3] it is emphasised that this architecture simplifies the
development and maintenance of complex systems due to its
loose coupling and high cohesion. The author in [4] emphasises
that microservices are particularly suitable for systems that place
high demands on scalability and flexibility. One of the features
of microservice architecture is decentralisation, in which
services, functions and data are decentralised, resulting in a
loose coupling of components. This promotes the application's
reliability and fault tolerance. Another feature is independent
development and deployment, which means that each service
can be developed, tested and deployed independently. Errors in
one service do not affect the entire application, which increases
fault tolerance. Services can be reused in different applications,
which increases efficiency and development speed [5].

B. Monolithic Architecture

Monolithic architecture is a traditional approach to software
development in which all components of an application are
integrated into a single, cohesive code base. This tight
integration means that the application is developed, tested and

1| Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

deployed as an inseparable whole. A key feature of this approach
is dependent scaling: if one component of the application
experiences a higher load and requires more resources, the entire
application must be scaled. This can be inefficient and resource-
intensive, as the underutilised parts of the application also have
to be scaled.

Another feature of monolithic architecture is that
development cycles tend to be longer. As all components are
closely interlinked, a change in one part of the application
potentially affects many other parts. This requires extensive
testing and can delay the release of new features. Any change,
no matter how small, often requires a redeployment of the entire
application, which is not only time-consuming but can also lead
to downtime. This downtime can be particularly critical if the
application provides business-critical functionality. Monolithic
systems (see Fig. 1) have traditionally been favoured for their
consistency and simplicity of implementation and management.
Developers only have to deal with one code base and one
deployment process. This can speed up initial development and
simplify management, especially for smaller applications or
teams. The clear structure and centralised management of
dependencies and configurations make monolithic architectures
attractive for many use cases.

Microservices
Architecture

Monolithic
Architecture

.

= =
I R

Fig. 1. Monolithic vs. Microservices architecture from [6].

To summarise, although monolithic architecture offers
advantages due to its simplicity and consistency, it has
significant disadvantages in an increasingly dynamic and scaled
IT landscape. The lack of flexibility and scalability as well as
the potential risks due to the tight integration of components
make it unsuitable for many modern use cases. These
disadvantages have led to the development and spread of more
flexible and scalable architectures such as microservice
architecture, which eliminate the specific weaknesses of the
monolithic approach.

C. Microservices Architecture

In contrast to monolithic architecture, microservices divide
an application into a collection of loosely coupled,
independently deployable services, each of which fulfils specific
business requirements. This architecture offers better scalability,
flexibility and fault tolerance, but requires advanced knowledge
of distributed systems development and DevOps practices. Each
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microservice has its own database and can be developed, tested
and deployed independently, reducing infrastructure complexity
and enabling more efficient resource utilisation [2].

1) Decentralisation and loose coupling: The microservice
architecture is characterised by a fundamental decentralisation
of services, functions and data. Instead of developing a
monolithic application that combines all functions and
processes in a single, closely linked structure, the microservice
architecture breaks down the application into a large number of
smaller, independent services. Each of these services, also
known as a microservice, is designed to fulfil a specific
business requirement or functionality. These services are not
only functionally independent, but also often operate in isolated
runtime environments and have their own databases. This
means that each microservice manages and stores its own data,
which ensures better data consistency. This decentralisation
leads to a loose coupling of the components. Loose coupling
means that the individual services are only minimally
dependent on each other. Changes or errors in one service
therefore have little to no impact on the other services. This
decoupling enhances the overall resilience of the application,
defined as its capacity to maintain operational continuity in the
presence of faults or failures. Resilience describes the ability of
a system to remain functional despite errors or faults. In a
monolithic architecture, an error in one component can affect
the entire application, whereas in a microservice architecture,
an error remains isolated and the other services continue to
function normally. This not only reduces fault tolerance, but
also increases the overall reliability of the application [2].

One of the critical features of microservice architecture is its
ability to scale individual services independently. As each
microservice has its own database and is operated independently
of the other services, each service can be scaled individually
depending on the specific requirements and the load to be
managed. This is particularly beneficial in cloud environments
where resources can be allocated dynamically. For example, if a
particular service has a high volume of traffic, it can be scaled
independently of the other services without having to scale the
entire application. This leads to more efficient resource
utilisation and lower operating costs. Separation into
independent services also improves fault isolation. Fault
isolation means that problems in one service do not directly
affect other services. If a microservice fails or a problem occurs,
this error is limited to the affected service and does not affect the
entire application. This not only makes troubleshooting easier,
but also increases the reliability of the application. Developers
can focus on fixing the specific problem without having to worry
about changes to one service negatively impacting other parts of
the application.

By decentralising services, functions and data, the
microservice architecture offers considerable advantages in
terms of reliability, fault tolerance, data consistency and
scalability. The loose coupling of the services leads to increased
robustness of the application, as errors remain isolated and the
other services can continue to work undisturbed. Independent
scalability enables efficient resource utilisation and reduces
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operating costs, while improved fault isolation and recovery
increases the overall reliability of the application [6].

2) Scalability and fault tolerance: The ability to scale
independently is one of the most outstanding features of
microservice architecture and brings significant benefits in
terms of resource management and increased efficiency. In a
conventional monolithic architecture, all components of an
application must be scaled together, even if only a small part of
the application actually experiences an increased load. This
leads to inefficient resource utilisation and increased costs, as
not all parts of the application require the same scalability. In
contrast, microservices enable targeted and demand-orientated
scaling of individual services. Each microservice can be scaled
independently of the other services, based on the specific
requirements and the current load [7]. Splitting the application
into independent services also has a positive effect on the fault
tolerance of the entire system architecture. In a monolithic
system, an error in one component can affect the entire system
and lead to a total failure. This is because the components are
closely interconnected and there is a dependency that disrupts
the entire operating process. Microservices, on the other hand,
isolate these errors to the affected service. If a microservice fails
or an error occurs, this has no impact on the other services. The
application remains functional and the affected microservice
can be analysed and repaired in isolation.

Another aspect that increases fault tolerance is the ability to
recognise and rectify errors automatically. Modern microservice
architectures often utilise monitoring and management tools that
continuously monitor the status of the services and react
automatically in the event of anomalies or errors. This can be
done by restarting the faulty service, switching to redundant
services or dynamically reallocating resources. These automated
processes reduce downtimes and improve the overall availability
of the application [8]. The resilience, i.e. the ability of a system
to recover from disruptions, is significantly improved by the
microservice architecture. The loose coupling of the services
means that they can work largely independently of each other.
This independence allows the system to react flexibly to changes
or failures without affecting the entire application. If a service is
overloaded by a sudden increase in requests, it can be scaled in
isolation to cope with the increased load. Should a service
nevertheless fail, alternative services or failover mechanisms
can be activated to ensure the continuity of business processes.

3) Independent development and provision: Microservice
architecture facilitates the independent development and
deployment of software components, yielding considerable
improvements in both the efficiency and agility of the
development process. In traditional monolithic architectures,
all parts of an application must be developed, tested and
deployed as a single unit. This means that even small changes
to a component require extensive testing and full deployment
of the entire application. This dependency leads to longer
development cycles, an increased risk of errors and downtime
as well as limited flexibility when implementing new functions
[5]. A key advantage of this independent development and
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deployment is improved fault isolation. In a monolithic
architecture, an error in one component can affect the entire
application, which can lead to extensive downtime and difficult
troubleshooting. In a microservice architecture, an error in one
service remains limited to that specific service and does not
affect the other parts of the application. This independence of
services also encourages parallel development by different
teams. In monolithic systems, development teams must
coordinate their work closely to avoid conflicts, which can slow
down development processes. In a microservice architecture,
different teams can work on different services at the same time
without their work interfering with each other.

The independent development and provision of
microservices also supports better scalability of development
resources. In monolithic systems, the scaling of development
teams is often limited, as all teams have to work on the same
code base and coordinate changes. In a microservice
architecture, development teams can be scaled flexibly as they
work independently on different services. This allows
organisations to use their development resources more
efficiently and respond more quickly to business requirements,
resulting in faster implementation and improving the flexibility
and agility of development processes. Improved fault isolation,
parallel development by different teams and support for CI/CD
practices lead to faster and more reliable releases, higher
productivity of development teams and better scalability of
development resources [5].

4) Reusability and flexibility in technology selection:
Flexibility in technology selection allows teams to develop
customised solutions that are optimised for their specific
business needs. For example, a team working on a data-
intensive analytics service might choose a programming
language such as Python, which is known for its powerful data
science libraries and frameworks. Another team developing a
high-performance, critical real-time service might choose a
language like Go or Rust, which are known for their efficiency
and low latency. This freedom in technology choice leads to a
better customisation of solutions to the specific needs of each
service and therefore to business requirements [5]. Another
advantage of this flexibility is the ability to introduce and use
specialised technologies that are particularly suitable for
specific tasks. Teams can select technologies that best fit the
requirements and challenges of their specific microservices
without having to consider the rest of the application. This can
lead to a significant improvement in performance and
efficiency. For example, a team working on a machine learning
model could use specific frameworks and hardware
acceleration to optimise training times and model accuracy [9].

The reusability and technological independence of
microservices also help to reduce technical debt. Technical debt
arises when short-term solutions are chosen that lead to higher
maintenance costs in the long term. By using proven and
reusable services, development teams can create consistent and
maintainable code bases that reduce long-term maintenance
efforts. In addition, flexibility in technology selection allows
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teams to continuously use the best tools and practices to
minimise technical debt [4].

These advantages contribute to the microservice architecture
being a favoured choice for modern, scalable and flexible
software development projects [7].

Il.  WHY AND HOW SPLIT MONOLITHS?

Industries such as retail, travel and transport and automotive
have increasingly begun to break up their monolithic
applications into microservices in order to become more flexible
and scalable. This change is being driven by the need to respond
more quickly to market changes and reduce total cost of
ownership (TCO). However, the transition from monolithic to
microservice architectures is a complex process that requires
careful planning and a systematic approach. Fig. 2 shows cost-
based determination of granularity services.

Microservices Lambda

Monolithic

Cost of Quality Ax-,..,.,,‘“‘\\
Cost of deployment

e Cost of deployment (no automation)

Fig. 2. Cost-based determination of granularity services [10].

A. Reasons for the Switch to Microservices

An important reason for this migration is the greater
flexibility that microservices offer. In retail, for example,
companies can develop and introduce new functionalities faster
by splitting their applications into smaller, independent services.
This is particularly important in a market that is constantly
evolving and where competition is fierce. Retailers need to be
able to respond quickly to new trends and customer demands, be
it by introducing new payment methods, optimising supply
chains or personalising the shopping experience.

B. Systematic Analysis and Step-by-Step Migration

The process of migrating from monolithic to microservice
architectures often begins with a comprehensive and systematic
analysis of the existing architecture. The aim of this analysis is
to identify the current dependencies, bottlenecks and weak
points. Based on these findings, companies can develop a clear
migration strategy that is implemented step by step. A complete
switch to microservices in a single step is usually too risky and
too complex. Therefore, many companies prefer a step-by-step
migration in which they gradually break down the application
into microservices.

C. ldentification of Business Areas

An important aspect of migration is the definition of business
units. Business units are functional areas within an organisation
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that have clearly defined responsibilities. For example, a retailer
might define business domains such as inventory management,
order fulfilment, customer service and payment processing.
Each of these domains can then be implemented as an
independent microservice. This clear demarcation makes it
possible to reduce the complexity of the overall application and
clearly define responsibilities.

D. Formation of Cross-Functional Teams

Another important step in the migration process is the
formation of cross-functional teams. Traditionally, development
and operations teams are separate in many organisations, which
can lead to communication problems and delays. However,
microservice architecture requires close collaboration between
these teams. Cross-functional teams consisting of developers,
testers, operations experts and other relevant professionals can
make the development and deployment of microservices more
efficient. These teams are responsible for the entire lifecycle of
a microservice, from development and testing to deployment
and maintenance.

E. Introduction of DevOps Processes

The introduction of DevOps practices is another key
component in the transition to microservices. DevOps stands for
the integration of development and operations and aims to
improve collaboration between these two areas. DevOps
practices include Continuous Integration (CI) and Continuous
Delivery (CD), which enable faster and more reliable delivery
of software. By using automation tools and processes,
companies can increase their efficiency, reduce the error rate and
shorten the time to market for new functions.

IVV.  CHALLENGES OF MIGRATION

Overall, the transition from monolithic applications to
microservices offers significant benefits for many companies in
the retail, travel and transport and automotive industries. By
conducting systematic analyses, identifying business units,
forming cross-functional teams and implementing DevOps
practices, companies can make their IT infrastructure more
flexible and scalable. A step-by-step migration minimises risks
and enables continuous adaptation to changing market
requirements. Research and practical reports prove the positive
effects of this transformation on the efficiency and
competitiveness of companies [10].

Procedure: The migration from a monolithic to a
microservice architecture is a complex process that requires
careful planning. It usually starts with the identification and
extraction of business domains as independent microservices.
Business domains, i.e. specific areas within an organisation,
form the basis for the new architecture [11].

Analyse the existing architecture: The first step is to analyse
the monolithic system to understand the dependencies between
the components. Tools can automatically create dependency
diagrams that help to visualise the interactions and control the
migration process.

Development of a migration plan: Based on this analysis, a
detailed migration plan should be created outlining the steps to
minimise risk and ensure continuity. The plan should prioritise
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the domains to be migrated according to their business value and
technical complexity.

Identifying and extracting business areas: Business areas,
such as the product catalogue or payment processing in an e-
commerce platform, must be clearly defined before they can be
implemented as independent microservices.

Support for DDD: DDD helps to manage complexity by
dividing systems into manageable units. The concept of
"bounded context" ensures that each microservice has clear
boundaries, which simplifies development and scaling.

Minimising risk and ensuring continuity: During the
migration, mechanisms such as APIs or messaging systems help
to ensure communication between microservices and the
monolith and maintain continuity during the process.

Iterative development and continuous improvement:
Migration should be viewed as iterative. Each migrated domain
provides insights for optimising the process for future domains.

Static and dynamic analysis: Static analysis checks the
source code to determine dependencies, while dynamic analysis
monitors runtime behaviour and helps to prioritise services
based on usage patterns.

By combining these approaches, companies can reduce
system complexity and build scalable, maintainable
architectures.

Development of a comprehensive migration plan: Based on
the findings from the static and dynamic analysis, a
comprehensive migration plan can be developed. This plan
should take into account the identified services and interfaces as
well as the prioritised usage patterns. It contains detailed steps
for carrying out the migration, including the order of migration
of the individual services, the necessary changes to the
infrastructure and the implementation of transition mechanisms
to ensure business continuity.

Static and dynamic analyses are crucial methods for
preparing a successful migration from monolithic to
microservice architectures. While static analysis reveals the
structure and dependencies of the existing system, dynamic
analysis provides valuable insights into the actual usage and
performance of the application. By combining both approaches,
organisations can develop a solid and low-risk migration
strategy that takes into account both technical and operational
aspects.

V. ADVANTAGES OF THE INTEGRATION OF MICROSERVICES

Microservices offer numerous advantages that improve
software development, reduce operating costs and simplify
maintenance. Key benefits include independent development
and deployment, efficient resource utilisation, technological
flexibility, fault isolation and reusability of services.

One of the most important advantages of microservices is the
ability to develop and deploy services independently of each
other. In contrast to monolithic architectures, where every
change requires extensive testing and a complete deployment of
the entire system, microservices allow individual services to be
updated independently of each other. This speeds up
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development, reduces errors and facilitates continuous
deployment [11].

Efficient use of resources: Microservices enable independent
scaling of services and thus optimise resource allocation. For
example, if a service experiences increased demand, it can be
scaled independently without affecting the rest of the system.
This improves performance and reduces costs, especially
compared to monolithic systems where the entire application has
to be scaled [12].

Technological flexibility: Each microservice can be
developed with the technology best suited to its needs. This
allows development teams to innovate and customise solutions
more effectively. Teams working on performance-critical
components may opt for faster, more efficient languages, while
others may favour simple development [13].

Isolation of errors: Errors in a microservice do not affect the
entire application, which increases reliability. Isolated errors
make it easier to diagnose and rectify problems without causing
system-wide downtime [14].

Reusability of services: Microservices are independent units
that can be reused in different applications. For example, an
authentication service developed for one application can be
reused in other projects, which saves development time and
ensures consistency and security.

These advantages make microservices a favoured choice for
modern, scalable and flexible software systems.

VI. PERFORMANCE OF MICROSERVICE ARCHITECTURES:
CASE STUDIES

A. Case Study I: Comparison of Performance

A performance comparison between monolithic and
microservice architectures shows clear differences in efficiency
and scalability under different load conditions. In this case
study, extensive tests were carried out to analyse the
performance of the two architectures (see Fig. 3).
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Fig 9. Response time (HTTP GET) - results

Fig. 8. Architecture performance (HTTP GET) - results
TABLE [ ARCHTECTURE PERFORMANCE — HTTP GET TABLEIL Response TiME - HTTP GET
Architecture 300000 req. | 300 000 req. Architecture 30000 req. | 300 000 req.
Monolithic 180 Monolithic = a0
Microservice (1 mstance) 500 215 15 79
Microservice (2 istances) 35 239 16
Microservice (4 instances) 410 Microservice (4 instances) 20

Fig. 3. Performance test from [15].

Performance under lower load: The tests showed that
monolithic architectures work more efficiently under lower
load. This is because monolithic architectures combine all
components and functions into a single, integrated application.
This tight integration enables optimised use of resources and
minimal communication latency between components. With
low user numbers and few requests, the monolithic architecture
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is therefore able to deliver stable and fast response times. The
reduced complexity and the lack of communication effort
between distributed services contribute to greater efficiency
under low load.

Performance at higher loads: As the load increases, however,
the results change in favour of the microservice architecture. The
tests showed that microservices scale better at higher loads and
therefore achieve better performance results. In scenarios with
increasing numbers of users and requests, the microservice
architecture was able to handle the load more efficiently thanks
to horizontal scaling. This means that additional instances of the
individual microservices were provided to meet the increased
demand. Of particular note is the use of replication, where
multiple copies of a microservice are operated simultaneously to
evenly distribute the load and increase availability. This ability
to scale flexibly and on demand leads to improved performance
under high load compared to monolithic systems. Fig. 4 shows
the performance tests.

Monolithic architectures can therefore be more efficient at
low loads, while microservice architectures show their strengths
at high loads and scalability. The choice of architecture should
therefore be based on the specific load requirements and the
expected usage patterns.

B. Case Study II: Scalability and Reliability

The scalability and reliability of an application are critical
factors for its performance and usability. This case study
highlights the differences between horizontal and vertical
scaling and shows how the choice of scaling strategy influences
the scalability and reliability of the application.

1000x city query 1000x city query

.
e

FIGURE 11. Throughput's median change as an effect of horizontal FIGURE 12. Throughput's median change as an effect of vertical scaling
scaling in the Arure app servi frcmmment—city sevice, in the Azure app service environment—city service.

Fig. 4. Performance test from [16].

Horizontal scaling: With horizontal scaling, also known as
"scaling out", additional instances of a service are added to cope
with the load. This method is particularly suitable for
applications with a high load and the need for flexible
scalability. Horizontal scaling involves running multiple copies
of the service in parallel, which distributes the load evenly. This
not only improves performance, but also increases fault
tolerance, as the failure of one instance can be compensated for
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by the other instances. An example of this could be a web server
that is supported by additional server instances when data traffic
increases in order to distribute requests efficiently and minimise
response times.

Vertical scaling: Vertical scaling, also known as "upscaling",
involves adding additional resources to a single instance of a
service, e.g. more CPU, RAM or storage space. This method is
better suited to low to medium load applications where
requirements can be met by upgrading existing hardware.
Vertical scaling can be easier to implement as no changes to the
software architecture are required. However, it comes up against
physical and economic limits, as the performance of a single
instance cannot be increased indefinitely. A typical example
would be a database that is scaled by adding more memory and
more powerful processors to enable the processing of larger
amounts of data.

C. Decision Criteria for the Scaling Strategy

The decision between horizontal and vertical scaling
depends on various factors, including the specific requirements
of the application, the expected load patterns and the existing
infrastructure. Horizontal scaling offers more flexibility and
higher fault tolerance, but is more complex to implement and
manage. Vertical scaling is easier to implement, but has limited
scalability and can reach its limits with very high loads.

Horizontal scaling may therefore be ideal for applications
with high loads and flexible scaling requirements, while vertical
scaling may be suitable for applications with moderate loads and
specific hardware requirements. The decision in favour of one
or the other strategy should be carefully weighed up based on
the individual requirements and objectives of the
application [15].

VII. RESULTS AND BEST PRACTICES

The scientific literature and documented case studies, for
example on the performance of monolithic and microservices
architectures, which this article provides an overview of, are
diverse. What has been missing so far is a best-practice approach
that generically describes how to proceed with a monolithic
application landscape in order to achieve a decentralised and
resilient microservices architecture - in other words, a kind of
"recipe”. This is proposed in this article and inductively derived
from the existing articles cited above, consolidated and outlined
below.

Migrating from monolithic systems to a microservice
architecture is a strategically challenging task that requires not
only technical expertise, but also careful planning and
implementation. There is no "best-of-breed" approach because,
as described above, the procedural and technological complexity
of application architectures in companies is individual.

However, reference can be made to examples from which a
generic migration path can be derived. Based on the case studies
analysed above and the scientific work, the author recommends
the following best practice derived from case studies and thus a
strategy for the analysis and implementation of microservice
architectures.
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Fig. 5. Migration from monolithic to microservices.

1) Detailed analysis of the existing architecture: A
thorough analysis of the existing monolithic architecture is an
important first step on the way to a successful migration to a
microservice architecture (see Fig. 5). Without a deep
understanding of the current components, their dependencies
and interactions, splitting them into microservices can lead to
unforeseen complications. The migration process should
therefore begin with a comprehensive analysis of both the
system architecture and the underlying code. Two primary
approaches play a central role in this analysis: static and
dynamic analysis.

Static analysis: In static analysis, the source code is analysed
to determine the dependencies between individual modules and
their relationships. This method helps to map the existing
structure of the monolith and visualise the connections between
the components. The tools used for static code analysis can
create dependency diagrams that provide a clear overview of
how the system works as a whole. These insights are crucial for
identifying potential microservices and ensuring that the
modularisation of the system is effective and sustainable [10].

Dynamic analysis: While static analysis focuses on the
structure, dynamic analysis captures the behaviour of the
application during runtime. Monitoring the real-time behaviour
of the system allows engineers to understand usage patterns and
critical business processes supported by specific modules. This
method provides insight into performance bottlenecks and areas
of the system in need of optimisation, which can inform which
components should be prioritised for migration into standalone
microservices.

Example: Amazon carried out a comprehensive analysis of
its monolithic architecture before switching to a microservice
architecture. Critical areas such as the product catalogue and the
payment system were identified and spun off as independent
microservices, which significantly improved the scalability of
the system [13].

2) Identification and delimitation of business functions:
Decomposing a monolithic system into well-defined business
functions is essential for creating clear service boundaries when
migrating to microservices. The domain-driven design
approach ensures that each microservice corresponds to a

Vol. 15, No. 9, 2024

logical business domain, resulting in loosely coupled services
that can operate independently.

DDD: DDD is a methodological approach that focuses on
mastering complexity by modelling business domains. A key
concept in DDD is the "bounded context"”, which delineates a
specific area within a business domain where a consistent model
is applied. Defining these bounded contexts ensures that
microservices  have  clear  responsibilities,  reducing
interdependencies and simplifying development, maintenance
and scaling.

Example: Netflix used DDD to separate user management
from its video streaming service. This logical separation enabled
independent development and provision of functions and
minimised the risk of system-wide failures [13].

3) Gradual migration and minimisation of risks: A phased
or step-by-step migration strategy is critical to minimising the
risks associated with the transition from a monolithic
architecture to microservices. A "big bang" migration - where
the entire system is migrated at once - can lead to serious system
failures and business disruption. Instead, migrating smaller, less
critical components initially allows for a smoother and safer
transition.

Step-by-step migration strategy: The aim of a step-by-step
migration is to divide the migration process into smaller steps so
that individual components of the monolith can be migrated
gradually. This approach allows each microservice to be
thoroughly tested to ensure that it works independently and
integrates smoothly with the remaining monolith. By prioritising
low-risk areas, companies can significantly reduce the
likelihood of critical failures during migration [12].

Example: Spotify opted for a step-by-step migration by first
converting its playlist management system to a microservice.
This approach enabled the company to tackle problems in
isolation and minimise the risk of widespread outages [5].

4) Formation of cross-functional teams: In addition to the
technical changes, the migration to microservices also requires
organisational restructuring. The formation of cross-functional
teams is essential for the efficient development and
maintenance of microservices. These teams consist of
employees from different disciplines - development, operations
and quality assurance - who work together to provide services
more effectively.

Autonomous teams: Each cross-functional team has full
responsibility for one or more microservices and works
independently within the scope of the services assigned to it.
This autonomy enables the teams to develop, deliver and
optimise their services without being dependent on other teams,
which increases productivity and flexibility within the company.

Example: Uber formed cross-functional teams that were
responsible for individual microservices, such as route
calculation. These teams worked independently of each other,
which enabled faster adaptation to changes in the business
model or technology, which significantly improved productivity
[12].
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5) Automate with DevOps practices: Automation plays a
central role in the successful provision and management of
microservices. Continuous Integration (Cl) and Continuous
Delivery (CD) are two key DevOps practices that ensure
reliable and rapid delivery of microservices. CI/CD pipelines
automate the processes of testing, building and deploying
software, enabling faster releases and greater system stability.

DevOps practice;: DevOps emphasises collaboration
between development and operations teams to ensure
continuous improvement of both development and deployment
processes. By automating testing and deployment, human error
is minimised, allowing teams to release frequent, smaller
updates that improve the quality and reliability of the overall
system.

Example: Facebook implemented CI/CD pipelines to
provide several microservices every day. This enabled faster
releases and greater agility in the development process [13].

6) Consideration of data consistency and error tolerance:
Ensuring data consistency in distributed systems is one of the
biggest challenges in microservice architectures (see Fig. 6). In
a microservice system, each service often manages its own
database, which can make consistency across the entire system
difficult. Two important techniques for overcoming this
challenge are event sourcing and the saga pattern.

Event sourcing: With event sourcing, the state of the
application is saved as a sequence of events that change this state
instead of saving the current state directly in the database. These
events are stored in an event log that can be replayed as required
to reconstruct the current state. This ensures that all changes are
traceable and recoverable and that data consistency is
maintained across distributed systems.

Saga pattern: The Saga pattern enables the decomposition of
long transactions into smaller, atomic transactions that can be
managed by individual microservices. Each transaction is
designed to either complete or roll back in the event of an error,
ensuring that all services involved either reach a consistent state
or return to their previous state, thereby avoiding
inconsistencies.

Example: Airbnb uses the Saga pattern to coordinate
transactions such as bookings across multiple microservices.
This pattern ensures that the system remains consistent even if
errors occur in individual services [3].

7) Summary of the 6 phases: Successful migration from a
monolithic to a microservice architecture requires a strategic,
well-planned approach that takes both technical and
organisational aspects into account.

Firstly, a thorough analysis of the existing system is crucial.
Using static and dynamic analysis techniques ensures a
comprehensive understanding of component dependencies and
enables informed decisions on how to split the monolith into
manageable microservices. Once the architecture is understood,
it is important to identify and delineate the business functions
using approaches such as DDD. This ensures that the
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microservices are aligned with the logical business domains,
resulting in clear boundaries, reduced dependencies and more
effective scaling. To minimise risks, a step-by-step migration
strategy is recommended. Gradually migrating smaller, low-risk
components allows for testing and optimisation, reducing the
likelihood of critical errors and ensuring a smooth transition. On
the organisational side, the formation of cross-functional teams
is essential. These teams, made up of experts from development,
operations and quality assurance, should be able to manage
individual microservices independently to increase both
productivity and flexibility. Automating processes through
DevOps practices, particularly ClI and CD, ensures that
microservices are deployed efficiently and reliably. Automation
minimises human error and speeds up the development cycle,
allowing for frequent, smaller updates. Finally, ensuring data
consistency and fault tolerance in distributed systems is a major
challenge that can be addressed with techniques such as event
sourcing and the Saga pattern. These methods help maintain
consistent states and handle failures gracefully to ensure system
reliability and robustness.
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Fig. 6. Challenges and best practices in migrating from a monolithic to a
microservice architecture.

If companies follow these best practices an included
recommendations, they can minimise the risks of switching to
microservices and at the same time benefit from the advantages
of a scalable, flexible and resilient system architecture.

VIIl. DISCUSSION

A. Data Consistency and Management of Distributed Data

Microservice architecture’s distributed nature enables
greater flexibility in data management, allowing each service to
optimize its data storage based on specific requirements.
However, maintaining data consistency across distributed
services presents significant challenges. Techniques like event
sourcing and the Saga pattern are often employed to ensure
synchronized, up-to-date transactions across services. While
effective, these methods increase the complexity of system
architecture, adding to operational overhead and necessitating
advanced technical knowledge [3]. This complexity may not
always justify the benefits for smaller organisations or systems
with lower scalability needs, where a monolithic approach could
be more practical [6].
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B. Trade-offs Between Microservices and Traditional
Architectures

Microservices offer clear advantages in scalability and fault
tolerance, but there are notable trade-offs. For example, smaller
organisations may struggle with the overhead of managing
numerous independent services, APIs, and maintaining data
consistency. Monolithic architectures, by contrast, can offer
faster development cycles and simpler management, especially
in smaller applications that don’t require significant scalability
[6]. As discussed by [12], the benefits of microservices tend to
emerge in large-scale environments where scalability is critical.
Thus, the decision to adopt microservices should be weighed
against the organisation’s size, technical capabilities, and future
growth plans [7].

C. API Management and Overheads

While microservices communicate through APIs, promoting
modular design and interoperability, the management of
multiple APIs can become a burden as systems grow. This issue,
often termed API proliferation, can increase operational
complexity and management costs [5]. Solutions like API
gateways and service meshes help centralize APl management
and streamline communication, providing advanced features
such as load balancing and security. However, these tools also
introduce new layers of infrastructure, which may pose
challenges for smaller organisations without the technical
resources to maintain them [10].

D. Testing Strategies for Microservices

One advantage of microservices is their ability to support
isolated unit testing, reducing the risk of system-wide failures
[18] [20]. Automated testing tools can efficiently validate
microservices before deployment. However, ensuring that
multiple microservices function as a cohesive system requires
extensive integration testing, which can slow deployment cycles
and increase operational complexity. As emphasized,
integration testing in microservices introduces an additional
layer of complexity not present in monolithic systems [17].

E. Increased Focus on Emerging Trends

Technologies like Kubernetes, AlOps, and serverless
computing are shaping the future of microservices by offering
advanced automation and orchestration capabilities.
Kubernetes, for instance, simplifies the management of
microservices by providing container orchestration tools for
scaling and fault tolerance [18]. However, Kubernetes’
complexity often requires specialised expertise, making it more
suitable for larger enterprises. AlOps—which integrates
machine learning to predict system failures and optimize
performance—offers significant potential for improving
microservice reliability, but also introduces additional
complexity [19]. As pointed out, the success of these
technologies depends on how well organisations can manage
this complexity [8].

F. Linking Case Studies More Critically

The adoption of microservices by companies like Netflix,
Amazon, and Uber has been widely documented, but the unique
contexts that facilitated their success must be critically evaluated
[6]. For example, Netflix’s need for high reliability in streaming
services and Amazon’s demand for rapid scalability due to their
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e-commerce platform both necessitated the use of microservices
[13]. However, smaller companies, or those in industries with
lower scalability needs, may not experience the same benefits.
Case studies of large companies should therefore be viewed with
caution when attempting to generalise these strategies to smaller
firms [5].

G. Potential Gaps in Existing Research

Although microservices have been widely adopted across
various sectors, there remain gaps in research concerning their
implementation in highly regulated industries like fintech and
healthcare, where data security and regulatory compliance are
crucial [11]. These industries face challenges in adopting
decentralised architectures due to the need for strict data
governance. More research is needed to explore how
microservice best practices can be adapted for these sectors.
Moreover, there is limited empirical data evaluating the long-
term performance of microservices in such contexts [16].

H. More Quantitative Evaluation

Empirical studies have shown that monolithic systems tend
to perform more efficiently under lower loads, while
microservice architectures excel at higher loads, thanks to their
ability to scale horizontally. Quantitative data on resource
utilization, fault tolerance, and operational costs would provide
a stronger foundation for decision-making when comparing
these architectures [15]. For instance, valuable insights into the
performance benefits of microservices under varying conditions
is provided [16].

I. Critical Look at Migration Strategies

A phased migration approach, where organisations gradually
transition from monolithic to microservice architectures, is often
recommended to mitigate risks [7]. This approach allows for
continuous testing and ensures that each microservice functions
independently before migrating the entire system. However, this
can also extend the migration [21] process and lead to technical
debt, as both systems must be maintained during the transition.
In some cases, a "big bang" migration, where the entire system
is migrated at once, might be more efficient, especially for
smaller systems [5]. Organisations must carefully assess their
specific needs, technical capacity, and risk tolerance before
deciding on the best migration strategy [10].

IX. CONCLUSION

To summarise, the evolution from monolithic to service-
oriented and finally to microservice architectures represents a
significant advance in the development and maintenance of
modern software applications. Microservice architectures
address many of the challenges associated with traditional
monolithic systems and service-oriented architectures and offer
significant improvements in flexibility, scalability and fault
tolerance. By splitting complex applications into independent,
loosely coupled services, microservices enable organisations to
better respond to changing business requirements and optimise
resource utilisation. As highlighted in the best practices and
recommendations, the key benefits of microservices include
their modular structure, which enables independent
development, deployment and scalability. This modular
approach allows organisations to scale services based on
specific requirements without impacting the owverall system.
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However, data consistency and Application Programming
Interface (API) management remain a major challenge and
require sophisticated strategies such as event sourcing and the
Saga pattern to maintain synchronisation across distributed
systems.

The recommended step-by-step migration strategy helps to
minimise the risks associated with the transition from
monolithic systems to microservices. This step-by-step
approach, together with cross-functional teams, ensures a
smoother migration process and promotes collaboration
between development, operations and quality assurance. In
addition, the adoption of DevOps practices such as Cl and CD
increases the efficiency and reliability of microservice delivery,
even though this requires a high level of technical maturity.
While the benefits of microservices are obvious, the increased
complexity and operational overhead created by their distributed
nature, as well as the need for advanced skills in DevOps and
container orchestration, present challenges that must be
carefully managed. However, the integration of new
technologies such as AlOps, Kubernetes and serverless
computing increases the potential of microservice architectures
and positions them as the dominant model for scalable, flexible
and resilient software systems in the future.

Companies that strategically apply these best practices and
recommendations will be better equipped to overcome the
challenges of microservice architectures while maximising the
benefits of scalability, flexibility and fault tolerance in their IT
infrastructures.
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Abstract—Geographically-distributed wide-area networks
(WANSs) offer expansive distributed and parallel computing
capabilities. This includes the ability to advance Wide-Area Big
Data (WABD). As data streaming traverses foreign networks,
intrusion detection systems (IDSs) and intrusion prevention
systems (IDSs) play an important role in securing information.
The authors anticipate that securing WAN network topology with
IDSs/IPSs can significantly impact wide-area data streaming
performance. In this paper, the researchers develop and
implement a geographically distributed big data streaming
application using the Python programming language to
benchmark IDS/IPS placement in hub-and-spoke, custom-mesh,
and full-mesh network topologies. The results of the experiments
illustrate that custom-mesh WANSs allow IDS/IPS placements that
maximize data stream packet transfers while reducing overall
WAN latency. Hub-and-spoke network topology produces the
lowest combined WAN latency over competing network designs
but at the cost of single points of failure within the network.
IDS/IPS placement in full-mesh designs is less efficient than
custom-mesh yet offers the greatest opportunity for highly
available data streams. Testing is limited by specific big data
systems, WAN topologies, and IDS/IPS technology.

Keywords—Information security; network topology; wide-area
big data; wide-area networks; wide-area streaming

I.  INTRODUCTION

Increasingly, organizations must collect large amounts of
data that is located in physically distanced data centers.
Geographically-distributed big data server clusters provide
massive scale data analytic capabilities across wide-area
networks (WANSs). Several big data frameworks in use at the
time of this writing such as Apache Spark are deployed within
single data centers [1]. However, big data clusters that run in
local area networks (LANS) do not necessarily have the same
challenges as WANSs. For instance, LANs have certain
advantages like bandwidth, shorter distance routing, and highly
available communication at cheaper costs. LANs also have
limitations spanning from local resources to global connectivity

2.

WAN:Ss enlarge the capabilities of LANS, offering expansive
resources and connectivity for geo-distributed data streaming.
For instance, WANalytics research is investigating how to
optimize distributed structured query language (SQL) queries
across WANS [3]. Subsequently, unsupervised machine learning
provides several possibilities to enhance geo-distributed data
streaming. For example, a sliding version of the hidden Markov
model (SlidHMM) improves bottleneck detection in WAN data
analytics [4]. Despite the latter progress, a survey on geo-

distributed frameworks found that research is lacking in several
areas. This includes decentralized architecture, data streaming,
multi-clusters, information security, and privacy [1]. The
objective of this work is to investigate the role of information
security in geo-distributed big data analytic framework literature
and provide subsequent steps toward securing this infrastructure
in future research.

Organization of the paper is as follows. The authors perform
a review of literature on the influence of information security on
geographically-distributed big data systems in Section Il. A
methodology develops from the review that identifies
procedures to test the performance of secured WAN topologies
in Section Ill. The results of the testing and a discussion are
given in Section IV and Section V respectively. Finally, Section
VI concludes the study.

Il. RELATED WORK

To better understand big data frameworks and their
geographically-distributed contributions, Bergui [1] performed
a survey of existing literature. A theme in progression centers
around optimizing big data systems for the ever-increasing
changes in network topology. Tuning these systems for WANs
is complex, yet not always clear in existing literature. For
example, in [1], bandwidth-aware systems do not always use
resource managers like yet another resource negotiator (YARN)
with specific WAN tuning capabilities. The researchers also
emphasize further work is necessary to study information
security and system architectures in geo-distributed big data
systems. Trust models become more complex when distributing
data between different governments. Researchers encourage
designing authentication strategies and decentralized
architecture frameworks capable of supporting more complex
geo-distributed clusters [1].

To better understand research that helps optimize big data
systems, the writers review data querying, transfer, placement,
and their environments, which includes network topology.

A. Querying Data

Research on  optimal geo-distributed  computing
architectures is ongoing. In study [3], the researchers introduce
the term WANalytics, which they contrast with Wide-Area Big
Data (WABD). WABD typically copies data from multiple data
centers to a single data center where data analytics transpire.
WANalytics is designed to support massive scale geo-
distributed analytics across multiple data centers. Its goal
focuses on reducing expensive WAN bandwidth while
maintaining compatibility with data sovereignty restrictions [3].
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Initial experimentations demonstrate that WANalytics can
reduce data transfer costs by as much as 360 times compared to
centralized data center methods. This occurs by allowing users
to test SQL queries between data centers in Europe, North
America, and South-East Asia. While WANalytics shows
tremendous progress toward optimizing geo-distributed
computing architectures, information security appears to be
distant in this literature [3].

Demand for wide-area data analytics enforces the need to
advance the capabilities of geo-distributed big data systems. For
instance, Wang and L.i [4] propose the Lube system framework
to monitor, detect, and resolve bottlenecks in in geo-distributed
data analytic queries. Benchmarks show optimizing scheduling
policies across distributed data centers can lower query response
times up to 33 percent when compared to other big data systems
like Apache Spark. Similar to Lube [4], Turbo [5] has the ability
to improve geo-distributed data analytics queries at runtime.
Using machine learning, Turbo optimizes data analytic query
execution plans across multiple physically distanced data
centers. In a geo-distributed Google Cloud environment that
spanned eight regions, Turbo lowered query completion times
by 41% [5].

In study [6], the authors focus on common executions in
wide-area network streaming analytics queries. Examples of
common execution elements include shared data processing and
input data. While improvements are achievable using common
query executions in streaming analytics, researchers emphasize
that without WAN awareness, weaker performance can exist in
geo-distributed data center communications. WAN-aware
multi-query optimizations that leverage common executions can
reduce WAN bandwidth as much as 33% in contrast to systems
that fail to use shared execution components. Therefore, multi-
query efficiency may have some dependency on WAN-
awareness [6]. Despite the advancements of wide-area data
analytics in geo-distributed analytics, many questions remain.
Researchers in [1] note that further work is beneficial to address
variations in the structure of data, determine the optimal features
to reduce query completion times, and construct a larger range
of performance metrics to measure bottlenecks. Another
complementary vein of research focuses on bulk data transfer.

B. Bulk Data Transfer

Transferring bulk data within inter-datacenter networks
requires efficient strategies to reduce associated costs.
Multimedia big data such as video streams and gaming content,
compete for leftover bandwidth in backbone transport networks
that connect geographically-distributed data centers. However,
the exponential increase of data transfer these services need can
degrade backbone networks [7]. Though certain algorithms can
efficiently manage guaranteed traffic and reassignment [8], it is
well understood that middleware and control plane protocols are
amongst several layers of the architecture that require greater
attention in research [9]. As one example of progress toward the
latter goal, software defined networking (SDN) helps dissociate
the control plane from data paths. This leads to more dynamic
adjustment of data routing as network environmental attributes
change [10].

Particularly when sending bulk data transfers between geo-
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distributed data centers, researchers in study [10] highlight three
primary services. This includes 1) task admission control, 2)
data routing, and 3) store-and-forward. Task admission control
rejects or accepts network transfer requests based upon whether
they can be completed by a specified deadline. Data routing
must choose the best path data should take to reach its
destination, which can include rerouting through intermediate
data centers. The concept of store-and-forward decides whether
it is more efficient to store data temporarily within intermediate
data centers and forward it at a more optimal time than the
immediate time of execution. If so, decisions must be made to
determine where the data is temporarily stored until it reaches
its destination [10].

C. Data Placement

Subsequent focus on efficiently distributing data between
data centers are algorithms that calculate cloud service provider
(CSP) costs [11]. Certain data sent between CSPs can tolerate
delays, which can be transferred using store-and-forward
intermedia storage nodes with off-peak internet service provider
(ISP) bandwidth that is already financed [12]. Multi-rate
bandwidth on-demand (BoD) brokers employ scheduling
algorithms to optimize the use of this residual bandwidth. As an
example, the BoD broker in study [6] uses standby wavelengths
within the wavelength division multiplexing (DWDM) layer to
decrease peak network bandwidth. Adjustments are possible
based on delay-intolerant and delay-tolerant transfer requests.
Compared to relational algorithms like First-Come-First-Served
(FCFS), more precise use of time slots in all wavelengths is
optimal when peak bandwidth results in delayed or blocked
requests [7].

When inter-datacenter networks are congested, certain
storage decisions can help reduce additional network load. This
includes the use of intermedia storage (IS) and edge storage
(ES). ES allows certain types of jobs like bulk data transfers to
leverage storage at the edge of network domains and forward it
during periods of off-peak CSP bandwidth. In study [13], as
network load increases there is a linear decrease in the success
of bulk transfers. Bulk data transfers are optimal when the
allowed wait time is twice the aggregated network load. In
summary, the authors found that ES and IS perform similar
when peak bandwidth times are small. Medium or less network
load results in little difference between ES and IS. However, in
this research 1S performed significantly better than ES in times
of high network load [13].

Research on bulk data transfer across low latency or
congested links is helping advance several needs including
scheduling optimization [9], bandwidth costs [11], and delay
tolerance [12]. In reviewing related literature, information
security is not a central component of big data transfers between
geo-distributed cloud data centers [7, 10], inter-datacenter bulk
transfers [11, 13], or research networks [8]. Additionally, while
certain testing considers differences in specific network
topology [7, 10] others do not [8, 12]. Therefore, opportunities
may exist to study the influence of information security and
network topology on bulk data transfers in low latency network
environments. To explore this further, the authors turn to the role
of network topology and geo-distributed big data systems.
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D. Network Topology

Network topology influences several dimensions of geo-
distributed big data systems, including the elasticity of nodes in
a cluster [12]. A challenge of big data streaming is resource
provisioning across shared cloud infrastructure. Particularly
when the cloud tenant does not own infrastructure, it can be
challenging to decipher the cause of poor performance on
collective physical hardware that runs virtual machines (VMs).
In study [14], the authors highlight the need for the dynamic
rescheduling of big data streaming tasks using multitenant-
aware resource provisioning that is independent of the VM
hypervisor. Software defined networking (SDN) plays an
impactful role in this provisioning by supporting load balancing
between cloud-based VM clusters. In contrast to other network
topologies, SDN can define its topology in real time. This in turn
allows for additional cloud node elasticity [14]. In study [12],
researchers focus on optimizing bulk data transfer in a geo-
distributed data center system using SDN architecture. SDN
elasticity promotes dynamic routing decisions using bulk data
transfers in pieces in contrast to handling transfers as endless
flows [12].

Like [13], researchers in study [15] highlight a need to
optimize big data streaming strategies between geo-distributed
data centers. The authors note that traditional methods for
distributed data streaming such as task assignment are
insufficient when high throughput data exists along with low
latency WAN links [15]. Researchers also emphasize the need
to perform data mining on data sent between WANs from
streaming applications that perform user-clicks, social networks,
and Internet of Things (loT) hardware [16]. A proposed
advancement is an SDN-based resource provisioning framework
capable of monitoring WANS, identifying an optimal selection
of big data worker nodes, and more efficiently assigning tasks to
the chosen nodes. In initial tests, SDN resource provisioning
results in minimal processing time that is 1.64 times faster on
the tested environment, which included Apache Flink, Apache
Spark, and Apache Storm [15].

One of the challenges of geo-distributed and wide-area
network data analytics streaming is identifying performance
problems when infrastructure is not under the control of the
customer. Multitenant-aware resource provisioning using SDN
network topology is a proposed solution when cloud computing
hardware is shared amongst multiple customers [14].
Monitoring and increasing performance of multitenant
streaming analytics also requires more advanced worker node
and loT placement strategies in low latency network topology.
Streaming platforms like S4, Apache Storm, and Apache Spark
were not initially designed for low latency analytics shared
between users and applications in distributed 10T systems.
However, improvements are being made in the streaming
platforms. For instance, Apache Spark supports structured
streaming via PySpark, a Python API. Spark streaming has the
capability to stream data in micro-batches [1]. In study [16], the
GeeLytics platform is introduced as an alternative streaming
platform to address low latency networks. This includes more
dynamic mechanisms to balance real-time streaming in the
cloud and network edges. The proposed design is expected to
reduce edge-to-cloud bandwidth use for 10T data analytics. It is
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also engineered to increase customer insight into multi-tenancy
system efficiency [16].

Proposed in study [17], a worker node placement framework
focuses on wide-area streaming analytics. It builds upon the
Simple Additive Weighting (SAW) method. In this model, a
central global manager determines how tasks are assigned across
multiple edge data centers using a proposed SAW-based Node
Ranking (SNR) algorithm. Task slots are determined based upon
the amount of input data and processing power of each slot.
Additionally, task slots communicate over the WANS links. This
allows the global manager to maintain the status of key link
metrics including cost, delay, and bandwidth as well as identify
network topology changes. Researchers tested the SNR
algorithm on Apache Flink, Apache Spark, and Apache Storm
using small, medium, and large graphs to simulate different
network sizes. Each big data system shows performance
improvements compared to other worker node placement
strategies [17].

WAN traffic costs are central to several recent advancements
in geo-distributed streaming analytics research. Costs are
influenced by network design. For instance, the hub-and-spoke
design includes several network edges that interconnect via
WANS to a central data warehouse. Popular streaming analytics
service providers use this model at the time of this writing [18].
Important to this network model is determining the optimal
amount of computation that should exist at the center of the
topology or the edge. Based on the hub-and-spoke network
topology, researchers have identified staleness or the delay in
retrieving data results and WAN traffic as pivotal metrics.
Experiments using common analytics from large CDNSs
highlight the need to minimize both latter metrics [18].

AggNet is a subsequent advancement in research focused on
reducing WAN traffic costs. Developed on the Apache Flink
framework, AggNet [19] reduces WAN bandwidth by
aggregating a percentage of real-time data analytics closer to the
location of end users. Aggregation from AggNet
implementation has shown 47% to 83% decreases in traffic costs
when compared to traditional costs from relevant industry
organizations that included Akamai and Twitter [19].

Although the hub-and-spoke network model is a cornerstone
in recent geo-distributed streaming analytics work [18-19],
researchers understand current network topology must change to
meet the future needs of big data analytics. In study [20],
researchers argue that high communication cost, data
sovereignty, and data privacy challenge the feasibility of central
data center designs. Proposing the concept of geo-distributed
machine learning (Geo-DML), parameter server (PS) placement
remains a challenge for distributing raw machine learning data
between WANS. A proposed solution is using approximation
algorithms capable of selecting the optimal data center for
training using network cost. Results of using this strategy reduce
communication cost up to 21.78% over other Internet network
topology. However, the potential effect of IDS/IPS hardware is
unknown [20].

E. Summary

Several advancements are occurring that improve geo-
distributed big data systems. AggNet helps reduce WAN traffic
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by placing data closer to end users [19]. In study [18],
researchers develop a hybrid online algorithm to determine
optimal computation at the network edges versus the center in a
hub-and-spoke WAN model. In small to large network topology,
the SNR algorithm shows capability to optimize tasks across
geo-distributed data centers using the simple-additive weighting
method [17]. Subsequently, an approximation algorithm finds
the best data center as the parameter server for machine learning
training on two network topologies, which included a Google
privattt. WAN and a United States Internet with nine
interconnected data centers [20]. Like research on bulk data
transfer between geo-distributed data centers, little emphasis
exists on information security in these papers [17-20].
Additionally, network topologies are limited to only a few
different types of WANSs [20] as well as traditional hub-and-
spoke designs [18]. SDN-based networks also show promise in
helping optimize resource provisioning but may need additional
consideration as they gain more traction in geo-distributed
WAN analytics [14].

The research that follows presents an elementary
investigation into whether IDS/IPS placement impact the
performance of big data systems operating between low-latency
network topologies.

I1l. METHODOLOGY

The research design follows the information systems
research framework outlined in study [21]. Three pillars of the
framework include the environment, information systems
research, and the coinciding knowledge base. Within the
environment stage of the latter research methodology, this paper
focuses on building modern IT infrastructure to support
massive-scale data analytics. Subsequently, the research stage
focuses on WAN simulations to evaluate supporting network
topology for capable big data systems. The researchers add to
the existing knowledge base by reporting on the effects of
IDS/IPS placement on real-time data streaming systems in
network topologies able to migrate into modern SDN-enabled
WAN:S.

Following the design science methodology, business needs
are the driver for building new information system artefacts [21].
Wide-area data analytics is gaining traction due to the increased
need for businesses to analyze real-time data streams in multiple
physical locations [6]. Notably, big data systems in geo-
distributed data centers provide immense opportunity to support
streaming massive amounts of data on low-latency WAN
connections. Provisioning resources across modern SDN WAN
architectures, provides big data systems like Apache Spark with
more expansive horizontal scalable than centralized data centers
[15]. To support the growing business need for geo-distributed
streaming, the researchers design and implement current WAN
topologies capable of efficiently and securely connecting
physically distanced big data systems.

Investigators design and implement three well recognized
Software-defined-wide area network (SD-WAN) arbitrary
topologies outlined by study [22], including hub-and-spoke,
full-mesh, and custom-mesh. Each are implemented across ISP
leased lines. The applied network topology uses the
specifications engineered by Cisco Systems in their Cisco
Extended Enterprise SD-WAN Design Guide. These are located
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in Fig. 7 Hub-and-Spoke Topology with Cisco IR1101 and Fig.
8 Mesh Topology with Cisco IR1101 and SD-WAN in study
[23].

A. Experimental Network

The experimental Cisco Systems network resides in an
enterprise-class data center. Within the research network, the
authors design and implement wide area network (WAN) data
centers in four major United States cities. The central data center
is located in New York, New York. From the New York data
center, WAN links connect to data centers via routers in the
cities of Orlando, Florida, Los Angeles, California, and Seattle,
Washington. Router placement and configuration for each WAN
parallel Cisco IR1101 and SD-WAN in [23]. WAN network
latency between the latter data centers equals averages, at the
time of this writing, in milliseconds (MS) published by AT&T
in study [24]. The full-mesh network topology, which includes
network latency for all WAN links, is outlined in Fig. 1.

58 ms latenc

Log bngeles
WhN

52 ms latency

Fig. 1. WAN network latency.

B. Big Data System Architecture

The experimental environment includes four big data server
clusters in each data center. Clusters are connected by the WANs
and secured by intrusion detection systems (IDSs) and intrusion
prevention systems (IPSs). All server and router hardware are
the same make and model. Hardware has precisely the same
specifications including physical CPUs, memory, and solid state
disks. Each data center houses a Dell PowerEdge server running
an updated Microsoft Hyper-V Server 2019. Virtual machines
hosted in Hyper-V consist of Intel Xeon processors with five
physical CPU cores and 24 gigabytes of memory.

Fig. 2 shows the big data system architecture for cluster one
(C1) connected to the New York WAN. Each of the four system
clusters parallel this architecture. The clusters consist of six big
data system VMs running the Ubuntu 22.04 Long Term Support
(LTS) server operating system. Two VVMs are dedicated Apache
Hadoop name nodes. The primary and secondary name nodes
connect to four data nodes with a replication factor of three. Data
nodes are configured as both Apache Hadoop and Apache Spark
worker nodes. Name nodes connect to the WAN through a router
and an IDS/IPS. The WAN routers at each site also have one
external facing Dell PowerEdge server with 5 physical CPU
cores and 24 gigabytes of memory. The latter WAN-connected
Ubuntu 22.04 LTS servers measure and collect performance
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data between the geo-distributed data centers. The edge servers
are also the source of all external data streams sent to the big
data clusters. Table I shows the corresponding software and
versions of the big data systems.

Fig. 2. Cluster architecture.

Experiments use Suricata for the intrusion detection system
(IDS) and intrusion prevention system (IPS). Suricata is well
supported by the open-source community as a modern world-
class IDS/IPS [25]. It allows researchers to customize packet
bundling techniques to analyze stream data sets efficiently and
effectively [26]. Suricata is compiled with the emerging threats
open ruleset [25]. Specific Suricata rules allow the unique public
IP addresses of the streaming clients to connect to a primary and
secondary name node in each data center cluster. Streams and
associated IPS rules use the customized TCP port range of 9990
— 9999 on each big data cluster. With the exception of the
experimental data streams and SSH for system administrator 1P
addresses, no other external traffic is allowed into the data center
networks by the IDSs/IPSs.

TABLE 1. EXPERIMENTAL SOFTWARE VERSIONS
Software Version
Hadoop 3.36
Iptables 187
Nmon 16
OpenJDK 8u412
Pdsh 2.31-3
Pyspark 351
Python 3.10.12
Spark 351
Suricata 6.0.4
Tcpdump 4.99.1
Ubuntu 22.04.4

C. Streaming Architecture

Within the big data system architecture, the primary and
secondary name nodes are configured as Apache Spark
streaming servers. Fig. 3 outlines the big data streaming
architecture. From an Ubuntu server on each WAN, 1 GB
streams are sent to the primary and secondary name nodes. To
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process the data streams the authors developed a big data
streaming application using Apache PySpark. The application
facilitates the unstructured data streams to Apache Spark on the
primary and secondary name nodes. It uses the Spark context
object and PySpark streaming class instudy [27] to develop the
streaming functions. Each application instance processes word
counts on the data streams. Word counts are aggregated using
key value pairs using Spark in-memory computation and
subsequently written across the Hadoop Distributed File System
(HDFS) for long-term data analytics. HDFS block sizes are
configured for 128 MBs.

D. Benchmarking Technologies

Simulation is one of several methods in the design science
research framework [21] that helps assess and refine novel
artifacts. Central to this work is determining how modern
IDS/IPS placements impact the performance of geo-distributed
big data system clusters. The researchers use raw network
performance statistics between connecting WANS to evaluate
real-time data streams. In study [28] researchers evaluate raw
network performance using httping and iperf3 on anonymous
circuit-based communications. The networking utilities were
able to effectively measure the average latency and throughput
between hubs in a metropolitan area. Iperf3 is also used in WAN
environments to test network capacity. Researchers investigated
the transfer of science big data across WANS in study [29] using
NVMe over Fabrics (NVMe-oF). NVMe-oF is able to provide
enhanced non-volatile memory functionality for storage
networking fabrics. Methods in the study successfully use iperf3
to test for bottlenecks in the networks [29].

Fig. 3. Streaming architecture.

Like [29] iperf3 measures latency between the geo-
distributed data centers in this study. In Fig. 2, iperf3 resides on
the name node servers, IDS/IPS servers, and the WAN servers.
Network latency is measured between the edge of each WAN
and the name node clusters. Similar to study [26], the authors
combine TCP packets into streams to analyze the network data.
Libpcap, tcpdump [30], and Nigel's performance Monitor for
Linux (nmon) [31] facilitate the raw network packet captures.
Nmon uses the “-s” option to collect network packets every
second throughout the duration of the Apache Spark streaming
tests.

In addition to using network bitrate to test data streaming
performance, it also determines the optimal location of the
IDSs/IPSs in this study. To establish the optimal IDS/IPS
placement in each network topology, researchers iteratively run
the experiments with each recommendation in the Cisco
Extended Enterprise SD-WAN Design Guide [23]. The authors
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base the final IDS/IPS location selection on the best raw network
bitrate for each topology in the testing that follows.

The proposed research methodology uses a design science
approach to investigate the impact of IDS/IPS placement on geo-
distributed big data systems. It outlines the system architectures
and benchmarking processes in the coinciding experiments.
Next, the authors implement the proposed tests and report the
results of the evaluations.

IV. RESULTS

Hub-and-spoke in Fig. 4 is the first experimental network
topology (T1) that tests the IDS/IPS performance of geo-
distributed big data systems. WAN connections source from a
central data center in New York, NY to the remote cities of
Seattle, Los Angeles, and Orlando. The authors automated the
tests using the Python programming language and Bourne-
Again SHell (bash) scripting. This includes a start and stop
script.

A. Experimental Environment

A start script prepares a consistent experimental
environment for each iteration of the performance testing. A stop
script resets the environment to the original state, ensuring each
test begins with the same configuration. The start script begins
by starting each Suricata IDS/IPS service and checking the
compiled security rules. After the IDS/IPS is functioning
properly, the script starts Apache Hadoop and Spark. At this
stage, a health check ensures HDFS is operating correctly across
the clusters. If the distributed file system is unhealthy, it exits
after logging error codes. If HDFS is healthy, TCP ports 9990-
9999 open for Apache Spark streaming.

Each name node on four geo-distributed big data clusters
runs a parallel Python application that facilitates the system and
network performance benchmarking. The Python application
invokes the PySpark streaming application, establishing 1 GB
data streams to the primary and secondary names nodes.
Throughout the experiments, a health check monitors the
Apache Hadoop and Spark logs. If the Python application fails
in-memory processing or HDFS writes at any time during the
real-time stream, the application exits after logging error codes.
The start script sleeps for 30 seconds following invocation of the
Python application to ensure streaming is functional.

Following successful execution of streaming services, a
series of bash shell commands collect and aggregate raw
network performance statistics using libpcap, tcpdump, nmon,
and iperf3. Data aggregation is per cluster. For example, data
combines from the two name nodes and two IDSs/IPSs for each
site into a single file. Measurement and results are from
transmission control protocol (TCP) network traffic. Tcpdump
and nmon results are collected from real-time TCP traffic.
Intervals for each tool are set to write performance data every
second. Nmon executes with the default settings with the
exception of the “-s” syntax for seconds. Iperf3 uses the IP
address of each server, the connecting port, and the interval in
seconds, and the bidirectional traffic syntax.

Tests invoke in parallel across each cluster using the start
script. To ensure saturation, the authors ran the tests ten times
for twelve minutes each. Each test produces 720 unique rows of
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data, of which the middle 600 rows are selected for analysis to
avoid potential anomalies at the beginning or ending of the
testing. Data analysis begins and ends on the same timestamp
for each cluster.

“wzT1: Hub-and-spoke
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Fig. 4. WAN network topology (T).
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Fig. 5. Hub-and-spoke topology (T1) bitrate.

B. Hub-and-Spoke Topology

Topology 1 (T1) represents the hub-and-spoke WAN
experiments. The New York data center connects to Orlando,
Seattle, and Los Angeles. WAN latency is 30 milliseconds to
Orlando, 58 milliseconds to Seattle, and 59 milliseconds to Los
Angeles. Consistent with the cluster architecture in Fig. 2, Spark
streams run from the WAN VM through dual Suricata
IDSs/IPSs before reaching the primary and secondary Apache
Hadoop name nodes. Data streams over three WANS are sent to
the primary and secondary name nodes of each big data cluster.
The name nodes load balance 128 MB HDFS block writes with
a replication factor of three across the data nodes.
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Fig. 5 outlines the network bitrate from the WANS to the
name nodes measured in megabits per second (mbits/sec). From
the New York data center, the rates are 416.496 mbits/sec to
Seattle, 409.346 mbits/sec to Los Angeles, and 796.833
mbits/sec to Orlando. The mean bitrate for the hub-and-spoke
topology is 540.892 mbits/sec.

C. Custom-Mesh Topology

Topology 2 (T2) represents the custom-mesh WAN
experiments. In the custom-mesh network topology, the
IDSs/IPSs protect the big data systems at the edge of each LAN.
Dual routes exist through each IDS/IPS to the primary and
secondary Hadoop name nodes. WANSs have redundant paths to
each LAN, allowing data streams alternative routes in case of a
network failure. Testing establishes a total of eight data streams
to Apache Spark. For example, in Fig. 4, New York has a data
stream from Seattle and Orlando.

In the custom-mesh topology, the New York data center
connects to Orlando and Seattle. WAN latency is 30
milliseconds to Orlando and 58 milliseconds to Seattle. Data
streams from New York to Los Angeles route through either
Seattle or Orlando. The Los Angeles data center connects to
Seattle and Orlando. WAN latency from Los Angeles is 26
milliseconds to Seattle and 52 milliseconds to Orlando.

Fig. 6 outlines the network bitrate from the WANSs to the
name nodes measured in megabits per second (mbits/sec). From
the New York data center, the rates are 795.578 mbits/sec to
Orlando and 415.931 mbits/sec to Seattle. Rates from Los
Angeles to Seattle are 915.41 mbits/sec and Los Angeles to
Orlando 464.22 mbits/sec. The mean bitrate for the custom-
mesh topology is 647.729 mbits/sec, which is 106.837 mbits/sec
greater than the hub-and-spoke network topology.
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Fig. 6. Custom-mesh topology (T2) bitrate.

D. Full-Mesh Topology

Topology 3 (T3) is a full-mesh WAN design. As highlighted
in Fig. 4, data centers have WAN paths to each city, providing
the most redundancy of the designs. Twelve data streams are
sent to the primary and secondary name nodes of each big data
cluster through dual 1DSs/IPSs. This is shown in the cluster
architecture in Fig. 2.

Within the full-mesh topology, New York has WAN
connections to data centers in Orlando, Seattle, and Los
Angeles. In sequence, WAN latency from the New York data
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center to Orlando is 30 milliseconds, to Seattle 58 milliseconds,
and to Los Angeles 59 milliseconds. Likewise, the Los Angeles
data center connects to Seattle, Orlando, and New York. Los
Angeles WAN latency to Seattle is 26 milliseconds and 52
milliseconds to Orlando. Orlando to Seattle WAN latency is the
largest at 71 milliseconds.

Fig. 7 shows the network bitrate from the WANS to the name
nodes measured in megabits per second. New York data center
bitrates are 761.068 mbits/sec to Orlando, 414.98 mbits/sec to
Seattle, and 409.33 mbits/sec to Los Angeles. Los Angeles data
center bitrates are 462.771 mbits/sec to Orlando and 870.065
mbits/sec to Seattle. Seattle bitrates are 882.696 mbits/sec to Los
Angeles, 414.995 mbits/sec to New York, and 341.19 mbits/sec
to Orlando. The mean bitrate for the full-mesh topology is
544.637 mbits/sec. The mean rate is 3.745 mbits/sec more than
the hub-and-spoke topology and 103.092 mbits/sec less than the
custom-mesh topology.
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Fig. 7. Mean WAN data stream transfers in gigabytes.

E. Streaming Data Transfers

Fig. 8 highlights the mean data transfer rates of the Apache
Spark streams through the WAN links. Fig. 9 illustrates the total
data transfer rates of the Apache Spark streams through the
WAN:S.
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Fig. 8. Full-mesh topology (T3) bitrate in mbits/sec.

Gigabytes were converted from megabytes for the total data
stream transfers. Total gigabytes transferred across the WAN
network links for the hub-and-spoke network topology is
116.116. Mean gigabytes transferred between the data center
sites is 38.705. Custom-mesh produces a mean of 46.364
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gigabytes and a total of 370.915 gigabytes. Full-mesh network
topology delivers a mean of 38.956 gigabytes and a total data
transfer of 467.474 gigabytes.

Full-mesh has a mean data transfer rate slightly greater than
hub-and-spoke. On the contrary, mean custom-mesh data
transfer produces 7.659 gigabytes more than the hub-and-spoke
network topology and 7.408 gigabytes more than the full-mesh

topology.

Futlmesn -
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Hub-and-spoke -

0 100 200 300 400 500
Gigabytes

Fig. 9. Sum WAN data stream transfer in gigabtyes.

F. WAN Performance

Table 1l highlights the total WAN latency of each network
topology along with the total amount of data transfer from the
data streams. Table Il also notes the number of internet service
provider (ISP) leased lines used for each WAN topology in the
experiments. Hub-and-spoke network topology results in an
average of 38.705 gigabytes of data transfer per ISP leased line.
Custom-mesh has an average data transfer of 92.728 gigabytes
per leased line while full-mesh has an average data transfer of
77.912 gigabytes per leased line.

TABLE Il.  WAN LATENCY VERSUS DATA TRANSFER
Tonolo ISP Leased Total WAN Total Data
pology Lines Latency Transfer
Hub-and- 3 147 ms 116.1166 Gbs
spoke
Custom- 4 166 ms 370.9158 Gbs
mesh )
Full-mesh 6 296 ms 467.4745 Gbs
G. Summary

To measure whether IDS/IPS placement impacts geo-
distributed big data systems, the researchers study WAN
connections between the remote cities of Los Angeles, Orlando,
New York, and Seattle. Data centers in each city host big data
clusters running Apache Hadoop and Spark. Data streams are
sent through the 1DSs/IPSs from the WANS to each of the four
big data clusters. The researchers develop a novel Python
application that uses PySpark streaming classes to facilitate real-
time geo-distributed massive data streaming. Performance
measures use raw network traffic data to demonstrate the results
of three prominent network designs; hub-and-spoke, custom-
mesh, and full-mesh. Results illustrate the ability to load balance
data streams through IDS/IPS locations with the lowest WAN
latency in custom-mesh topology while continuing to offer
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alternative network paths to geo-distributed data centers. Next,
the authors discuss these results.

V. DISCUSSION

Live data streams across four unique geo-distributed data
centers show variability in real-life scenarios. Though
researchers were able to optimize bandwidth through three
different WAN topologies, there are clear performance
differences that decision makers should consider when
architecting secure clusters for WABD.

A. Geo-Distributed IDS/IPS Placement Performance

Researchers were able to achieve the fastest data streams
across geo-distributed data centers using a custom-mesh
network design. IDS/IPS placement in the custom-mesh
network topology achieves a mean of 106.836 mbits/sec more
network bitrate than the optimized hub-and-spoke topology.
Similarly, on average the custom-mesh topology is 103.091
mbits/sec faster than the full-mesh design.

In this study, IDS/IPS placement within the full-mesh
network design results in slightly faster mean bandwidth
available for WABD data streams than the hub-and-spoke
network topology. Full-mesh benefits from a mean of 3.745
additional mbits/sec across the WAN architecture. While full-
mesh network topology has additional benefits over both hub-
and-spoke and custom-mesh such as more fault tolerance, this
comes at the cost of expensive WAN bandwidth [22].

In the experiments, hub-and-spoke has three ISP leased
lines. Custom-mesh has four leased lines while full-mesh has six
leased lines. When reviewing Table I, custom-mesh is able to
transfer 54.023 more gigabytes of streaming data through the
IDSs/IPSs per leased line than the hub-and-spoke network
topology. This comes at a cost of only one additional ISP leased
line in these experiments. However, it also adds an extra path of
redundancy between each site, eliminating potential single
points of failure in the hub-and-spoke network topology.

Custom-mesh also transfers 14.916 gigabytes more data per
leased line than the full-mesh topology. Despite this result, full-
mesh benefits from an additional redundant path to subsequent
data centers. Similar to custom-mesh, full-mesh provides more
bandwidth than the hub-and-spoke topology. In comparison,
full-mesh produces 39.206 gigabytes more data per leased line
than hub-and-spoke. While data centers in the full-mesh design
could experience several network failures before losing
complete connectivity to another site, it also comes at the cost of
three additional ISP leased lines over the custom-mesh topology.

B. Limitations

This paper does not address pricing, which limits the
analysis of geo-distributed IDS/IPS placements specific to big
data streaming. Although the results of this study give some
indication of potential efficiency of various IDS/IPS locations
for geo-distributed big data systems, it is financially
inconclusive as many variables determine the costs of
implementing and maintaining each of the network designs in
real-life environments. For instance, in study [15], custom
topology resulted in considerable pricing differences for data
transfer alone, ranging from $0.02 to $0.25 per GB of data
transfer.
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Research efforts are advancing big data worker node
placement using several available data points. For example, in
study [17] the simple-additive weighting method strategically
places data streaming tasks using data transmission cost,
latency, and bandwidth. However, algorithms lean upon
available network data without considering human factors.
Future research is important to consider more closely defined
pricing models for IDS/IPS placement specific to geo-
distributed WAN data streaming.

This paper is also limited to initial benchmarking of three
traditional WAN topologies that use manual IDS/IPS placement
methods. To advance this research, existing algorithms could
consider IDS/IPS latency within avant-garde WAN topologies.
For example, the approximate parameter server placement
(APSP) algorithm proposed by study [20] could be tested in
IDS/IPS environments to identify if the randomized rounding
method is still applicable. Similarly, future research could test
IDS/IPS locations using WAN topology-aware frameworks
introduced in study [15] and study [17].

Finally, IDS/IPS benchmarking is limited to a Python
streaming application engineered for Apache Spark. Similar to
study [17], researchers may consider other big data streaming
systems like Apache Flink and Apache Storm along with varied
streaming applications developed in Scala and/or Java.

VI. CONCLUSION

This paper develops a PySpark streaming application in
Python capable of benchmarking geo-distributed data centers
secured by IDSs/IPSs. The application sends data streams across
the WAN topologies of hub-and-spoke, custom-mesh, and full
mesh. In each topology, the researchers optimize IDS/IPS
placement using industry best practices and experimentation.
The proposed placements show several tradeoffs. Hub-and-
spoke has the least aggregate WAN latency and the fewest
number of ISP leased lines but at the cost of single points of
failure within the WAN topology. Custom-mesh network
topology benefits from the fastest raw network performance. It
also has dual paths to geo-distributed data centers at a cost of
only one additional ISP leased line. Full-mesh offers the most
fault tolerance and raw data streaming bandwidth. However, it
requires a minimum of two additional ISP leased lines over
custom-mesh. In summary, IDS/IPS placement in custom-mesh
network topology allows engineers to customize the amount of
high availability across WANs while reducing associated costs
of leased lines. Advancing this work could include evolving
network topology for WANalytics, automating IDS/IPS
placement, testing alternative big data streaming systems, and
incorporating  financial costs into IDS/IPS placement
determination. Subsequently, researchers may consider testing
existing or new worker node placement algorithms in WABD
IDS/IPS environments.
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Abstract—Within an existing organization, internal expertise,
staffing, compensation, information systems, and market focus
may complicate the introduction of new ideas while culture and
aversion to risk may completely derail the organizations’ ability
to innovate. The STAR model for corporate innovation provides
a theoretical model on how to develop and execute innovative
practices to overcome these obstacles and achieve significant
market penetration and value. The model is a theoretical
framework that empowers organizations of all sizes to construct
the necessary structures and advocacy needed to create products,
services, and internal processes that enable them to dominate the
industry in which they participate. The model also provides the
mechanism to support the identification, acceptance, and rapid
deployment of relevant new technologies that offer an
opportunity to create an unfair advantage, something that is very
hard to replicate.

Keywords—Corporate entrepreneurship; innovation model;
market dominance; competitive advantage

. INTRODUCTION

Few companies have strategic architecture to promote the
creation and launch of bold new innovations that lead to
market dominance. Without a strategic approach, they focus
on fragmented tactical isolated activities. Processes do not
exist that differentiate between minor product enhancements
and bold new initiatives. While every organization has a
culture, few, however, encourage and support innovation by
fostering input from multiple diverse stakeholders. Innovation
is not rewarded. Expertise is not acknowledged. Risk-taking is
discouraged. Significant value creation is not considered.
Rapid development and prototyping are not permitted until
lengthy specification documents are prepared. Metrics do not
exist to assess innovation initiatives. Thus, companies may
theoretically support the notion of innovation, but the absence
of an integrated strategic model limits their ability to actually
innovate. These issues cited represent a small subset of the
many challenges existing organizations face when attempting
to strategically organize for innovation.

When considering the millions of organizations who
attempt to innovate, but ultimately fail, understanding how to
better conceptualize and enable innovation within an existing
organization is crucially important. To begin to understand
this important topic, the authors thoroughly reviewed the
extant literature then created and deployed a management
survey to assess corporate innovation and the necessity to
create a management innovation model suitable for use by
existing organizations. Survey respondents cited the benefits
of innovation while also reporting the challenges encountered
in their own organizations and the need to have some type of

model. Based on the survey results, the authors propose the
STAR model for corporate innovation described in the
remainder of this paper.

1. LITERATURE REVIEW

The literature is replete with tactical approaches for start-
up companies to create successful new products rapidly and
accurately. Over the last 15 years, much of this discussion has
been based on the seminal work by Eric Ries [1], who after
concluding that many new products fail, proposed tactical
novel approaches to product development. Instead of
completing a lengthy specifications document that sometime
took years to write, he proposed creating a minimum viable
product based on perceived customer need. Then, through
rapid development and continuous improvement, the product
is refined and marketed thereby resulting in accelerated
market entry. He argued that continuous improvement and
focusing on delivering value to customers produces better
results than the creation of traditional business plans.

Ries [2] stressed the importance of employing innovation
accounting and continued the use of the term pivot (introduced
in 2011) as a structured course correction. He explained that a
“pivot” is a change in direction informed by feedback and data
from the market, customers, or other sources. In most cases, it
is not a complete change in direction, instead, it is a natural
part of the iterative process. Ries [3] created a tactical step-by-
step guide for implementing lean methodologies in product
development. He expanded the discussion and use of a
minimal viable product by incorporating practical tools and
techniques to create and test customer value propositions. He
also supplemented his approach with the creation of a leader’s
guide in which he suggests the use of innovation accounting
methods to measure progress, how to manage entrepreneurial
employees, and how to sustain innovation.

Reis successfully proposes tactical approaches for start-ups
to create new products more rapidly. Adapting this approach
to an existing company has limitations because it is proposed
without consideration of an organization’s infrastructure,
personnel, expertise, staffing and its market focus. He
addresses value creation, rapid development, hypothesis
testing, and metrics. However, an existing organization is
different from a new company. Ries does not address an
existing organizations’ structure, reward system, company
culture and of course risk aversion. Most importantly, Reis
does not address how to incorporate existing company
resources [4], nor does he critically examine how to scale the
initiative [5]. While it is known that there are tactical targeted
approaches to enable innovation in start-up ventures, it is not
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known whether there is a need for a similar approach for
existing organizations. Specifically, it is not known whether
existing organizations need an integrated strategic structure
that provides the framework to enable innovation on an
ongoing basis. To that end, the authors initiated a survey to
assess whether management within existing companies in the
United States supports the need for such a model.

11. RESEARCH METHODOLOGY

In 2022, a 32-question innovation survey was distributed
to managers within existing companies in the United States to
assess the current nature of how innovation is enabled within
their respective organizations. In as much as there is little data
relative to innovation execution within existing companies, the
sample population, which includes multiple industries and
organizations of all sizes, creates a balanced initial
management assessment relative to the innovation process
inherent to these organizations.

The sample population consists of managers employed in
organizations of varying sizes. As such, 32.9% of the
managers represent organizations with two to 100 employees,
34.7% of the managers represent organizations with 101 to
1,000 employees, and 32.4% of the managers represent
organizations with 1001 or more employees. The sample
population also includes managers employed in over 40
industrial sectors. The largest industry representation consists
of Retail (9.3%), Healthcare (8.8%), Manufacturing (7.9%),
Information Technology (6.5%), Food Beverage (5.6%),
Education (4.6%), Construction (5.6%), Computer Software
(4.6%), and Banking/Finance (4.6%).

U.S. managers in this study clearly state that innovation is
critical and essential to their firm’s success. Eighty-five
percent of U.S. managers agreed or strongly agreed that
“Innovation is critical to your firm’s success,” and 81.9% of
those same managers agreed or strongly agreed that
“Innovation is essential to your organization’s survival.”
Moreover, 88% agreed or strongly agreed that “Innovation is
good for your employees” and “Innovation is good for your
customers,” respectively.

However, in contrast to management's positive perception,
the survey results indicate an absence of a corporate
innovation model and the necessity to have one. U.S.
managers specifically noted that their organizations “needed”
certain elements of corporate entrepreneurship and innovation.
Seventy percent of U.S. managers agreed or strongly agreed
that their organization needs an interconnected (anti-siloed)
innovation structure (i.e., ecosystem, finance, marketing,
operations, sales, prototyping, internal and external
networking) to bring new products to market or to deploy
solutions to achieve market leadership. The need for an
interconnected innovation model is supported by managers
representing organizations of all sizes (Table 1) and industries
(Table 2). It increases as the number of employees in the
organization grows beyond 100.

While there is an expressed management need for a
corporate innovation system, there is an acknowledgment of
the absence of key factors included in such a system that
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drives innovation. Specifically, only 57.9% of management
agree or strongly agree that the firm’s reward structure
promotes innovation. Additionally, only 63% agree that the
ecosystem, which consists of climate, environment, and work
orientation is important to innovation in their company. Less
than 66% indicate that it is easy for non-managers to introduce
new ideas. Only 61% indicate that conflicting ideas are
welcome in the organization and are well received, and less
than 70% of the managers are encouraged to network and
share new ideas that may lead to market leadership. Moreover,
only 56% respond that the organization creates customer buy-
in before launching new products or solutions.

TABLE I. ORGANIZATIONS THAT STRONGLY AGREE FOR THE NEED FOR
AN INNOVATION STRUCTURE
Number of Employees N % Strongly Agree

2 — 10 employees 13 54%

11 - 50 employees 31 68%

51 — 100 employees 27 63%

101 - 500 employees 34 74%

501 — 1000 employees 41 73%

1001 — 5000 employees 27 81%

5000+ employees 43 72%

Total 216

Note: The table above represents the response to the question, “Organization needs interconnected
structure,” based on the number of employees in the manager’s organization

TABLE Il.  INDUSTRY SECTORS THAT STRONGLY AGREE FOR THE NEED

OF AN INTERCONNECTED INNOVATION STRUCTURE
Industry N %Strongly Agree
Education 10 80%
Food Beverage 12 75%
Healthcare 19 63%
Information / Tech 14 71%
Manufacturing 17 82%
Retail / Wholesale 20 55%
Total 216

Note: The table above represents the response to the question, “Organization needs interconnected
structure,” based on the industry sector of the manager’s organization

A. Discussion

Three findings emerged which illustrate the adverse
relationship in organizational innovation needs vs. operational
deployment. Management overwhelmingly indicates that
innovation is crucial to their firm’s success, is essential to
their organization’s survival, is good for employees, is good
for customers, and is good for stakeholders. The second
finding is much less positive than the first finding, as
management indicates that their company is not overly
successful in deploying new innovations into the market. In
the third finding, management supports a solution through an
interconnected innovation structure to bring new products or
solutions to achieve market leadership. Moreover, as the
number of employees increases, the expressed need for an
interconnected innovation structure also increases.

22|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

The rationale for the inverse relationship in organizational
needs vs operational deployment is complex; however,
management cites several possible explanations. They suggest
that the lack of organizational innovation collaboration,
unaligned reward system relative to the innovative proposals,
insufficient time to consider new approaches, and lack of
encouragement to share, test, and pilot new ideas, adversely
affects innovation. As such, this may explain the rationale for
the expressed management need for a formal innovation
structure.

B. Argument in Favor for a Model for Corporate Innovation

Researchers have created models to increase the likelihood
of desired outcomes. Consider that as early as 1985, Peter
Drucker [6] noted that entrepreneurship was an intentional and
systematic discipline. Peter Senge [7], and J. Richard
Hackman [8] reinforced this noting that the organizational
intentionality—structures—increase  the likelihood that
organizations can learn, adapt, and innovate Knezovi¢ and
Drki¢ [9] also commented that specific determinants—
psychological empowerment, decision-making process, and
organizational processes—precede innovative work behaviors.
While some organizations appear to have to some extent an
internal innovation model and structure such as Amazon [10],
there appears to be paucity in the availability of a universally
applicable corporate entrepreneurship and innovation models
that can be replicated by organizations in multiple industries
and sizes.

Based on system thinking and with recognition of previous
research and current managerial survey results, the need for a
universal model of corporate entrepreneurship and innovation
emerged. What follows is an argument suggesting the creation
of The STAR Model for Corporate Entrepreneurship™
(STAR™), a replicable corporate innovation model that relies
on predefined organizational structures that increase the
likelihood of successful corporate entrepreneurship and
innovation.

V. STAR MODEL

STAR is a universal, repeatable, integrated strategic model
for corporate innovation that empowers companies to create
products, services and processes that enable them to dominate
the industry in which they participate. STAR is a theoretical
framework constructed on the foundation of four building
blocks. Organizational structures (S) are the principles and
practices that influence organizational outcomes. Think (T) is
the process that empowers anyone in the organization to
envision and propose bold new ideas that can have the
potential to deliver market domination. Advocate (A) is a
process that solicits support throughout the organization. Run
(R) is a replicable process that provides the framework to go
to market at the right time with the right resources. The
acronym STAR provides a framework for managers,
employees, consultants and academic researchers to
conceptualize how to best enable development and execution
of innovative practices that result in significant market
penetration. The broad universal applicability of the STAR
Model is that all tactical elements for market dominating
innovation reside in one of the components of the model.
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Building on the foundational structural and process
focused thinking of thought leaders like Senge, Porter, Kotter,
and Hackman, STAR increases likelihood of replicable
innovation success. STAR incorporates major tenets necessary
to enable successful innovation. This model begins by
establishing a structure to foster innovation, followed by the
creative proposal to create scalable solutions that address big
problems that can propel the company beyond market
leadership to market dominance. Throughout the process,
advocates are sought out to provide guidance, input, and
support to influence senior management approval to go to
market at the right time with the right resources.

A. Application of STAR

Implementation of the STAR model produces
extraordinary results! In 2019 Levi Conlow co-founded Letric
e-Bikes with his childhood friend Robby Deziel. Under the
auspices of Grand Canyon University’s Canyon Ventures
Center for Innovation and Entrepreneurship, and using the
tenets inherent to the STAR model. Mr. Conlow guided Letric
e-Bikes to become a $250+ million company in just under
three years and the largest and fastest-growing e-bike brand in
the United States. In 2021 Forbes took notice of the
company’s success and recognized Mr. Conlow as one of the
nation’s top 30 under 30 innovators [11]. Lectric’s success can
be attributed to excellent leadership and early implementation
of the four components of STAR: Structures, Think, Advocate
and Run.

The following sections provide additional details relative
to each tenet in the STAR model. Corporate entrepreneurs
working in institutions of all sizes may adopt the model as an
architecture to achieve competitive advantages in the
marketplace leading to market disruption and or domination.

V. STRUCTURES

Structures are principles and practices that influence
organizational outcomes. They are a bias for action. Effective
corporate entrepreneurs consciously build organizational
structures that align reward systems and energize work into a
dynamic innovation engine that seeks bold initiatives. As the
foundation of the STAR model, Structures defines how work
is done, who is responsible, and how information is shared
within the organization. It is defined relative to the (a) creation
of the organization's culture, (b) definition of the reward
system, (c) creation of work structures, and (d) adoption of an
information system.

A. Culture

Culture is the fabric that binds together what is acceptable
and what is not acceptable. Culture are those things that we
always do, never do, and that which we celebrate and correct.
According to Schein [12], culture is present in artifacts,
espoused values, and deeply held understandings. It shapes
individual behavior through shared values, beliefs, and
practices. It provides guideposts of what to do when explicit
directions are not readily present. Culture is interwoven with
the overall management system and is the unwritten rule book
that works alongside the formal organizational structure. A
culture that enables independent thought becomes the catalyst
for creative thinking.
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B. Rewards

Rewards, financial and non-monetary, reinforce and
promote the creation of innovative thoughts and actions.
Proposing new ideas, questioning old ideas, and exploring
new technologies are risky and should be positively
recognized. Employees who are rewarded for behaviors
consistent with the organization’s vision produce more
predictable outcomes. If an organization wants empowered,
creative, and innovative people, they reward it. As noted by
Emilia Bratu [13] when writing about Lockheed’s Skunk
Works, “Reward performance, not status.”

Moreover, when members of a team pivot from their
original innovation, innovative organizations reward this.
Consider the stories behind both the microwave oven and the
Post-it note. Both were happy accidents, but Raytheon and 3M
corporation, respectively, rewarded people for applying ideas
in new ways. When the developer of a defense radar noticed
his candy bar melted in his pocket, he developed the
microwave oven. Similarly, when the inventor of a not-very-
sticky glue used it on small notes to help him keep his place
while singing in the church choir, he created the Post-it note.
But, in both cases, there was someone within the organization
that rewarded them for their creativity and encouraged them to
run with their idea.

C. Work Structure

Work structures define core norms of conduct to balance
control and chaos. Too much structure stifles creativity, and
too little structure may diffuse outcomes. Work structures are
aligned with the organization’s culture and reward system.
Organizations that find the balance between too much and too
little structure unlock the potential of their teams [14].
Moreover, the work structures must reinforce the meaningful
nature of the work, the value of the employee’s personal
contribution, and the opportunity and requirement to propose
meaningful enhancements and innovations and receive
feedback regarding the results of his or her work.

Work structures must be balanced with the end in mind.
Before organizing work, leaders should ask, “What is non-
negotiable, and where does the flexibility exist?” The
organization of the work must allow for the next microwave
oven or Post-it note invention while not detracting from the
Organization’s vision.

D. Information Systems

Information Systems provide the organizational repository
for innovative ideas, proposals, and projects, both successful
and unsuccessful. The information system provides an
objective measure of the level of innovation present within an
organization. It offers the ultimate visible feedback loop
providing insights into new opportunities. The system enables
institutional visibility for anyone to view previously submitted
ideas or to propose new ideas. Proposed ideas are
automatically routed for review to assess whether the idea
provides bold new opportunities or enhancements to an
existing product. ldeas are presented to multiple departments
within the organization for review. The use of information
systems answers the question: What is the level of innovation
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in the company? Does innovation have the potential to deliver
market dominance? What projects are in the process? What
projects have been successful? What projects were not
successful (and why)?

Information systems inform the organization where it is
compared to where it wants to be. Tracking the submission of
ideas can help organizations to foster a culture of innovation
by demonstrating that the organization values and is
committed to supporting new ideas and initiatives.

E. Application of Structures

At the very onset, Conlow through his management team
at Lectric E-bikes recognized the need to establish structure to
foster innovation and to enable it pervasively throughout the
organization. He adopted the STAR model as described in the
following statement:

We believe that if you have the right structure, you get the
right outcomes. To this end, we push innovation down into
every area of the company from design to customer service.
At Letric innovative ideas are expected and rewarded. This
structure empowers the entire company to focus on solving
customer problems that are then incorporated into product
design and the sales process.

VI. THINK

Think represents the iterative process that empowers
anyone in the organization to envision and propose bold new
ideas that have the potential to deliver market domination.
Building on the structures that precede the outcomes, the
Think process rests on concepts well established in literature
and industry, then integrates them into a clear model.
However, in many cases, Think is viewed in isolation.
Specifically, the Think process which is described below
includes five stages.

A. Think Deeply

Think Deeply is an inquisitive, creative approach to
uncovering important new sizable market opportunities. This
is accomplished by critically questioning business, consumer,
political, capital, and technology assumptions. Although
business assumptions were once true, are they still true? Think
deeply to challenge convention. Think to examine what is
known. Think to discover what is not known. Think deeply to
ask, “What if?” Successful organizations encourage thinking
deeply about common things at all levels within the
organization. Only one percent of the workforce is in top
management. If thinking about innovation is exclusively
limited to the top management, organizations will miss the
ideas of 99% of their most vital resource—people.

Effective thinking encourages the conflict of ideas without
allowing it to become a conflict between people. When ideas
are allowed to clash, innovation follows. Good leaders protect
the disruptors within their organizations because it is vital to
challenge conventional thinking. Innovation comes from
ideas, and ideas come from thoughts. Successful organizations
encourage thought. Thinking organizations want the best ideas
from 100% of their people, not only the top one percent.
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B. Hypothesize and Prototype

The hypothesis is a proposal to create a new product or
process that addresses a significant market opportunity. It is
the natural outgrowth of Thinking Deeply. Hypotheses evolve
into early prototyping [15]. At this early phase, a prototype
developed within your team may be a presentation, a process
flow document, a partial simulation including the market
assessment (from the previous phase), or all combined. It does
not need to be a fully functioning product or process.
Prototypes should not be constrained by company directives
and guidelines (except for legal) due to their potentially
disruptive nature to the organization. Consequently, successful
prototyping circumvents traditional barriers placed in
organizations, which are adherence to the status quo
operations, existing organizational structure, and the risk-
averse nature of human beings.

In some cases, prototypes fail. However, creative
organizations are willing to “Fail early to succeed sooner”
[16] because early prototypes allow for discovery. Early
prototypes, which can be revised over time and provide basic
functionality to demonstrate the core idea of the product, are
less costly and incur less risk than developing a fully
functional product. Contrast this with traditional design
models where considerable energy goes into planning,
designing, and production. Early prototyping is a disciplined
process that allows for issues to be encountered and solved
early, thereby minimizing disruption upon entering the
market. Addressing unforeseen production issues may be
costly and, in some instances, cannot be overcome. Instead of
order-to-chaos-to-order, early prototyping compresses the
process by moving from chaos-to-order more quickly and
efficiently [17]. The industry is replete with examples of this
in the marketplace. Steve Jobs and Steve Wozniak’s Apple 1
computer in 1975 is only one example of an early prototype
that eventually disrupted the market. Similarly, Lonnie
Johnson prototyped the Super Soaker squirt gun, which now
accounts for one billion in sales.

C. Investigate

Investigate expands the prototype review beyond the initial
development team to include designated groups within the
company. Avoid protecting the prototype—do not fall in love
with the early version. Encourage your investigators to break
and expose weaknesses in the design. Suspend emotions and
solicit the user’s ideas. Effective innovators use feedback as
the raw material for the next iteration. At this early phase, a
prototype developed within your team may be an updated
presentation, a refined process flow document, a partial
simulation, including the market assessment (from the
previous phase), or all combined.

Groups outside your department team__may provide
truthful, unbiased input. Soliciting input beyond the
development team may increase risk if negative feedback is
shared throughout the organization. However, positive
feedback helps garner support from advocates who may back
the prototype towards company adoption. Investigate answers
to the questions: What is good? What works? Does it fix a
problem? What does not work? Does it satisfy the identified
market opportunity? How can it be improved?
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D. Network

In contrast to the Investigate stage, Network expands the
initial prototype review to include select customers to solve a
specific problem. Corporate entrepreneurs must clearly define
and blueprint their solution, then secure an intent to purchase
before it is officially built. After examining the wreckage of
their failures, many innovators trace their ruin back to this
step. They spent valuable time and money building a solution
for customers or problems that did not exist. Successful
innovators must constantly collaborate with customers to
define each of the following:

e The actual problem

e A viable solution

e The price range or budget for the solution

e A comprehensive list of decision-makers

e The timing of delivery, and

o A clear statement of which features are necessary

Gathering feedback from real users helps identify issues or
areas of improvement that company employees, from a
different perspective, may fail to identify. Soliciting input
from customers can be assessed as a higher risk. Receiving
and incorporating their feedback early in this stage will make
the Advocate dimension of the STAR Model easier. In
addition, it is vital in the iterative process of hypothesizing
and prototyping, investigating, and networking. Like the
Investigate phase, in Network stage answers the questions:
What is good? What works? Does it fix a problem? What does
it not work? How can it be improved?

E. Kreate

Kreate completes the prototype process and solicits
company-wide support for its adoption and go-to-market
strategy. The development team may be ready to seek
approval to proceed or may need additional work. They may
need to acquire the support of an expanded set of Advocates
or may need to modify the minimum value proposition
(MVP). The Kreate stage answers the questions: What is the
value of the innovation? When would you need to enable this
innovation? How will this innovation be integrated? What is
the anticipated disruption associated with integration? How
can this innovation be scaled? The MVP sets the stage for the
Advocate dimension of the STAR model.

Once the innovation has been sold internally, corporate
entrepreneurs must continue the work of external
selling. Corporate entrepreneurs must be in constant
communication with their “customer evangelist group”. This
customer evangelist group should be representative of the total
available market (TAM) you intend to capture. These will be
the early adopters, think of them as the equivalent to the Key
Advocates discussed in the Advocate section. All innovations
are created for specific customers to solve specific
problems. Corporate entrepreneurs must clearly define and
blueprint their solution, then secure an intent to purchase
before the solution is officially built. After examining the
wreckage of their failures, many entrepreneurs trace their ruin
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back to this step; they spent valuable time and money building
a solution for customers or problems that did not exist.
Successful  corporate  entrepreneurs must  constantly
collaborate with customers to define each of the following:

e The actual problem

e A Vviable solution

e Price range or budget for the solution
e All decision-makers

e Timing of delivery, and

e Exactly which features are necessary

All this is accomplished with a tool often referred to as a
requirements document. Each section of this nonbinding
document is completed before anything is built. Throughout
the process information is constantly verified and refined
realizing that it is difficult to succinctly define the problem.
Once the document is fully completed then executed by the
prospective customer, it’s then used to build the solution.

1) Application of think. Mr. Conlow and his team from
Letric eBikes implemented the Think process to overcome
their initial product failure. Conlow enabled a process to
create scalable products and solutions that address big
problems that propel the company beyond market leadership
to market dominance. Using available research data, it was
clear to Conlow that although European customers were
aggressively purchasing ebikes, the US market was still in its
infancy. Existing bicycle companies with dominant market
positions and years of experience had not yet embraced the
new technology, and as a result, the US market was wide
open.

Lectric’s first e-bike design was a total failure. However,
Conlow knew from the data that the potential US e-bike
market was massive. “The problem was not the market; it was
our bike. The solution was simple, listen to the customer and
re-work the prototype.” Letric learned that their customers did
not want to spend another $500 to $1500 on a bike rack to
transport their new e-bike. The solution was to build a folding
ebike that did not require a bike rack. The reduced price point
of an ebike without the bike rack was an incredible innovation
that was eagerly accepted by multiple market segments and
was difficult to replicate by competitors. Additionally, the
folding ebike shipped fully assembled in a box that was
smaller than the full-size crates used to ship full-size ebikes.
The smaller box made is less expensive to ship and minimized
the potential for damage during shipment. The company
utilized an organic marketing strategy to launch their newly
designed ebike. The campaign deliver $4 million in pre-orders
within the first 30 days.

VII. ADVOCATE PROCESS

Advocate is the process of gaining approval for new
innovation by securing the active support of individuals both
inside and outside of the organization. The Advocate process
works in concert with Think by securing individual support
across the enterprise and its key customers.
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Developing advocates to support a new innovation
requires that one understands the neuroscience of risk.
Knowing that everyone in your organization comes with their
own level of risk tolerance is essential to successfully
introducing an innovation. The findings of a study by Mueller
et al. [18] support the notion of risk tolerance. A Cornell
University publication summarized their findings “Why we
crave creativity but reject creative ideas,” [19]. The summary
noted the following four reasons why novel ideas are often
scorned.

e Creative ideas are, by definition, novel, and novelty
can trigger feelings of uncertainty that make most
people uncomfortable.

e People dismiss creative ideas in favor of purely
practical ideas.

o Obijective evidence shoring up the validity of a creative
proposal does not motivate people to accept it.

e Anti-creativity bias is so subtle that people are unaware
of it, which can interfere with their ability to recognize
a creative idea.

A. Risk

To offset the natural aversion to accepting new ideas,
innovations must be introduced as being of exceptionally low
risk, intriguing, and viable if they are to gain public support.
Incorporated into STAR, a three-part method of language,
reports, and stages can help de-risk any innovation by building
trust, thus securing buy-in from others.

1) Language. Language is important. Corporate
entrepreneurs should approach potential key advocates and
other stakeholders using specific low-risk language. New
ideas should be presented with a combination of terms that
convey safety and appeal. This combination replaces fear with
curiosity. Corporate entrepreneurs may introduce a concept by
saying something like,“We’ve been examining a growing
market trend that seems to be going unnoticed by our
competitors. We’ve crafted a test that, if successful, could
become a very profitable new revenue source, and we could
own this market.” Notice the language, “test” is a low-risk
term. The word “unnoticed” creates intrigue and introduces
the idea of timing. The term “we’ve” implies that there is a
group and there is safety in numbers. “Profitable new revenue
source” helps to replace fear with curiosity and appeal.

2) Reports. Progress reports should be delivered to key
stakeholders. In-person is the preferred method, as visual
evaluation of body language and non-verbal cues provides
invaluable insight to know if your conversion strategy is
working. Updates should include both problem verification
and prototype feedback. While email and video conferencing
are acceptable, they do not allow for this type of surveillance.
These reports follow a simple format that presents test results
with a lucid infographic and no confusing information.
Updates should be crisp and direct, long updates can become
confusing and derail the innovation. A pithy report builds trust
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and confidence, anything complicated or confusing can be
threatening.

Securing the support of advocates is not done all at once; it
is enabled carefully in specific stage. It begins with the
innovator securing the support of staff within the department
and then expands beyond the department to the entire
company and eventually includes select customers. This
progression is illustrated in the following five stages:

3) Stage 1: Identify Initial Advocates. By its very nature,
innovative proposals of any type are often viewed cautiously.
The prospect of something new that potentially may change
the existing organizational structure, product mix, company
strategy, underlying technology, operational processes,
employee reward system, or even staffing levels is a red flag
for many employees. For an innovation idea to survive beyond
its infancy, the innovator must survive!

Carefully selecting individuals to support a new innovation
within an existing organization is of paramount importance to
minimize innovator risk. By choosing the right team members,
organizations can mitigate potential risks and maximize the
chances of successful implementation. Firstly, the selected
individuals should possess a diverse set of skills and expertise
relevant to the innovation's domain, allowing them to tackle
various aspects of the project effectively. Secondly, a well-
balanced team that combines both seasoned experts and fresh
minds can offer a mix of experience and creativity, leading to
innovative solutions while avoiding tunnel vision. Thirdly,
individuals with a proven track record of adaptability and
openness to change are more likely to embrace the inherent
risks associated with innovation, fostering a culture of
resilience. Lastly, aligning the team's values and commitment
to the organization's mission ensures a shared vision, boosting
motivation and dedication to overcoming challenges. Careful
selection of team members can enhance the innovation
process, diminish the burden on individual innovators, and
significantly reduce the overall risk, leading to the
organization's long-term growth and success.

4) Stage 2: Build the Network. Once the initial advocates
(who provide minimal risk) are identified, the innovator starts
expanding the network of potential supporters who have a
vested interest in the innovation and who can help spread the
word about it. This includes a series of key advocates who
have the power and position to enable the innovation to move
forward. A key advocate is a respected and trusted leader in
your organization, one who curries favor with other leaders
and the rank and file. Key advocates mitigate risk in the minds
of others. Building trust with at least one key advocate is
essential to converting supporters and critics into public
champions.

In addition, the advocate base must include customers,
employees, influencers, industry experts, and other
stakeholders. A thoughtful expanded network approach maps
inherent risk of soliciting advice for a new innovation based
on potential advocates key attributes: positional power,
feedback, influence, knowledge, risk aversion, and status.
Each attribute plays a vital role in determining the quality and
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reliability of advice received. Positional power ensures that
the advice comes from individuals with the necessary
authority and experience to make informed decisions.
Feedback provides valuable insights from various
perspectives, enhancing the chances of identifying potential
pitfalls and opportunities. Influence signifies the potential
impact of the advice on the innovation's trajectory, making it
crucial to gauge the credibility of the sources. Knowledgeable
advisors possess expertise that can significantly improve the
innovation's outcome. Risk aversion is crucial to consider, as
overly cautious advice might hinder growth, while
recklessness could lead to avoidable failures. Finally,
understanding the status of potential advocates helps identify
biases that might influence their suggestions. By thoughtfully
mapping these risk factors, innovators can solicit meaningful
information and support to propel innovations towards
success.

5) Stage 3: Develop Your Messaging. To create a
powerful network of advocates, a clear and compelling
message about your innovation is needed. Be specific,
emphasize how the innovation provides unparalleled
opportunities for the organization to dominate the sector in
which it operates.

Targeting your message is of paramount importance when
soliciting support for an innovation that may significantly alter
the organization’s current environment.  The message
influences the success and reception of your idea both
internally and with prospective customers. Tailoring your
message to a specific audience ensures that the innovation’s
unique features, benefits, and value proposition are effectively
communicated to  customers  while  concurrently
communicating how the innovation will enhance the
organization market position and brand. By understanding the
needs, preferences, and pain points of the target audience, you
can craft a message that resonates with them on a personal
level, increasing the likelihood of capturing their attention and
generating interest. A well-targeted message also aids in
establishing a strong brand identity and positioning in the
competitive landscape, fostering customer loyalty and
advocacy. Moreover, it enables you to focus marketing efforts
and resources efficiently, optimizing outreach and maximizing
the return on investment. In essence, effective message
targeting plays a pivotal role in not only driving initial sales
but also fostering long-term relationships with customers,
ultimately leading to sustained growth and success for the new
product in the market.

6) Stage 4: Engage, Gather Advice and Refine the
Offering. Once the innovator(s) has built the network of
advocates, it is essential to engage with them regularly.
Engage, listen, and refine. Listen to learn. Learn what may not
have been known or seen before engaging. Specifically ask for
advice; research has shown this to be more effective than
requesting feedback [20]. When seeking advice, an innovator
solicits the expertise and knowledge from potential advocates
gaining insights and suggestions with relevant experience in
the industry or domain. The act of seeking advice is
constructive as it provides a personal connection between the
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innovator and the potential advocate. On the other hand, the
act of seeking feedback does not result in enhancing the
innovator relationship with potential advocates and may result
in vague commentary that does not suggest how to improve
the innovation.

Additionally, provide potential advocates with the
resources, information, and tools they need to spread the word
and build momentum. Be mindful to solicit input yourself; do
not rely solely on others for their input. Allow advocates to be
part of the team and value their opinions and insights. Time
spent engaging your advocates transforms them from casual
participants to enthusiastic supporters.

7) Stage 5: Monitor Progress and Adjust Strategies.
Monitor the progress of your network of advocates and adjust
your strategies as needed. Use data to track engagement and
optimize your outreach efforts. A decision must be made to go
forward decisively, to abandon the innovation, or to start
again. A “go” decision moves into the Run stage of STAR. A
“no-go” or “start again” decision leads to a reflective
debriefing to leverage lessons learned for the next cycle of
innovation using the iterative, perpetual process that is the
STAR Model. The “Go” decision requires the consent of the
final decision maker(s) for formal approval to move to Run.

B. Advocates in Action

Mr. Conlow and his Letric team made expert use of
advocates and the advocate process to refine their product,
identify their ideal customer profile (ICP), and market to their
ideal customers. Mr. Conlow and his marketing team
identified three different types of key advocates. These
included e-bike experts, technical experts, and their prime
customer influencer. Once identified, the Letric team
expanded this network of key advocates. This network
assisted Letric in developing its messaging, for example,
Letric’s prime customer are recreational vehicle owners or
RVer’s, the company engaged a social media influencer with
thousands of these subscribers to do a product review of their
new e-bike. Letric learned from this influencer, and from
talking with their other advocates, prospects, and customers,
that their messaging should showcase their new e-bike’s
folding capability. A folding e-bike precluded the extra
expense of a bike rack. RV owners viewed Cetric’s e-bike as
space and expense saver, and the ideal alternative to hauling a
car. Letric’s expert use of the advocates and the Advocate
process as described in the STAR model empowered the
company to create and successfully launch their new e-bike
and rapidly drive organic sales to over 150,000 units in their
first 30 months.

VIII. RUN: THE TACTICAL APPLICATION OF THE STAR

MODEL

Run represents a replicable iterative process, meticulously
designed to provide a robust framework for venturing into the
market at the right time with precisely calibrated resources. In
the dynamic landscape of corporate innovation, Run stands as
the tactical embodiment of the STAR model; Structure, Think,
Advocate, and Run. This model is not a linear procession;
rather, its components continuously evolve, interweave, refine,
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are rigorously tested, and continually evolve and improve in
response to the ever-shifting business landscape.

A. Run: A Replicable Iterative Process

Run’s foundation rests on the steadfast understanding that
markets and the conditions for execution are in a constant state
of flux. The notion that any go-to-market plan can be perfect
is debunked, for such assumptions can lead to disastrous
outcomes. Unlike linear processes, Run is an ongoing journey
with no fixed conclusion point. With each iteration, it
systematically revisits the operational plan, fostering the
nimbleness to address unforeseen obstacles and those entirely
novel in nature.

B. The Ongoing Vitality of Structures

While Structures are designed earlier in the STAR process,
their persistent relevance in Run cannot be overstated. These
structural  underpinnings encompass the fundamental
principles and practices that exert a profound influence on
organizational outcomes. A meticulously devised innovation
reward system, technology deployment to assess and measure
innovations, precise staffing levels, selection of innovation
staff, strategic aligned marketing and investor communication
plans, and unwavering financial support all contribute to the
organization's readiness. This readiness transcends the
confines of a single innovation; it pertains to the seamless
execution of a continuous stream of innovations. A particular
emphasis is placed on fostering an open culture that
encourages input from all corners of the organization — an
invaluable asset during the dynamic Run phase, where the
unexpected demands immediate attention.

C. From Think to Run: Requirements Revalidation

The requirements document, initially crafted during the
Think phase, undergoes a rigorous process of revalidation in
Run This document, conceived months prior to the onset of
Run, offers a preliminary definition of the problem, a
theoretically viable solution, price range parameters, an ideal
delivery timeframe, and delineation of the essential product
features. In the ever-fluctuating landscape, Run continually
recalibrates this ideal solution, ensuring its alignment with the
current environment. Specifications are subjected to relentless
assessment to guarantee that the innovation not only provides
value but also forges a path to market leadership while
remaining eminently achievable. The assessment ambitiously
extends to encompass the innovation's producibility, pricing,
marketing  readiness, distribution  strategy, and the
organization's preparedness to scale the innovation.

D. Embracing Change and the Quest for Market Leadership

Human nature inclines towards the illusion of constancy
but Run reminds us of the inexorable nature of change. Failing
to acknowledge this reality can be perilous, and the belief in
an infallible go-to-market plan can prove catastrophic. It is
imperative to remain vigilant, continuously scanning the
environment for shifts, changes in internal and external
advocate support, the sustained presence of organizational
financial support, and the competitive landscape. Furthermore,
for those resolute in their pursuit of market leadership, the
imperative of scaling innovations takes center stage. This
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endeavor necessitates considerable foresight, unwavering
commitment, and strategic investments.

E. Application Market Dynamics Drive Lectric's e-Bikes
Success

The triumph of Lectric e-bikes, a prominent player in the
electric transportation market, serves as a compelling case
study that aligns seamlessly with the principles of the STAR
model, with a notable emphasis on scalability. For
organizations determined to be a market leader, their
innovations must rapidly scale. This requires foresight,
commitment and investment as described by Levi Conlow,
CEO and Co-founder of Lectric e-Bikes. “At the end of 2020
and early 2021, we began to scale our operations by making
big investments and adjustments for how we bill, manufacture,
distribute, and warehouse. That investment is starting to pay
dividends now.” offered Conlow. Consistent with the STAR
model, scalability was paramount if Lectric’s new e-bike was
to establish market dominance. Their timing could not have
been better, given the spike in U.S. demand for e-bikes. The
Covid-19 pandemic triggered a surge in bicycle sales. Starting
in July 20211, the twelve-month sales increased for two-
wheelers by 65% to $5.3 billion, according to analyst Dirk
Sorenson with market researcher NPD Group. “In the past two
years, e-bikes grew by a whopping 240%, which made it the
third-largest cycling category in terms of sales revenue behind
mountain bikes and children’s bikes and ahead of road bikes”,
Sorenson said in a recent report [11]. At the close of 2022,
Letric was second only to Tesla in the total number of electric
transportation units sold and is poised to pass Tesla in 2024.
“The team at Lectric accomplished this through a novel
approach of design, marketing, distribution, and customer
support, which has earned it thousands of highly satisfied,
loyal customers” [11]. Bertram Capital partner Ryan Craig
said at the time of the company’s VC’s funding
announcement.

Lectric’s forward-thinking approach yielded substantial
dividends, in perfect harmony with the STAR model's ethos.
Lectric’s timing aligned with the surging U.S. demand for e-
bikes amid the COVID-19 pandemic, underscored the model's
efficacy. Run, as the tactical application of the STAR model,
epitomizes a dynamic, adaptive approach to corporate
innovation. It underscores the importance of continuous
assessment, embraces change as the one constant, and
champions scalability.

In summary, Run, as the tactical application of the STAR
model, embodies adaptability, continuous assessment, and
scalability. It champions an iterative approach where
Structure, Think, Advocate, and Run are interwoven and
constantly refined. The success of companies like Lectric e-
bikes underscores the efficacy of this model in navigating the
ever-evolving landscape of corporate innovation.

IX. GETTING STARTED: ASSESS INNOVATION IN AN
EXISTING ORGANIZATION

To adopt the STAR model, it is essential that senior
leadership first assess the organization’s innovation actions
and the associated results. Then, this must be differentiated
from management and staff perception regarding innovation in
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the organization. This can be accomplished in two steps. In the
first step, senior leadership should ask three questions:

1) How many new innovations or products were
announced by your organization over the last five years? (List

only)

2) To what extent did these products significantly grow
revenue, market penetration, operating margins, or increase
operational efficiency? (from the list, indicate the outcome)

3) Did the new innovations help to create an unfair
advantage that will make it difficult for other organizations to
replicate? (From the list, Yes, No response only)

In the second step, senior leadership should formally
assess corporate innovation readiness by administering the
STAR survey. Executing the survey will help leadership
determine the extent in which management and non-
management believe that innovation is crucial for
organizational survival, whether there is support to achieve
this, and whether they believe their innovation has been
successful. Combining the organization’s perception of
innovation with the actual results provides the foundation for
senior leadership to begin the strategic transformation of the
organization to one that continually enables, enhances, and
rewards innovation not just by management but is endorsed
throughout the organization.

X. SUMMARY

The absence of a corporate innovation model can be a
significant obstacle for companies seeking to drive innovation
within their organization. Without a defined approach,
companies may struggle to differentiate between regular
product enhancement and bold new initiatives and
subsequently lose the option to pursue bold market leadership
opportunities. Without an integrated model to assess new
ideas, prototype a promising idea, solicit internal and external
feedback, consider scalability, and develop internal and
external advocates, the potential to achieve sustained market
leadership is problematic. Therefore, to address this need
which is supported by a survey of 200 business managers, the
authors propose adopting the STAR model, a teachable,
replicable of innovation model. The model includes four
tenets:

1) Structures: principles and practices that influence
organizational outcomes

2) Think: the process that empowers anyone in the
organization to envision and propose bold new ideas that can
have the potential to deliver market domination.

3) Advocate: process to gain approval for a new
innovation by securing the active support of individuals both
inside and outside of the organization.

4) Run: a replicable iterative process that provides the
framework to go to market at the right time with the right
resources.

The current focus in innovation research is primarily
focused on new product creation through the vantage point of
start-up companies. Agile development and creative thinking
models do exist, but these models do not consider staffing,
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compensation, technology, leadership authority, culture, risk
aversion, and lack of innovation support that many existing
organizations encounter that start-up companies do not have.
New technologies such as Al provide incredible opportunities
for competitive advantage in existing organizations. However,
technology alone does not create competitive advantage.
Skillful, rapid, cost-effective deployment supported by
advocates within the organization and with select customers
provides competitive advantage. Although adoption of an
innovation model does not guarantee that the organization can
outperform its competitors and of course new start-ups, it does
improve the odds.
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Abstract—Many media providers offer complementary prod-
ucts on different platforms to target a diverse consumer base.
Online sports coverage, for instance, may include professionally
produced audio and video channels, as well as Web pages and
native apps offering live statistics, maps, data visualizations,
social commentary and more. Many consumers also engage in
parallel usage, setting up streaming products and interactive
interfaces on available screens, laptops and handheld devices.
This ability to combine products holds great promise, yet, with
no coordination, cross-platform user experiences often appear
inconsistent and disconnected. We present Control-driven Media
(CdM), an extension of the current media model that adds
support for coordination and consistency across interfaces, de-
vices, products, and platforms while remaining compatible with
existing services, technologies, and workflows. CdM promotes
online media control as an independent resource type in mul-
timedia systems. With control as a driving force, CdM offers
a highly flexible model, opening up for further innovations in
automation, personalization, multi-device support, collaboration
and time-driven visualization. Furthermore, CdM bridges the gap
between continuous media and Web/native apps, allowing the
combined powers of these platforms to be seamlessly exploited as
parts of a single, consistent user experience. Extensive research
in time-dependent, multi-device, data-driven media experiences
supports CdM. In particular, CdM requires a generic and flexible
concept for online, timeline-consistent media control, for which a
candidate solution (State Trajectory) has recently been published.
This paper makes the case for CdM, bringing the significant
potential of this model to the attention of research and industry.

Keywords—Multi-platform; media control; continuous media;
data-driven media; interactive media; orchestrated media

I. INTRODUCTION

The landscape of media production and over-the-top (OTT)
delivery holds immense potential. Advanced production tools,
automated Al-based technologies, and a wealth of data sources
come together, often in multi-step, distributed production
chains. On the client-side, highly capable consumer devices
offer further opportunities for adaptation, customization, in-
teractivity and data-driven graphics. Concurrently, consumer
preferences are evolving; ranging from those who favor the tra-
ditional one-size-fits-all broadcast experience, to those seeking
multi-device immersion, interactive engagement, customized
multi-device setups, personalized narratives, social interac-
tivity, or advanced accessibility features. This diversification
poses a significant challenge for media providers aiming to
offer advanced, high-quality user experiences to a sizable au-
dience, while simultaneously managing costs and complexity.

Many media providers offer alternative products on dif-
ferent platforms to address needs for richer and more varied

experiences. For instance, coverage of major sports events
may include live-produced video channels, VoD services, and
Web or native apps with support for live feeds, interactive
data visualization, and social integration. Many viewers also
see these as complimentary offerings and engage in combined
usage to further enrich their experiences. This, though, may be
less rewarding than perhaps anticipated. Each product must be
configured separately, and there is typically no coordination
across platforms. Differences in production delays may also
lead to inconsistencies, confusion and spoilers. This signifi-
cantly limits the value of combined usage, possibly driving
viewers back to traditional single-product coverage.

We envision a new class of cross-platform media experi-
ences, where independent products and interfaces may be flexi-
bly combined and coordinated to form a single, consistent, user
experience. Users can then enjoy a spectrum of experiences,
from lean-back entertainment to lean-forward engagement,
from a single-device to multi-platform immersion, or from
private to social experiences. Furthermore, by opening up for
cross-platform usage, media providers can provide advanced
and uniquely adapted user experiences cost-effectively by
leveraging the combined powers of existing infrastructure and
services, while also ensuring quality and brand control for the
user experience as a whole.

Unfortunately, issues with cross-platform user experiences
are not easily addressed within the current model. Different
products are built from independent technology stacks and
define entirely separate user experiences. While some solu-
tions exist for coordination and consistency, they are often
application-specific or limited to specific technology options,
such as data formats, distribution protocols or presentation
frameworks. In contrast, we argue that cross-platform coor-
dination must be independent of platform-specific solutions,
and that support for cross-platform media experiences should
instead be addressed as a fundamental feature of the media
model.

To this end, we propose Control-driven Media (CdM), an
extension of the current media model with built-in support
for consistent, cross-platform user experiences. CdM promotes
control as a principal resource type in media systems. Through
online control sharing, applications can orchestrate connected
interfaces and render data sources and media content con-
sistently across platforms. Moreover, as CdM is compatible
with existing infrastructure and workflows, adoption can be
incremental and cost-efficient. Furthermore, CdM uniquely
targets a generic solution for cross-platform consistency, by
addressing fundamental limitations of the current media model.

This paper presents CdM and a range of opportunities
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implied by the model. Section II presents current approaches to
cross-platform media experiences, and remaining challenges,
leading up to the problem statement in Section III. Section IV
outlines the current media model, before the main contribution,
the CdM model, is introduced in Section V. Section VI
discusses key opportunities of CdM within the context of
online sports coverage. Section VII covers key technical chal-
lenges. Section VIII includes evaluation and references to
implementation and supporting research. Section IX provides
a brief discussion before the paper is concluded in Section X.

II. BACKGROUND

The online world provides unprecedented opportunities for
online media, with a wealth of tools and platforms for cap-
turing, editing, distributing, and rendering of data and media
content. Moreover, the ongoing Al revolution promises further
opportunities for automation, content generation, personaliza-
tion, and more. To fully exploit this potential, media systems
must meet an increasingly complex set of demands. Media
providers seek to build their brands through high-quality user
experiences and exciting narratives. There might also be a race
for advanced features, like impressive graphics, interactive en-
gagement, device adaptation, social integration, and/or multi-
device support. This, though, must be balanced with technical
and financial considerations, including performance, scalabil-
ity, complexity and costs. Users, on the other hand, seek
media experiences that are relevant, exciting and distraction-
free. Beyond this, users are diverse, and preferences will
likely diversify further as offerings become more advanced.
For example, some users prefer lean-back storytelling, while
others want to engage and actively shape the experience for
themselves or others. Some prefer generic broadcast coverage,
while others prefer a more personalized narrative. Some want
experiences to be social, some seek multi-device immersion,
and some have specific accessibility requirements.

Supporting diversity is hard, though, and certain demands
may even appear conflicting in terms of technology options.
In particular, we recognize two technical approaches for
audiovisual user experiences; continuous media and data-
driven media. Media production based on continuous media
types (e.g. audio and video) supports high-quality storytelling
through precise mixing and scheduling of video sources, audio
tracks, and graphical elements. This approach can provide
user-friendly, lean-back, and action-packed user experiences,
yet primarily the same experience for all viewers. In con-
trast, data-driven media (e.g. Web/native applications) offer
dynamic experiences with flexible options for interactivity,
visualization, adaptation, personalization and collaboration.
However, data-driven media provide limited support for weav-
ing complex time-dependent, lean-back narratives, particularly
if they involve multiple data sources and/or different rendering
technologies.

To address complex demands from users and media
providers, it appears necessary to leverage the combined power
of these approaches. This section presents common ways of
combining technologies, highlighting the strengths and limita-
tions of each approach.

1) Embedded media: A common way to combine tech-
nologies is to embed continuous media within a data-driven
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interface. For example, audio and video content on the Web
platform may be embedded in Web pages using the HTMLS5
Media element [1]. This way, soccer coverage may include
both a video stream and a feed of match events. However,
despite being part of the same layout, embedded components
technically define separate user experiences. For instance, the
video pause button might not apply to the match events feed,
which will continue to report game developments, even if
the video stream is paused. This creates inconsistency, where
the two components display data from the same event but
from different time-frames. Media providers may address this
by introducing additional coordination between components.
For instance, on the Web platform, media players and feeds
may be controlled by code. This, though, often leads to
custom solutions within specific applications and platforms,
and the complexity increases with the number of coordinated
components.

2) Overlays: A related method is to layer a transparent,
data-driven interface on top of a video display. This technique
can for instance be used in video production, to burn graphics
onto a video stream. Alternatively, graphics can be overlaid in
the user interface, using a z-index or similar layering concepts
supported by the layout system. This provides additional op-
tions for individualized graphics and interactivity, but requires
that overlay graphics are synchronized with video progression.
This can be accomplished by defining cues, hooks, or events
on the video timeline. In the Web platform, this is supported
by the concept of data tracks [1] integrated with the HTMLS
media element. While this provides coordination between
continuous and data-driven media, the approach is most useful
when the experience is limited to a single video asset within
a single interface or layout.

3) HbbTV: HbbTV (Hybrid Broadcast Broadband TV) [2]
is a standards initiative and platform allowing HTML-based
graphics to be overlaid on broadcast video content. In HbbTYV,
the focus is on the set-top box or SmartTV, which supports IP-
based data access as well as traditional broadcast distribution.
By exposing the media clock of the broadcast stream to the
HTMLS5 processing environment, program-specific or even
personalized overlays may be presented on the TV display.
Broadcasters may define and deploy such overlays as HTML
applications associated with a channel or program. Further-
more, the concept of overlays is also extended to companion
devices. This means that smartphones may connect to the
HbbTV device to access additional contents or interactive ca-
pabilities, synchronized with the broadcast clock [3]. However,
the adoption of HbbTV has been slow, as it requires developing
and deploying HbbTV-enabled consumer devices. Moreover, as
the approach hinges on the existence of a physical device, it
does not easily generalize to other media domains or beyond
the home environment.

4) Low latency streaming: Another way to combine media
content and data-driven graphics, is to coordinate the delivery
of multiple data streams. For example, an online lottery might
want to stream a video from the lottery drawing, and also
provide a separate data stream with the winning numbers,
for visualization. This requires some coordination between
streams, or else the graphics might spoil the suspense of the
video, or even make the lottery appear suspect. One approach
is to minimize latency in streaming, thereby also limiting the
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potential misalignment of streams. Global CDN providers such
as Akamai [4], Cloudflare [5] and Fastly [6] provide scalable,
low-latency streaming solutions based on Dash [7], HLS [8] or
WebSocket [9] protocols. Another option is to leverage support
for synchronized stream delivery or fixed end-to-end delays.
For instance, in IP-based networks, a fixed end-to-end delay
may be achieved by transmitting data to a client ahead of
time and then scheduling data delivery to the application in
reference to a media clock. However, such methods have some
limitations. Due to network jitter, ultra-low-latency streaming
may be expensive and provide a reduced user experience.
Moreover, synchronizing content using the distribution system
increases the complexity of the distribution system itself,
which goes against current practices of stateless servers to
limit cost and improve scalability. In any case, if consistency is
achieved through a specific distribution mechanism, it is also
limited to that mechanism.

5) Object-based  media: In  Object-based Media
(ObM) [10]-[12], the challenge of combining technologies
is already addressed in production. ObM targets increased
support for adaptation, personalization and interactivity in
broadcasted experiences. The key idea is to represent media as
objects, and let client devices be responsible for assembly into
rendered presentations. This way, clients may assemble media
experiences differently, be sensitive to device capabilities,
local context or user preferences, and leverage data-driven
technologies for visualization and interactivity. However, the
approach requires changes to media formats, with implications
for existing workflows and tools. This is speculated to be a
key reason for slow adoption [13]. In addition, ObM is still
bound to the single-stream broadcast metaphor. This means
that objects are packaged and distributed as one asset, even
if each viewer will only make use of a subset of objects.
Moreover, the approach does not provide any particular
support for multi-device media consumption.

6) Leave it to the user: The last approach, and perhaps the
standard solution, is to leave the combination of technologies
as an exercise for the viewer. Formula 1 (FI) online coverage
provides an example of this. FITV [14] offers a number of
video streams to choose from, including the professionally
produced World Feed, onboard vehicle cameras with team
radio for that driver, a produced pit lane feed and even a
channel with lap times in tabular form. In addition, the F1I
App [15] provides an interactive race map and numerous data
visualizations for detailed race statistics, which also supports
manual time shifting. Viewers may then select the most rele-
vant video feeds and visualizations and use multiple devices to
follow multiple interfaces in parallel. As such, this approach
supports high levels of customization and personalization. At
the same time, to realize this potential, viewers must do all
the work. For example, synchronization between interfaces is
crucial in a fast-paced sport like F1, yet cumbersome to achieve
manually. Moreover, users can not easily know which camera
feed is most relevant at any time, or when to switch between
views. In short, this approach encourages viewers to act as
producers, and leaves media providers with little control over
the quality of user experiences.
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A. Challenges

Combinations of continuous media and data-driven applica-
tions have been attempted in different parts of the technology
stack, in production, in distribution, and in presentation, yet
each method comes with limitations. Still, combining tech-
nology platforms remains an attractive prospect. Online F1
coverage, for instance, showcases a significant potential if only
some coordination could be provided between products.

In current systems though, there is limited support for such
coordination. Fig. 1 (left) illustrates four product interfaces
(green rectangles), each defining its own user experience
(bubble). This leaves the viewer to mediate between separate
user experiences, either compensating mentally for any incon-
sistencies between them, or manually attempting to correct
them, for instance by time-shifting or configuring individual
interfaces. Neither option is particularly appealing.

Fig. 1 (right) illustrates the basic idea of cross-platform
media experiences. Here separate product interfaces (green
rectangles) contribute to a single, consistent user experience
(bubble). Consistency implies (i) that interfaces operate in ref-
erence to a shared media clock, and (ii) that user interactivity
is not limited to one product, but applies to the experience as
a whole. For instance, if the user selects a different F1 driver,
this might potentially affect all interfaces in different ways,
including overlayed video graphics in FITV and the race map
visualized by the F1 App.

Fig. 1. (Left) User engaging with four distinct user experiences (bubbles),
defined by four independent products (green rectangles). (Right) Instead, the

same four products contribute to a single, consistent user experience (user
inside the bubble).

To support the notion of cross-platform media experiences,
we argue that a solution to coordination is needed, which is not
limited to any particular application or platform. We envision
an extended media model, with built-in support for coordina-
tion. In this model, media products can still be developed for
single-platform usage, yet optionally be exploited as parts of
larger, consistent, cross-platform media experiences.

III. PROBLEM STATEMENT

Extend the current media model with built-in support for
coordination between independent devices, technology types,
platforms and product interfaces. The extended model shall

1)  support consistent user experiences across platforms
(consistency)

2) support the combination of continuous and data-
driven media (bridge)

3) support integration with existing media systems
(compatible)

4)  support high flexibility while limiting complexity
(practical)
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5) support key trends such as automation, adaptation,
personalization (future-proof)

IV. CURRENT MEDIA MODEL

Even though continuous media and data-driven applica-
tions represent different technical approaches, we regard them
as instances of the same media model. Fig. 2 illustrates this
model as a 3-step processing chain (rectangles). The data flow
is left-to-right, from data (black) on the left, through assembly
(blue) and rendering (green) before reaching the user experi-
ence on the right (bubble). User-interactivity (not illustrated)
flows in the opposite direction, triggering data updates (black
arrow) or control actions (red arrow). Processing steps (data,
assembly, render) may be executed within the same process, or
be separated by a communication link or a network connection.

@ Assembly »| Render
Update Control

Fig. 2. Conceptual sketch for current media model. The data flow is
left-to-right, from data (black) on the left, through assembly (blue) and
rendering (green), into the user experience on the right (bubble).

1) Data: Data represents resources for media experiences.
Resource types may include common media formats such as
audio, video, images, XML/JSON-data, declarative layout or
stylesheets. Resource abstractions may include files, streams,
databases, or datasets. Resources may be static or dynamic,
local or accessed via a network. Access may also be restricted
through concepts of ownership and access credentials.

2) Assembly: Assembly (blue) implements a controlled
conversion from data sources to render state. This conversion
may include processing steps such as selection, filtering, merg-
ing, and transforming data from multiple sources. Moreover,
assembly is open to dynamic control (red arrow), defining
for instance which data sources are selected for rendering,
how data is converted into render state, and when. Assembly
may also be associated with a media clock, and be expected
to update the render state consistently with respect to time
progression. This is commonly referred to as playback or
sequencing.

3) Render: Render (green) is a function that converts ren-
der state into visual display, sound, or other real-world effects.
Render components are assumed to be software components,
acting as low-latency or fixed-latency proxies for locally con-
nected output devices, such as screens and loudspeakers.

4) User experience: The user experience (bubble) is de-
fined by rendered effects (e.g., audio, visuals, or other). The
user may also interact with the media experience, using local
input devices such as keyboards, pointing devices and more.
User interactivity may result in updates to data sources (black
arrow) or control actions (red arrow) targeting the assembly
process.

In this model, the assembly step represents the beating
heart of the media experience. As either data or control inputs
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change, the assembly process must continuously reevaluate and
adjust the output render state. Over time, this produces a time
sequence of render states that defines the progression of the
media experience.

A. Continuous Media

Fig. 3 illustrates over-the-top (OTT) audio and video pro-
duction as an instance of the current media model. In this
context, data access and media assembly primarily occurs
within a production environment. For example, video produc-
tion may involve a large set of data sources and media contents,
mixed together into a single audio or video asset and streamed
over a network for playback on viewer devices. Provider-
side media assembly may also involve a large production
team controlling a number of production parameters, including
camera positioning, lighting, sound processing, graphics and
visualization, as well as mixing and scheduling. A few aspects
of assembly are open to local control by viewers. For instance,
media players typically allow viewers to adjust the volume,
pause/resume, and select subtitle tracks.

Producer Player
il W
g
Update Control Control

Fig. 3. Data assembled into video or audio streams at the provider side, then
distributed for client-side rendering by a media player.

B. Data-driven Applications

Fig. 4 illustrates data-driven Web or native applications
as instances of the current media model. In this context,
data sources are hosted by servers. Clients connect to fetch
or stream data over the network, or receive pushed data.
Assembly and rendering can be handled on the client side. For
instance, in Web interfaces, clients convert data sources and
application state into render state managed by the Document
Object Model (DOM) [16]. The conversion is defined in
application code and may include selection or filtering of data,
and also transformations or combinations of data. Moreover,
interactive control by the user may trigger changes to the local
control state or network-accessible data sources.

Server Client

f

Update Update Control

Fig. 4. Web and native applications perform assembly and rendering at the
client-side, based on data fetched or streamed from online servers.

V. CONTROL-DRIVEN MEDIA

We envision cross-platform coordination as an inherent
capability of the media model. Recognizing the central role
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of control in media (see Section IV), we propose a revised
media model, where control is redefined from a local signal to
an independent, stateful resource, and extended with support
for consistent sharing across platforms. This seemingly small
change, we argue, comes with profound implications for media
systems, applications and user experiences, and also alters the
status of control as an object of research, from an application-
specific interface feature to a principal system component.

Fig. 5 illustrates the revised media model. Similar to
Fig. 2, the model describes a three-step technology stack (Data,
Assembly, Render). The difference, though, is that control
(red rectangle) is regarded as a special kind of data source
and is included in the first step (Data). Like data sources,
control sources may be hosted by dedicated online services
and accessed by connecting clients.

[

Assembly »| Render

Control

Fig. 5. Control-driven Media, with control represented as a special kind of
data source.

Importantly, the revised model does not represent a radical
break with the current model. Data sources (black) and render
components (green) are unaffected. Assembly (blue) will react
to state changes in control sources, instead of live control
inputs, but otherwise remain the same. Also, user interactivity
(not illustrated) will not target Assembly (blue) directly, but
indirectly through modification of data and/or control sources.
Beyond this, the model remains the same.

This model is referred to as Control-driven Media (CdM).
The name highlights how media production and presentation
can be directed through the manipulation of control sources.
For example, control sources may define which resources and
rendering components are active (e.g. video sources, audio
tracks, datasets, layout templates, graphical elements). Control
sources may also define values for a variety of interface
parameters (e.g. style properties, playback offsets, audio levels,
viewport positions). By manipulating the value of such control
sources, media experiences will change in predictable ways. As
such, control sources represent aspects of application behavior
or appearance which are explicitly opened up for external
control. The following are defining properties of Control-
driven Media.

1) Control is defined as a stateful, shareable
resource, local or network accessible.

2)  Control is defined in reference to a timeline.

3) Control defines the experience.

4)  Assembly is an independent step.

1) Control is a stateful, shareable resource, local or
network accessible: Control sources may be local objects.
However, with control represented as online resources, consid-
erable opportunities arise with respect to sharing and exchange
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of control. In particular, control may be distributed in real
time between any connected clients across various interfaces
and platforms. This may allow media providers to implement
production control across a distributed production chain and
also across consumer devices. Effectively, this makes con-
sumer devices an integral part of the production infrastructure,
blurring the distinction between production and presentation.
Online control may also provide a valuable integration point
for automated processes, for instance allowing cloud-based
Al agents to remote control user experiences in accordance
with user preferences. Moreover, online control can be shared
between media providers and viewers, opening up for in-
creased collaboration. For instance, when the viewer requests
more detailed graphics, the production system can access the
online control state for this viewer and implement appropriate
changes through modification of relevant control sources.

Control as a stateful resource opens up for a variety
of control patterns. Online controls may be private,
public, or limited to groups. Access restrictions may
also discriminate between roles such as owner, editor
or viewer. Online control can support multiple patterns
for control exchange (1:1, 1:N, M:1 or M:N) and
support both one-way (asymmetric) and multi-way
(symmetric) control relations.

2) Control is defined in reference to a timeline: With
control as a network-accessible resource, latency is no longer
negligible. This is particularly problematic as control signals
are often time-dependent. Control actions might refer to a spe-
cific offset on a media timeline and/or describe time-dependent
transitions. When transferring control signals over a network,
such temporal relations must be preserved. Control may also be
shared between processes operating in different time-frames.
For instance, on-demand consumption requires time-shifted
replay of previously recorded control sequences. Moreover,
in scenarios with real-time sharing, small skews may be
introduced to mask network jitter and avoid buffering issues.
To support this, we assert that control must support timeline-
consistent sharing between processes. Timeline consistency
implies that a control signal can be captured and serialized in
reference to a media clock, and reproduced correctly according
to a different media clock.

Consistency with a timeline is also a defining charac-
teristic of continuous media. This means that control
sources may be regarded as media objects in their own
right, and also be described using terminology tradi-
tionally reserved for continuous media types. So, like
video, control may be captured, recorded, distributed,
time-shifted, rewinded, edited, and played back.

3) Control defines the experience: While CdM changes
the nature of control, it maintains established distinctions
between data and control. Data sources tend to be raw material
for an experience, whereas control sources define a particular
realization. There might also be a certain asymmetry between
the two entities, where data sources may represent large and
stable datasets, whereas controls are more lightweight and
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dynamic. As such, control provides a basis for variation, where
different experiences can be produced, without necessarily
modifying the data. By opening up for production and distri-
bution of control as a separate and independent resource type,
this pattern can be exploited directly in consumer interfaces,
providing personalized user experiences as unique permuta-
tions of shared data sources and personalized control sources.

CdM implies a state-based, reactive approach to con-
trol. Developers define what is considered control state
in a particular application, how control state can be
modified, what sharing scope and access restrictions
are appropriate, and how control is coupled with appli-
cation logic (i.e. assembly and interface components).
Interface components typically initiate control actions,
whereas assembly processes react to changes in control
state. If control sources are shared online, this decou-
pling between producers and consumers of control may
apply in the global scope.

4) Assembly is an independent step: In the current
media model (see Fig. 2), local control signals dictate that
assembly is co-located with the controller, be it the media
provider in a studio, or the user in an interactive interface. This
forces a choice between provider-side and client-side assembly,
with no clear middle ground. With control as an independent
resource, assembly instead becomes an independent processing
step, with no particular restrictions concerning location. This
means that the assembly function can be shifted between
locations without modification, for instance between a physical
studio and consumer devices, even if rendering technologies
may be different for these locations. Moreover, assembly can
be split into logical steps and assigned to different nodes in
a production chain, such as cloud-hosted production services,
edge nodes, and consumer devices (see Fig. 6). Even though
nodes may operate in different time-frames, and are not
necessarily directed by the same control parameters, the entire
chain can still be controlled through the same mechanism.

Studio Cloud Edge Player

@ Assembly )I-‘—_I—bl-}l—b

Control

Render

Fig. 6. A stepwise production chain, from physical production studio to
consumer device, through cloud-based production and CDN/edge services.
Control is time-shifted for each step to allow time for data transfer.

A. Cross-platform Media Experiences

Control-driven Media (CdM) provides a new and highly
flexible foundation for cross-platform media experiences.
Fig. 7 illustrates three media products { P1, P2, P3} hosted by
different platforms. Collectively, these products are supported
by assembly functions {Al, A2, A3} (blue), control service
{C} (red) and data services {D1, D2, D3, D4} (black). De-
pen